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ABSTRACT Sparse codemultiple access (SCMA) is one of the promising schemes tomeet high connectivity
and spectral efficiency in the future wireless networks. The iterative detectors, for example message passing
algorithm (MPA), can provide near optimal multiuser detection (MUD) performance but becomes infeasible
when the codebook size is large or the overloading factor is high. Recently, sphere decoding (SD) has been
considered in theMUDof SCMAby rewriting the generalized transmission into a linear system. In this work,
we first review the state-of-the-art SD-based detectors for SCMA: sphere decoding for SCMA (SD-SCMA)
and generalized SD-SCMA (GSD-SCMA). We not only explain the state-of-the-art in a comprehensive
way, but also exploit the sorted QR decomposition and Schnorr-Euchner enumeration to accelerate the
tree search. Although GSD-SCMA overcomes the codebook constraint of SD-SCMA, its computational
complexity is extremely sensitive to the overloading factor. To satisfy the trade-off between complexity and
MUD performance, we propose two pruning algorithms, PRUN1 and PRUN2, and introduce the simplified
GSD-SCMA (SGSD-SCMA). In the paper, error probabilities of the proposed pruning algorithms are
derived. Simulation results show that the proposed detector outperforms the iterative detectors and SD-based
state-of-the-art when the overloading factor is moderate and the codebook size is large.

INDEX TERMS SCMA, sphere decoding, pruning algorithm, float-point operations.

I. INTRODUCTION
With the development of Internet of Things (IoT), not only
people but also ubiquitous devices are going to be connected
in the wireless networks. International Telecommunication
Union (ITU) has pinpointed three usage scenarios for 5G
and beyond which are enhanced mobile broadband (eMBB),
ultra-reliable and low-latency communications (URLLC) and
massive machine type communications (mMTC) [1]. For
the mMTC, massive connections and high spectral effi-
ciency are two major demands. Non-orthogonal multiple
access (NOMA) techniques have been proposed as potential
enablers to meet these demands [2]. Compared with conven-
tional orthogonal multiple access (OMA), NOMA enables
more users than radio (time/frequency) resources to trans-
mit their signals by leveraging degrees of freedom in the
power or code domain. Accordingly, NOMA techniques are
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categorized into power-domain NOMA (PD-NOMA) and
code-domain NOMA (CD-NOMA).

CD-NOMA is motivated by the idea of non-orthogonal
spreading sequences. Among all the CD-NOMA techniques,
sparse code multiple access (SCMA) has figured promi-
nently. In SCMA, users transmit signals over orthogonal
resource elements (REs) and the sparse spreading reduces
the number of interfering users at the same RE. SCMA can
be regarded as generalized low-density signature (LDS) [3]
which combines binary mapping and constellation spread-
ing jointly at the encoder. In other words, SCMA maps
users’ incoming bits directly to multidimensional code-
words according to a pre-designed codebook set [4]. At the
receiver, efficient algorithms take charge of multiuser detec-
tion (MUD), generally by exploiting the intrinsic sparsity of
the signature design.

The pre-designed multidimensional codebooks play an
essential role in SCMA system performance [5]. In one of
the first works on SCMA codebook design [4], the authors
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introduce a multistage method in order to simplify the design
steps of the set of users’ codebooks. Several approaches are
based on mother codebooks. In [6], [7], the authors focus
on optimization of the mother constellation by maximiz-
ing important figures of merit, such as minimum Euclidean
distance and minimum product distance. By combining prob-
abilistic shaping and geometric shaping in uplink SCMA
codebook design, [8] shows superiority of the designed code-
books in terms of block error rate (BLER) performance and
average mutual information.

At the receiver of SCMA, the maximum likelihood (ML)
algorithm can provide optimal performance forMUD by joint
decoding, at the cost of exhaustively testing all combinations
of the transmitted codewords. However, it becomes infea-
sible when the number of users increases or the codebook
size gets large. Due to the codeword spreading sparsity, the
SCMA receiver can take advantage of the message passing
algorithm (MPA) which is motivated by the sum-product
algorithm [9], [10]. After iteratively updating the probability
messages between the users and REs, the MPA outputs the
decoded signals which have the maximum a posteriori prob-
ability. The MUD performance of the MPA is determined by
the number of iterations, i.e., the higher number of iterations
is, the better BER performance it has. Still, MPA complexity
increases dramatically with the codebook size, the number
of users and the overloading factor (ratio of the number of
users to the number of REs). To further reduce the complexity
of MPA, some researchers propose Log-MPA and Max-Log-
MPA calculating the probability messages in the logarithm
domain [11]. Other works propose edge selection criteria to
decrease the number of interfering users considered in the cal-
culation of the messages [12], [13]. Other iterative detectors
based on expectation propagation algorithm and Gaussian
approximation show near-MPA performance and substantial
complexity decrease in coded SCMA systems [14], [15].

Meanwhile, sphere decoding (SD) has recently been
adopted in the MUD of SCMA systems. SD, firstly proposed
as a resolution of the closest lattice point search problem [16],
[17], has been regarded as an effective scheme in MIMO
detection [18]. The principle of SD is to search the nearest
lattice point to the received signal within a predefined hyper-
sphere. By leveraging matrix operation, e.g. QR decomposi-
tion, SD obtains an upper triangular matrix and transforms
the detection into a sequential decoding by the tree search
process. The complexity of SD is proportional to the number
of nodes visited in the tree search. Authors in [19] apply
list SD in the MPA in order to prune the candidates at each
RE that are outside of the search space when calculating
probability messages. To employ SD to the entire SCMA
MUD, authors in [20], [21] reformulate some multidimen-
sional codebooks with special structures and transform the
SCMA MUD into a binary lattice point detection. Although
the proposed detectors in [20], [21] show better performance
and lower complexity than theMPA, they are not applicable to
generalized SCMA multidimensional codebooks. The work
proposed in [22] introduces the SD for SCMA (SD-SCMA)

which requires no specific codebook reformulation. Limited
by the shape of the channel matrix, SD-SCMA constrains the
transmitted codewords to have constant modulus. To over-
come this constraint, authors in [23] propose the generalized
SD for SCMA (GSD-SCMA) which is composed of two
parts. As GSD-SCMA performs a brute-force search on par-
tial transmitted symbols, its computational complexity may
surge when the codebook size or overloading factor is large.

Hence, in this work we focus on further reducing complex-
ity of GSD-SCMA detector while still reaching good MUD
performance. We propose some algorithms to remedy the
brute-force search issue in GSD-SCMA detector. The new
detector scheme with lower complexity is called simplified
GSD for SCMA (SGSD-SCMA). The main contributions of
this work are exhibited as follows:
• A clear description of the generalized SCMA system
model in the real domain is provided. It is used to facil-
itate the employment of SD-based detectors in SCMA
systems. The system model is expressed to be linear,
applicable to all types of SCMA codebooks.

• Based on [22], [23], we present the SD-SCMA and
GSD-SCMA detectors in a comprehensive way. As a
novel contribution, we leverage the sorted QR decom-
position (SQRD) [24] and Schnorr-Euchner (SE) enu-
meration [25] in those detectors to further enhance the
decoding efficiency and raise the tree search speed.

• We introduce the SGSD-SCMA detector which con-
sists in the proposed pruning algorithms based on the
GSD-SCMA detector. The SGSD-SCMA detector can
also be regarded as the parameterized GSD-SCMA
detector based on the error detection probability p. There
is a trade-off between the MUD performance and the
computational complexity when selecting p value. Thus,
we derive the error probability expressions of the pro-
posed pruning algorithms and analyze the codeword
error rate (CER) for the proposed detector.

• In the Monte-Carlo simulation, we first prove the
accuracy of the theoretical CER analysis of the pro-
posed SGSD-SCMA detector. Secondly, we compare
the proposed detector with the SD-SCMA, GSD-SCMA
and Max-Log-MPA detectors in terms of bit error
rate (BER) and computational complexity. The pro-
posed algorithms significantly decrease the complexity
for the SGSD-SCMA detector in comparison to the
GSD-SCMA detector. By simulating with three SCMA
codebooks designed by different approaches, it is found
that the SGSD-SCMA detector outperforms other detec-
tors the most when the overloading factor is moderate
and the codebook size is large.

The rest of this paper is structured as follows. Section II
reviews the uplink SCMA transmission system and provides
the complex to real system model conversion. A compre-
hensive introduction of the SD-based SCMA state-of-the-
art detectors is presented in Section III. In Section IV,
we give a toy example, real-valued multiuser uplink trans-
mission, to explain the general idea of pruning algorithm
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in an overloaded transmission. The two proposed pruning
algorithms and theoretical CER analysis of the SGSD-SCMA
detector are introduced in Section V. Section VI analyzes
the computational complexity of different detectors. The
evaluation of simulated numerical results is presented in
Section VII. Finally, Section VIII summarizes the paper.
Notations: Lowercase letters (e.g., x) denote scalars, bold

lowercase letters (e.g., x) denote column vectors, bold upper-
case letters (e.g., X) denote matrices and calligraphic upper-
case letters (e.g., X ) denote sets and sequences. Complex
Gaussian distribution functionwithmean τ and variance σ 2 is
denoted by Nc(τ, σ 2). (·)ᵀ is transpose operator of matrices.
Iq denotes the q × q identity matrix and 0m×n denotes the
m×n zero matrix. The important notations used in this paper
are listed in the Table 1.

II. SCMA UPLINK SYSTEM MODEL
A. GENERAL SCMA TRANSMISSION SYSTEM
In this paper, we consider a general uplink SCMA system
where J users shareK orthogonal REs for the signal transmis-
sion. For the remainder of this paper, it is always assumed an
overload condition on the system, meaning that J > K . Each
user occupies dv (dv < K ) REs.We assume that the number of
users linked to each RE is the same, denoted as df = Jdv/K ,
and ideally df � J to maintain the sparsity feature. In this
work, we assume that K is an integer multiple of dv. The
encoding procedure for user j ∈ {1, 2, · · · , J} is expressed as
fj : bj→ xj, where bj ∈ {0, 1}log2(M )×1 is the binary message
and xj ∈ Cdv×1 is the transmitted codeword selected from
codebookXj which has sizeM . Then aK×dv binarymapping
matrix Sj spreads user j’s dv-dimensional codeword over the
K REs. The complex-valued received signal y ∈ CK×1 is
written as

y =
J∑
j=1

diag(hj)Sjxj + n (1)

= GxT + n (2)

where hj ∈ CK×1 is the channel vector from user j to
the receiver, and n ∈ CK×1 is the additive white Gaussian
noise (AWGN) vector whose entries follow Nc(0, σ 2). G =
[G1, · · · ,GJ ] ∈ CK×Jdv is called effective channel gain
matrix, where Gj = diag

(
hj
)
Sj is user j’s effective channel

gain matrix. xT = [xᵀ1 , · · · , x
ᵀ
J ]

ᵀ
∈ CJdv×1 is the transmitted

codeword vector consisting of the codewords of all the users.
Every column of the binarymappingmatrix Sj has only one

non-zero element. Usually, themapping relation of Sj can also
be represented by the j-th column of the factor graph matrix
F = [f1, · · · , fJ ] ∈ {0, 1}K×J which indicates the resource
allocation of the transmission. The relation between fj and Sj
can be expressed as diag(fj) = SjS

ᵀ
j . A benchmark example

of F is given below:

F =


1 0 0 1 1 0
1 0 1 0 0 1
0 1 0 1 0 1
0 1 1 0 1 0

 (3)

which has J = 6, K = 4, dv = 2 and df = 3. Thus the
mapping matrix of the first user is

S1 =


1 0
0 1
0 0
0 0

 (4)

By concatenating the mapping matrix of all users, we can
obtain the mapping matrix of the transmission system

S =


1 0 0 0 0 0 1 0 1 0 0 0
0 1 0 0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 1 0 1 0 0 0 1 0 0

 (5)

B. THE REWRITTEN SYSTEM MODEL IN THE REAL
DOMAIN
In order to facilitate the application of SD-based detectors for
SCMA, we rewrite the complex-valued system model in the
real domain. Please note that this rewriting is generalized for
any type of SCMA codebooks.

To express the SCMA transmission Eq. (2) in the real
domain, we separate the real and imaginary parts. The
received signal in the real domain is defined as

ȳ = Ḡx̄T + n̄ (6)

where ȳ ∈ R2K×1, Ḡ ∈ R2K×2Jdv , x̄T ∈ R2Jdv×1 and
n̄ ∈ R2K×1 are real-valued received signal vector, effec-
tive channel matrix, effective transmitted symbol vector and
AWGN vector, respectively. For simplicity, in the remainder
of this paper we will refer to Ḡ as the real-valued channel
matrix and to x̄T as the real-valued transmitted symbol vector.
Matrix Ḡ is built from the complex matrix G by replac-
ing each of its complex entries gil (1 6 i 6 K , 1 6

l 6 Jdv) with
[
<{gil} −={gil}
={gil} <{gil}

]
. As a column vector,

x̄T is constructed from its associated complex vector xT by
substituting every complex element xn (1 6 n 6 Jdv)
with

[
<{xn} ={xn}

]ᵀ. The same real-valued column vector
conversion is also applied to vectors y and n for obtaining
vectors ȳ and n̄, respectively.

Assume that the channel coefficients are estimated per-
fectly at the receiver. The optimal maximum likelihood (ML)
detection for SCMA is given by

ˆ̄xT = argmin
x̄∈X̄
‖ȳ− Ḡx̄‖2 (7)

where X̄ = X̄1× X̄2×· · · X̄J is the codebook collection of J
users in the real domain. Please note that X̄j is a sequence
of which the elements are 2dv × 1 vectors. For example,
X̄j(m) represents the m-th real-valued codeword of user j.
As SCMA is an overloadedmultiuser transmission technique,
the computational complexity of ML receiver is proportional
to |X̄ | = M J , which surges rapidly for even small choices
of M and J s.t. M > 2 and J > K . Instead of performing
exhaustive search, sphere decoding (SD) can be deemed as
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TABLE 1. Notations used in the paper.

ML with the conditions which is expressed as

ˆ̄xT = argmin
x̄∈X̄
‖ȳ− Ḡx̄‖2 (8)

subject to ‖ȳ− Ḡx̄‖2 6 d2 (9)

where d2 is the squared sphere radius which defines the
hyper-sphere for the tree search in SD. It is taken as an
alternative to ML detector which can guarantee good detec-
tion performance and significant complexity decrease. More
details on that will be presented in the following part of this
paper.

III. STATE-OF-THE-ART SD-BASED SCMA DETECTORS
In this section we provide a comprehensive description
of SD-based SCMA detector state-of-the-art, which are
SD-SCMA [22] and GSD-SCMA [23]. We not only elab-
orate on the state-of-the-art by illustrating with flowcharts
and detailed pseudo-code algorithms, but also enhance the
original scheme by adopting SQRD.

A. SD-SCMA
As revealed in Eq. (6), the channel matrix Ḡ is a ‘‘flat’’ matrix
since its number of rows is less than number of columns. The
fact that Ḡ is not a square matrix makes it difficult to solve
Eqs. (7) and (9) in an efficient way. To resolve this problem
and properly implement SD in SCMA MUD, SD-SCMA
takes advantage of the method inspired by the Tikhonov reg-
ularization [26]. We define the real-valued modified channel
matrix as

G̃ =
[
Ḡ(1) Ḡ(2)

0 I

]
(10)

where matrix Ḡ(1) contains the first 2K columns of the matrix
Ḡ having size 2K × 2K and matrix Ḡ(2) contains the matrix
Ḡ from the (2K + 1)-th column to the last column having
size 2K × (2Jdv − 2K ). Thus, it can be expressed as Ḡ =[
Ḡ(1) Ḡ(2)]. The received signal in the real domain can be

modified as

ỹ = G̃x̄T + ñ (11)[
ȳ
0

]
= G̃

[
x̄(1)T
x̄(2)T

]
+

[
n
−x̄(2)T

]
(12)

where x̄T =

[
x̄(1)T
x̄(2)T

]
. We remark that the vector x̄(1)T ∈ X̄ (1)

has size 2K×1 and vector x̄(2)T ∈ X̄ (2) has size (2Jdv−2K )×1,
where X̄ (1)

= X̄1× · · · × X̄ K
dv

and X̄ (2)
= X̄ K

dv
+1× · · · × X̄J

while 0 in this case has size (2Jdv − 2K )× 1. Thus, the SD
is rewritten as

ˆ̄xT = argmin
x̄∈X̄
‖ỹ− G̃x̄‖2 − x̄(2)ᵀx̄(2) (13)

subject to ‖ỹ− G̃x̄‖2 − x̄(2)ᵀx̄(2) 6 d2 (14)

The prerequisite of applying the Tikhonov regularization in
SD-SCMA is x̄(2) of constant modulus, which guarantees
the equivalence between Eqs. (8) and (9) and Eqs. (13) and
(14). As x̄(2) has constant modulus, Eqs. (13) and (14) can be
simplified to

ˆ̄xT = argmin
x̄∈X̄
‖ỹ− G̃x̄‖2 (15)

subject to ‖ỹ− G̃x̄‖2 6 d ′2 (16)

where d ′2 = d2 − ‖x̄(2)‖2. This prerequisite can be regarded
as a constraint of the SD-SCMA detector. This means that the
SD-SCMA can be only applied to SCMA codebooks which
guarantee x̄(2) to have constant modulus.
We adopt SQRD [24] to obtain an upper triangular matrix

for the tree search in SD-SCMA. SQRD can be seen as
a modified Gram-Schmidt algorithm which is famous for
efficiently improving MIMO detection [27]. In the MIMO
scenario, it minimizes the diagonal element modulus of the
output upper triangular matrix from upper left to bottom right
by reordering the columns of the input matrix, usually the
channel matrix. As a result, SQRD is able to enhance the
efficiency of the earlier layers in the tree search, which further
reduces the complexity by decreasing the number of visited
nodes. Moreover, SQRD guarantees output upper triangular
matrix to have positive diagonal elements. The SQRD for
SD-SCMA is written as

sqrd(G̃) : QR = G̃P (17)

where Q ∈ R2Jdv×2Jdv is an orthogonal matrix, R ∈

R2Jdv×2Jdv is an upper triangular matrix and P ∈ R2Jdv×2Jdv
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Algorithm 1 SQRD for SCMA

Input: G̃
Output: R, Q and P

Initialization: Q = G̃, R = 02Jdv×2Jdv , P = I2Jdv and
m = 0J×1

1: for j = 1, 2, · · · , J do
2: mj =

∑2dv−1
l=0 ‖qj+l‖

2
2

3: end for
4: for j = 1, 2, · · · , J do
5: ij = argminl∈{j,j+1··· ,J} ml
6: Exchange columns 2(j − 1)dv + 1 to 2jdv and 2(ij −

1)dv + 1 to 2ijdv one-by-one in R, Q and P
7: for i1 = j, j+ 1, · · · , j+ (2dv − 1) do
8: ri1,i1 = ‖qi1‖

2
2

9: qi1 = qi1/
√
ri1,i1

10: for i2 = i1 + 1, i1 + 2, · · · , 2Jdv do
11: ri1,i2 = qᵀi1qi2
12: qi2 = qi2 − ri1,i2qi1
13: mdi2/(2dv)e = mdi2/(2dv)e − ri1,i2
14: end for
15: end for
16: end for

is a permutation matrix. Considering that the columns with
the indices [2dvj − (2dv − 1), · · · , 2dvj] (j ∈ {1, 2, · · · , J})
belong to the same user, the SQRD for SCMA should reorder
the columns of G̃ in groups of 2dv. To achieve this, SQRD
for SCMA calculates the squared modulus sum of the 2dv
columns that are associated with each user. To better under-
stand the SQRD for SCMA, please refer to Algorithm 1.

As SQRD introduces permutation among columns of G̃,
the decoding problem in Eqs. (15) and (16) becomes

ˆ̄xT = argmin
x̄∈X̄
‖Qᵀỹ− RP−1x̄‖2 (18)

subject to ‖Qᵀỹ− RP−1x̄‖2 6 d ′2 (19)

By defining ỹ′ = Qᵀỹ and x̄p = P−1x̄, the above decoding
problem is simplified to

ˆ̄xT = P arg min
x̄p∈X̄ p

‖ỹ′ − Rx̄p‖2 (20)

subject to ‖ỹ′ − Rx̄p‖2 6 d ′2 (21)

where X̄ p represents the permuted real-valued codebook col-
lection. SinceR is an upper triangular matrix, Eq. (21) can be
rewritten as

d ′2 >
2Jdv∑
i=1

(
ỹ′i −

2Jdv∑
l=i

ri,l x̄
p
l

)2

(22)

= (ỹ′2Jdv − r2Jdv,2Jdv x̄
p
2Jdv

)2

+

(
ỹ′2Jdv−1 −

2Jdv∑
l=2Jdv−1

r2Jdv−1,l x̄
p
l

)2

+ · · · (23)

Therefore, it is natural to start the tree search from the bottom
and trace upwards. The layers with the indices i ∈ {2dvj −
(2dv− 1), · · · , 2dvj} (j ∈ {1, 2, · · · , J}) correspond to user j.

Because each user spreads the same information bits over
dv REs, 2dv layers should be correlated in the tree search of
SD-SCMA. The layers with indices multiple of 2dv have M
branches and the rest has only one branch. In other words,
the layers having indices 2dvj (j ∈ {1, 2, · · · , J}) determine
the layers with indices from 2dvj − (2dv − 1) to 2dvj − 1.
As a result, branch selection calculation is performed only in
J layers. Details of the SD-SCMA tree search is illustrated by
a flow chart as shown in Fig. 1.
At the 2Jdv-th layer, for the first branch selection calcula-

tion, the necessary condition of Eq. (22) is

(ỹ′2Jdv − r2Jdv,2Jdv x̄
p
2Jdv

)2 6 d ′2 (24)

The corresponding range of x̄p2Jdv is

ỹ′2Jdv − d
′

r2Jdv,2Jdv
6 x̄p2Jdv 6

ỹ′2Jdv + d
′

r2Jdv,2Jdv
(25)

To extend this to the i-th (i = 2dvj, j ∈ {1, 2, · · · , J}) layer,
we define the lower and upper bounds of x̄pi as

li =
1
ri,i

(
ỹ′i −

2Jdv∑
l=i+1

ri,l x̄
p
l −

√
d ′2 − pi+2dv

)
(26)

and

ui =
1
ri,i

(
ỹ′i −

2Jdv∑
l=i+1

ri,l x̄
p
l +

√
d ′2 − pi+2dv

)
(27)

respectively, where pi is the path metric in the i-th layer which
will be introduced later. Thus, the corresponding range of x̄pi
is expressed as

li 6 x̄pi 6 ui (28)

We use vector ai to record the indices of the candidate code-
words, i.e., the codewords that satisfy the condition Eq. (28),
which can be expressed as

ai = enum
(
li, ui, X̄ 2dv

j

)
(29)

where j = d i
2dv
e, enum(v1, v2,S) denotes the function enu-

merating all the positions of elements in the real sequence S
having values between v1 and v2 and X̄ k

l represents the real
sequence consisting of all the k-th entries of the elements in
the sequence X̄l . si is the number of valid branches associated
with the candidate codewords at the i-th layer, obtained by

si = length(ai) (30)

According to the tree search rules for SCMA, ai and si with
i = 2dvj, j ∈ {1, 2, · · · , J} are the vector of candidate
codewords indices and the number of candidate codewords of
user j, respectively. Hence, to visit the next branch selection
layer, the layer index is updated by i = i − 2dv as shown in
Fig. 1.
To accelerate the tree search in SD-SCMA, we adopt SE

strategy [25] to order the codeword candidates. In SE enumer-
ation, the candidates are examined and sorted based on their
path metric values. As the path metric is identical for all child
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FIGURE 1. Flow chart of SD-SCMA.

nodes having the same parent in tree search, the ordering is
based on the branch metrics of child nodes. At the i-th layer
(i = 2dvj, j ∈ {1, 2, · · · , J}), all the candidate codewords

x̆ = Xj((ai)i1 ), 1 6 i1 6 si (31)

are considered, where (ai)i1 refers to the i1 elements of vector
ai. For a given candidate codeword x̆, its branch metric is
calculated as [25]

(ci)i1 =
i∑

n=i−(2dv−1)

(
ỹ′n −

i∑
l=n

rn,l x̆l−(i−2dv)

−

2Jdv∑
i2=i+1

rn,i2 x̄
p
i2

)2

(32)

where x̆k is the k-th entry of vector x̆. Consequently, vector
ci = [(ci)1, (ci)2, · · · , (ci)si ]

ᵀ stores all the branch metrics
of the candidate codewords at i-th layer. Then, we sort the

elements of vector ci to satisfy the condition (ci)n 6 (ci)n+1
where 1 6 n 6 si − 1. This sorting process can be formulated
as

Fs(ci) : c′i = PSEci (33)

where function Fs(·) refers to the aforementioned sorting
criterion, c′i denotes the sorted vector and PSE is the permu-
tation matrix. Then, the same element-wise permutation is
applied to the candidate codewords indices vector ai, given
in Eq. (29), to obtain the sorted codewords indices vector a′i,
denoted as

a′i = PSEai (34)

αi is used to refer to the index of the chosen valid branch in
the i-th layer, which follows 1 6 αi 6 si. If the branch index
αi is chosen, the cumulative path metric pi (i = 2dvj, j ∈
{1, 2, · · · , J}) is computed by

pi = pi+2dv + (c′i)αi (35)
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where (c′i)αi is the αi-th element of vector c′i. At the beginning
of the tree search, p2Jdv+2dv = 0 is initialized. The decoding
results are partially updated by the chosen branch, expressed
as

x̄pi−2dv+i3 = ẋi3 , 1 6 i3 6 2dv (36)

where vector ẋ = Xj((a′i)αi ) denotes the chosen codeword.
Every time, when a temporary best solution is found, the
squared radius is updated by

d ′2 = p2dv (37)

The tree search stops when no better solution can be found;
it outputs the final result Px̄p.

B. GSD-SCMA
As discussed above, SD-SCMA is only compatible with
codebooks having x̄(2) of constant modulus. To circumvent
this codebook power constraint, GSD-SCMA is proposed for
generalized SCMA codebooks [23].

Since the channel matrix can be expressed as Ḡ =[
Ḡ(1) Ḡ(2)], it can be rewritten as

Ḡ =
[
Ḡ(1) Ḡ(2)] (38)

= Q1
[
R1P−11 Q−11 Ḡ(2)] (39)

= Q1
[
R1P−11 R2

]
(40)

where Q1 and R1 are outputs of SQRD of Ḡ(1) expressed as

sqrd(Ḡ(1)) : Q1R1 = Ḡ(1)P1 (41)

and R2 ∈ R2K×(2Jdv−2K ) is the multiplication of matrix Q−11
and Ḡ(2). Please note that because the first 2K columns of
the transmission mapping matrix S are orthogonal, R1 is a
positive diagonal matrix which simplifies the calculation in
the tree search of GSD-SCMA.

Based on the channel matrix expression, Eq. (40), the
decoding problem in Eqs. (8) and (9) becomes

ˆ̄xT = arg min
x̄(1)∈X̄ (1)

x̄(2)∈X̄ (2)

‖Qᵀ
1 ȳ− R1P−11 x̄(1) − R2x̄(2)‖2 (42)

subject to ‖Qᵀ
1 ȳ− R1P−11 x̄(1) − R2x̄(2)‖2 6 d2 (43)

which is known as the GSD-SCMA decoding problem [23].
Defining ȳ′ = Qᵀ

1 ȳ − R2x̄(2) and x̄(1)p = P−11 x̄(1), Eqs. (42)
and (43) become

ˆ̄xT = arg min
x̄(2)∈X̄ (2)

min
x̄(1)p∈X̄ (1)p

‖ȳ′ − R1x̄(1)p‖2 (44)

subject to ‖ȳ′ − R1x̄(1)p‖2 6 d2 (45)

where X̄ (1)p represents the codebook collection X̄ (1) per-
muted by P1. Since ȳ′ is dependent on x̄(2), the latter impacts
on the decoding results of x̄(1)p. Every choice of x̄(2) must be
considered in the detection problem in Eq. (44) because of
no codebook power constraint. As K is an integer multiple
of dv, vector x̄(2) encompasses the real-valued codewords of
the last J ′ = J − K

dv
= J (1 − 1/df ) users. Vector x̄(2) can

take onM J ′ different values all of which will be tested during

the decoding. It is noticeable that as the overloading factor
increases (hence, df increases), J ′ gets larger and larger.
For heavy overloading scenarios, the exhaustive search in
GSD-SCMA will approach that in ML detector.

Fig. 2 shows the flowchart of GSD-SCMA. We initialize a
sequence L2 =

(
l1, l2, · · · , lMJ ′

)
which contains all the M J ′

possible values of vector x̄(2). GSD-SCMA performs SD for
x̄(1)p based on every element in the sequence L2. For a given
element in the sequence L2, namely lt (1 6 t 6 M J ′ ), if a
solution of x̄(1)p can be found, the value of x̄(1)p and x̄(2) are
updated as

x̄(1)p = v (46)

and

x̄(2) = lt (47)

respectively, where v is an intermediate vector in the tree
search storing the updated solution. As the squared radius
d2 gets smaller every time a solution of x̄(1)p is found, the
current values of x̄(1)p and x̄(2) are better than the previous
ones. Therefore, after testing on allM J ′ values of vector x̄(2),
the best decoding results according to Eqs. (44) and (45) can
be found.

Specifically, for a given value lt (1 6 t 6 M J ′ ), since
we have ȳ′ = Qᵀ

1 ȳ − R2lt and the fact that R1 is diagonal,
Eq. (45) can be rewritten as

d2 >
2K∑
i=1

(
ȳ′i − (r1)i,ix̄

(1)p
i

)2

(48)

=
(
ỹ′2K − (r1)2K ,2K x̄

(1)p
2K

)2
+
(
ỹ′2K−1 − (r1)2K−1,2K−1x̄

(1)p
2K

)2
+ · · · (49)

where (r1)i,l is the element on the i-th row and l-th column
of matrix R1. The tree search for x̄(1)p is similar to what have
explained in the previous subsection. Similarly, at the i-th (i =
2dvj, j ∈ {1, · · · , d K2dv e}) layer, the lower and upper bounds

of x̄(1)pi are computed as

li =
1
ri,i

(
ȳ′i −

√
d2 − pi+2dv

)
(50)

and

ui =
1
ri,i

(
ȳ′i +

√
d2 − pi+2dv

)
. (51)

respectively. Accordingly, in GSD-SCMA the branch metric
is computed by

(ci)i1 =
i∑

n=i−(2dv−1)

(
ȳ′n − (r1)n,nx̆n−(i−2dv)

)2 (52)

where x̆k is the k-th entry of vector x̆ defined in Eq. (31). Con-
sidering the permutation in SQRD of Ḡ(1), the final decoding
results of GSD-SCMA is obtained by

ˆ̄xT =
[
P1x̄(1)p

x̄(2)

]
(53)
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FIGURE 2. Flow chart of GSD-SCMA.

IV. INTRODUCING PRUNING ALGORITHM: A SIMPLE
EXAMPLE
In this section, we take a toy example to explain the idea
of pruning algorithm, which helps to introduce the proposed
pruning algorithms for SCMA in the next section. In this
toy example, we consider a real-valued multiuser uplink
overloading transmission. Specifically, there are two users
transmitting real-valued signals to the same base station,
where each end has single antenna. Thus, the received signal
is expressed as

y = hxT + n = [h1 h2]
[
xT1
xT2

]
+ n (54)

where h ∈ R1×2 is the channel vector, xT ∈ R2×1 is
the transmitted signal vector and n ∈ N (0, σ 2

1 ) is AWGN.

The transmitted symbols xT1 and xT2 are drawn indepen-
dently from an identical codebook C whose cardinality isM1.
We assume that the channel state information (CSI) is known
perfectly at the receiver. By applying the GSD rules, the
decoding problem of this example system is written as

x̂T = arg min
x2∈C

arg min
x1∈C
‖y′ − h1x1‖2 (55)

subject to ‖y′ − h1x1‖2 6 d2 (56)

where y′ = y−h2x2, which is equivalent to an SD problem of
x1 based on an exhaustive test of x2. To reduce the decoding
complexity, we adopt a pruning algorithm aiming at reducing
the number of tested x2. We denote C∗ as the reduced candi-
date sequence of x2. Without considering the additive noise,
the pruning algorithm builds the sequence C∗ in an efficient

VOLUME 10, 2022 523



X. Fu et al.: Simplified Sphere Decoding-Based Detector for Generalized SCMA Codebooks

FIGURE 3. Decoding diagram of the transmission example.

way, given as

x2 ∈ C (57)

subject to min(h1x1) 6 |y− h2x̂2| 6 max(h1x1) (58)

Considering the sign of h1, Eq. (58) can be rewritten as{
h1min(x1) 6 |y− h2x̂2| 6 h1max(x1), h1 > 0
h1max(x1) 6 |y− h2x̂2| 6 h1min(x1), h1 6 0

(59)

After applying the pruning algorithm, the decoding problem
becomes

x̂T = arg min
x2∈C∗

arg min
x1∈C
‖y′ − h1x1‖2 (60)

subject to ‖y′ − h1x1‖2 6 d2 (61)

In the following, we explain the pruning algorithm geo-
metrically. As an example, consider that the channel vector
is h =

[
1 −2

]
and the transmitted symbol vector is xT =[

1 −3
]ᵀ, whose entries are drawn independently from the

PAM-4 codebook C. The received constellation points trans-
formed by the channel vector are illustrated in Fig. 3. The
constellation region is marked blue where all points lie. The
received signal without any noise is hxT = 7 depicted as
line l in the figure. Ideally, there is no noise and the pruning
criterion is that the value of h2x2 whose geometric representa-
tion does not have an intersection point with the line l in the
constellation region is eliminated. For example, as the line
of h2x2 = 2 has an intersection point with the line l that is
outside of the constellation region, x2 = −1 is pruned from
the candidate sequence C∗.
Because of the existence of noise n, the received signal in

practice can be represented by line l1 (l2) which is horizon-
tally shifted by the noise n1 (n2) as shown in Fig. 3. If the
received signal can be represented as l1, it has no intersection
point with the line h2x2 = 6 in the constellation region, while
line l meets the line h2x2 = 6 in the constellation region.
This implies that when the original transmission signal, line
l, is impaired by noise becoming l1, the value x2 = −3,
which is transmitted, will be pruned by accident. Considering

the additive noise in practice, the sequence C∗ built by the
pruning algorithm is refined to

x2 ∈ C (62)

subject to{
h1min(x1)−δ 6 |y− h2x̂2| 6 h1max(x1)+ δ, h1 > 0
h1max(x1)−δ 6 |y− h2x̂2| 6 h1min(x1)+ δ, h1 6 0

(63)

where δ is a positive constant that is calculated based on the
additive noise level. As the additive noise n followsN (0, σ 2

1 ),
we define the error detection probability p guaranteeing that

p = Q(
δ

σ1
) (64)

whereQ(·) is the Q-function. Consequently, δ is computed by

δ = F−1(1− p, 0, σ1) (65)

whereF−1(x, µ, σ ′) denotes the inverse cumulative distribu-
tion function (CDF) of the Gaussian distribution with mean
µ and standard deviation σ ′. Since function F−1(·) is mono-
tonically increasing, the smaller p is, the larger δ is. The
increase of δ can bring decoding performance gain but high
computational complexity. Thus, there is a trade-off between
the decoding performance and complexity when choosing the
value of p. Normally, p is set to a decimal that is very close
to 0.

In the following, we will discuss the impact of p on the
symbol error rate (SER) performance of the transmission
example. The SER is defined as Pr{x̂T 6= xT}. We define an
error probability Pr{xT2 /∈ C∗} describing the probability that
the transmitted codeword xT2 is not included in the reduced
sequence C∗. SER of the proposed pruning detector can be
written as

Pr{x̂T 6= xT} = PML
(
1− Pr{xT2 /∈ C∗}

)
+ Pr{xT2 /∈ C∗}

(66)

where PML is the SER of the ML detector. If the term
Pr{xT2 /∈ C∗} is very close to zero, the above equation can
be approximated to

Pr{x̂T 6= xT} ≈ PML + Pr{xT2 /∈ C∗} (67)

In high SNR regime, as PML approaches to 0, the SER can be
formulated as

lim
SNR→∞

Pr{x̂T 6= xT} = Pr{xT2 /∈ C∗} (68)

In this transmission example, each real dimension has
M1 distinct projections, half positive and half negative. For
the M1/2 positive projections, we assume that only the
decoding accuracy of the projection on the edge, the max-
imum one, is affected by the pruning algorithm due to the
additive noise. So do the negative projections. Since the
pruning is performed only once in the example, Pr{xT2 /∈ C∗}
is calculated by

Pr{xT2 /∈ L∗2} =
p

M1/2
=

2p
M1

(69)
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FIGURE 4. SER comparison of the example transmission.

which has positive correlation with p and negative correlation
with M1.

To verify the accuracy of Eq. (69), we simulate the SER
performance of the transmission example with codebook
PAM-4. Fig. 4 shows the error rate of different detectors in
the transmission example. The Monte Carlo simulation of
SER and Pr{xT2 /∈ C∗} is illustrated in the figure. In high
SNR regime, the SER performance of the proposed pruning
detector follows Eq. (68). That is, Pr{xT2 /∈ C∗} is the
error floor of the GSD detector with the proposed pruning
algorithm. To verify the effectiveness of Eq. (69), we draw
the theoretical performance of Pr{xT2 /∈ C∗} in the same
figure. As shown in Fig. 4, the simulation performance fits
the theoretical analysis in Eq. (69) perfectly.

V. PROPOSED SGSD-SCMA AND PRUNING ALGORITHMS
Recall that, since the GSD-SCMA detector performs an
exhaustive test of M J ′ different values of x̄(2), where J ′ =
J (1 − 1/df ), the computational complexity of GSD-SCMA
approaches that of ML when overloading factor is large.
To efficiently decrease the computational complexity of
GSD-SCMA, it is sensible to consider a reduced sequence
L∗2 for x̄(2) values. Motivated by the pruning methodology
demonstrated in Section IV, we propose SGSD-SCMA, the
GSD-SCMA detector simplified by applying a pruning algo-
rithm for x̄(2) values.

The proposed SGSD-SCMA consists of two steps
described as follows:
• Step1: A pruning algorithm obtains the reduced
sequence L∗2, which contains potentially good values
of vector x̄(2). The pruning algorithm for SGSD-SCMA
follows the same principle of the pruning criterion illus-
trated by the transmission example in Section IV, but
with the particularities of the SCMA transmission.

• Step2: The SD of x̄(1) is performed based on the
sequence L∗2, which is similar with that of GSD-SCMA.
The flowchart of SGSD-SCMA is the same as in Fig. 2,
except for L2 substituted with L∗2 and the condition

t 6 M J ′ replaced by t 6 L1 where L1 is the size of
L∗2 with L1 < M J ′ .

Therefore, the decoding problem of SGSD-SCMA becomes

ˆ̄xT = arg min
x̄(2)∈L∗2

min
x̄(1)p∈X̄ (1)p

‖ȳ′ − R1x̄(1)p‖2 (70)

subject to ‖ȳ′ − R1x̄(1)p‖2 6 d2 (71)

where ȳ′ = Qᵀ
1 ȳ− R2x̄(2).

In the following, we propose two pruning algorithms,
namely PRUN1 and PRUN2, for SGSD-SCMA. PRUN1
is a general algorithm applicable to any kind of SCMA
codebooks, while PRUN2 algorithm requires a con-
straint on the codebook factor graph to work. In the
sequel, SGSD-SCMA detector with the PRUN1 algo-
rithm is referred as SGSD1-SCMA detector and the
SGSD-SCMA detector with the PRUN2 algorithm is named
SGSD2-SCMA. Besides, a theoretical analysis of the CER
of the SGSD-SCMA is presented. Please note that the two
proposed pruning algorithms are applicable to both regular
and irregular SCMA codebooks. For simplicity, the following
description of the proposed pruning algorithms are based on
the assumption of the regular SCMA codebooks.

A. THE PROPOSED PRUN1 ALGORITHM
As SCMA is a multiple access transmission, a similar prun-
ing process explained in Section IV can be employed in
every dimension of the received signal ȳ. Recalling that
matrix R1 has positive diagonal, the pruning algorithm for
SGSD-SCMA builds the sequence L∗2 given as

x̄(2) ∈ X̄ (2) (72)

subject to

(r1)i,imin
(
(X̄ (1)p

j1
)i−2dv(j1−1)

)
− δ 6 ‖ȳi − (r2)ix̄(2)‖

6 (r1)i,imax
(
(X̄ (1)p

j1
)i−2dv(j1−1)

)
+ δ, ∀i ∈ {1, · · · , 2K }

(73)

where j1 = d i
2dv
e, (r1)i,i denotes the i-th diagonal element

of square matrix R1, (X̄ (1)p
j )k is the real sequence consisting

of the k-th entry of all the elements of sequence X̄ (1)p
j and

(r2)i denotes the i-th row vector of matrix R2. As explained
in Section IV, δ is determined by the additive noise and
predefined error detection probability p. In this case, δ is
calculated by

δ = F−1(1− p, 0, σ ) (74)

Before diving into the details of PRUN1 algorithm,
we want to illustrate the sparse nature of matrix R2 which
helps to simplify the algorithm. Because Q is diagonal
and Ḡ(2) is sparse due to the factor graph, R2 is also
sparse according to Eq. (39). For instance, when the code-
book factor graph matrix is Eq. (3), the matrix R2 has
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the following structure

R2 =



0 0 0 0 x x 0 0 x x 0 0 0 0 0 0
0 0 0 0 x x 0 0 x x 0 0 0 0 0 0
x x 0 0 0 0 0 0 0 0 0 0 x x 0 0
x x 0 0 0 0 0 0 0 0 0 0 x x 0 0
0 0 0 0 0 0 x x 0 0 0 0 0 0 x x
0 0 0 0 0 0 x x 0 0 0 0 0 0 x x
0 0 x x 0 0 0 0 0 0 x x 0 0 0 0
0 0 x x 0 0 0 0 0 0 x x 0 0 0 0


(75)

where x represents a non-zero element in the matrix. Thanks
to the sparsity ofR2 illustrated above, for a given row,we only
consider the elements of x̄(2) that are associated with the
non-zero elements ofR2. There are always 2(df −1) non-zero
elements in each row vector (r2)i (i ∈ {1, · · · , 2K }) which
correspond to the same user in pairs. Therefore, instead of
testing every value of x̄(2) (x̄(2) ∈ X̄ (2)), we can test Mdf−1

combinations of those elements of x̄(2) that are associated
with the non-zero elements of R2 at each row. Moreover,
another property of matrix R2 is that the (2k − 1)-th and
2k-th (1 6 k 6 K ) rows of R2 have the same indices of
non-zero elements. Thus, we perform the pruning operation
of two rows, the (2k − 1)-th and 2k-th, at once. Accordingly,
there will be K pruning operations for the PRUN1 algorithm
in total. As x̄(2) contains the real-valued codewords of J ′

users, we define vector v ∈ {1, · · · ,M}J
′
×1 to efficiently

represent the values of vector x̄(2). Every entry of v is the
codeword index of the corresponding user. To simplify the
process, PRUN1 algorithm outputs the reduced sequence ϒ
of values of vector v. The sequence L∗2 can be constructed
based on the sequence ϒ after the PRUN1 algorithm and the
size of the two sequences are the same. The PRUN1 algorithm
is summarized in Algorithm 2.

In the following, we elaborate on the PRUN1 algorithm.
The set V stores the indices of users that have been visited.
The sequenceϒ of size L1 is the output of PRUN1 algorithm.
Similar to the tree search, the PRUN1 algorithm starts by
performing pruning from the last two rows of R2 and moves
upwards. At each pruning operation, df − 1 users associated
with the non-zero elements are visited. These users can be
divided into the revisited users and newly visited users. For
simplicity, the newly visited users are referred to as new users
in sequel. At the k-th (1 6 k 6 K ) pruning operation,
function USERPART((r2)2k ,V) outputs the partitioned users
and their corresponding indices. Specifically, the sequence
A stores the indices of non-zero elements of (r2)2k and the
sequence B stores the indices of users associated with the ele-
ments in sequenceA.We define the set C to store the currently
visited users. Thus, the set C consists of the df − 1 distinct
elements in sequence B. Sets U and W store the indices
of new users and revisited users, respectively. The sequence
A1 stores the indices in the sequence A that are associated
with the new users and the sequence A2 stores the indices in
A that associated with the revisited users. Besides, sequence
B1 and B2 contain the indices of users associated to the
elements inA1 andA2, respectively. Afterwards, the number

Algorithm 2 The PRUN1 Algorithm

Input: ȳ, R1, R2, X (1) and X (2)

Output: ϒ
Initialization: V = ∅, ϒ = (0J ′×1) and L1 = 1.

1: for k = K ,K − 1, · · · , 1 do
2: U , W, A1, A2, B1, B2 = UserPart((r2)2k ,V)
3: l1 = size(U)
4: l2 = df − 1− l1
5: ifW 6= ∅ then
6: for i1 = 1, 2, · · · ,L1 do
7: Obtain q using Eq. (76).
8: Calculate t1(i1) and t2(i1) based on Eq. (78) and

Eq. (77), respectively.
9: end for
10: else
11: t1 = t2 = 0
12: end if
13: ϒ ′ = ∅

14: P = F1(M , l1)
15: c1 = 0
16: for i2 = 1, 2, · · · ,M l1 do
17: Calculate s1(i2) and s2(i2) using Eq. (80) and

Eq. (81), respectively.
18: for i1 = 1, 2, · · · ,L1 do
19: Calculate ξ1 and ξ2 using Eqs. (85) and (86),

respectively.
20: if Eq. (82) and Eq. (83) are satisfied then
21: v = ϒ(i1)
22: for i = 1, 2, · · · , l1 do
23: vB1(i) = (pi2 )i
24: end for
25: c1 = c1 + 1
26: ϒ ′i (c1) = v
27: end if
28: end for
29: end for
30: ϒ = ϒ ′i
31: L1 = c1,
32: V = V

⋃
U

33: end for

of new users l1 and the number of revisited users l2 are
obtained.

For the sake of reducing computational complexity,
PRUN1 algorithm performs the computations concerning the
two kinds of users separately. Because PRUN1 carries out the
K pruning operations in sequence, the indices combinations
of the revisited users are those stored in the sequence ϒ .
At the k-th (1 6 k 6 K ) pruning operation, if set W is not
empty, for the i1-th (1 6 i1 6 L1) element in sequenceϒ , the
codeword indices of the revisited users constitute the vector
q, given as

q = ϒW (i1) (76)

where ϒW (i1) denotes the entries with indices in set W of
the i1-th element of sequence ϒ . Then, we calculate two
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1: Function: USERPART ((r2)2k ,V)
2: C = ∅
3: i = 0
4: for j = 1, · · · , 2Jdv− 2K do
5: if (r2)2k,j = 1 then
6: i = i+ 1
7: A(i) = j
8: B(i) = dA(i)

2dv
e

9: C = C ∪ {B(i)}
10: end if
11: end for
12: U = C \ V
13: W = C \ U
14: i1 = i2 = 0
15: for i = 1, 2, · · · , 2(df − 1) do
16: if B(i) ∈ U then
17: i1 = i1 + 1
18: B1(i1) = B(i)
19: A1(i1) = A(i)
20: else
21: i2 = i2 + 1
22: B2(i2) = B(i)
23: A2(i2) = A(i)
24: end if
25: end for
26: return U , W , A1, A2, B1, B2.

intermediates regarding the revisited users, t1(i1) and t2(i1),
as

t1(i1) =
2l2∑
l=1

(r2)2k−1,A2(l)X̄
A2(l)−2dv(B2(l)−1)
K
dv
+B2(l)

(ql) (77)

and

t2(i1) =
2l2∑
l=1

(r2)2k,A2(l)X̄
A2(l)−2dv(B2(l)−1)
K
dv
+B2(l)

(ql) (78)

respectively, where (r2)i,l denotes the element in the i-th row
and the l-th column of matrix R2, X̄ a

j (b) refers to the a-th
entry of the b-th element of the sequence X̄j, which is a scalar.
For the new users, all M l1 combinations of the associated
codewords are tested. To enable the codeword enumeration
of l1 new users, we utilize the function F1(M , l1) to generate
the matrix P = [p1, · · · ,pM l1 ] ∈ {1, 2, · · · ,M}l1×M

l1 .
If M = 4 and l1 = 2, the matrix P is written as

P = F1(4, 2)

=

[
1 1 1 1 · · · 4 4 4 4
1 2 3 4 · · · 1 2 3 4

]
(79)

Each column of P is a codeword indices combination. For the
i2-th (1 6 i2 6 M l1 ) combination, pi2 is used to calculate two
intermediates, s1(i2) and s2(i2), as

s1(i2) = ȳ2k−1 −
2l1∑
l=1

(r2)2k−1,A1(l)

×X̄A1(l)−2dv(B1(l)−1)
K
dv
+B1(l)

((pi2 )d l2 e
) (80)

and

s2(i2) = ȳ2k −
2l1∑
l=1

(r2)2k,A1(l)

×X̄A1(l)−2dv(B1(l)−1)
K
dv
+B1(l)

((pi2 )d l2 e
) (81)

respectively. Based on Eqs. (72) and (73), at the k-th pruning
operation, for a given i1-th element in sequence ϒ , the prun-
ing criterion keeps the vectors pi2 (1 6 i2 6 M l1 ) that jointly
satisfy the conditions

(r1)2k−1,2k−1min
(
(X̄ (1)p

j )2k−1−2dv(j−1)
)
− δ 6 ξ1

6 (r1)2k−1,2k−1max
(
(X̄ (1)p

j )2k−1−2dv(j−1)
)
+ δ (82)

and

(r1)2k,2k min
(
(X̄ (1)p

j )2k−2dv(j−1)
)
− δ 6 ξ2

6 (r1)2k,2k max
(
(X̄ (1)p

j )2k−2dv(j−1)
)
+ δ (83)

where

j = d
k
dv
e (84)

ξ1 = s1(i2)− t1(i1) (85)

ξ2 = s2(i2)− t2(i1) (86)

and δ is calculated according to Eq. (74). If vectors pi2 and
ϒ(i1) satisfy the conditions Eq. (82) and Eq. (83) jointly, they
are used to construct the elements in sequence ϒ .

We provide a performance analysis of the SGSD1-SCMA
detector considering the error detection probability p as a
factor. Similar to Eqs. (66) to (68), CER of SGSD1-SCMA
can be approximated to

Pr{ ˆ̄xT 6= x̄T} ≈ PML + Pr{x̄
(2)
T /∈ L∗2} (87)

where PML is the CER of the ML detector Eq. (7) and
Pr{x̄(2)T /∈ L∗2} is the error probability of the PRUN1 algo-
rithm. At high SNR values, since PML approaches to zero,
CER can be written as

lim
SNR→∞

Pr{ ˆ̄xT 6= x̄T} = Pr{x̄(2)T /∈ L∗2} (88)

At the k-th pruning operation, the error probability is com-
puted as

pk =
2p
M1

(
1−

2p
M1

)k−1
(89)

where M1 is the average number of distinct projections in a
real dimension of the SCMA codebook. In this work, M1 is
approximated to

√
M . Because there are always K sequential

pruning operations, the error probability of PRUN1 algorithm
is calculated by

Pr{x̄(2)T /∈ L∗2}1 =
K∑
k=1

pk (90)
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=

K∑
k=1

2p
M1

(
1−

2p
M1

)k−1
(91)

= 1−
(
1−

2p
M1

)K
(92)

B. THE PROPOSED PRUN2 ALGORITHM
In this subsection, we introduce another pruning algorithm
called PRUN2 which simplifies the process by considering
certain factor graph constraint of the codebook. The PRUN2
algorithm can be regarded as a simplified version of the
PRUN1 algorithm.

Amajor difference between the two pruning algorithms for
SCMA is that there is no revisited user at a given pruning
operation in PRUN2 algorithm. To satisfy this condition,
at any pruning operation, the set C containing the currently
visiting users and the set V storing the users that have
been visited must be disjoint. Besides, the PRUN2 algorithm
stops the pruning operation once all J ′ users associated with
R2 have been visited. Therefore, the PRUN2 algorithm only
carries out K ′ =

J ′i
df−1

=
K
dv

(K ′ < K ) pruning operations.
If we can rewrite the factor graph matrix F as

F =
[
F(1) F(2)] (93)

where F(1)
= [f1, · · · , f K

dv
] and F(2)

= [f K
dv
+1, · · · , fJ ], the

requirement of the PRUN2 algorithm can be met by the fact
that the last K ′ rows of matrix F(2) are mutually orthogonal.
Defining matrix F(2)

s containing the last K ′ rows of matrix
F(2), the constraint of the PRUN2 algorithm can be expressed
as

F(2)
s F(2)

s
ᵀ
= IK ′ (94)

Algorithm 3 concludes the PRUN2 algorithm and we will
introduce the details in the following. At a pruning operation,
the algorithm obtains sequenceA, sequenceB and set C same
as the PRUN1 algorithm. In the PRUN2 algorithm, as the set
C only contains new users, we need to test Mdf−1 codeword
combinations of the df − 1 new users. Thus, we use function
F1 to generate indices matrix P as

P = F1(M , df − 1) (95)

The pruning criterion retains the vectors pi (1 6 i 6 Mdf−1)
satisfying the condition in Eqs. (82) and (83) jointly. As C
has only new users, the intermediates ξ1 and ξ2 in the PRUN2
algorithm are computed by

ξ1 = ȳ2k−1 −
2(df−1)∑
l=1

(r2)2k−1,A(l)

×X̄A(l)−2dv(B(l)−1)
K
dv
+B(l)

((pi)d l2 e
) (96)

and

ξ2 = ȳ2k −
2(df−1)∑
l=1

(r2)2k,A(l)

Algorithm 3 The PRUN2 Algorithm

Input: ȳ, R1, R2, X (1) and X (2)

Output: ϒ
Initialization: V = ∅, ϒ = (0J ′×1) and L1 = 1.

1: for k = K ,K − 1, · · · ,K − K ′ + 1 do
2: C = ∅
3: i = 0
4: for j = 1, · · · , 2Jdv− 2K do
5: if (r2)2k,j = 1 then
6: i = i+ 1
7: A(i) = j
8: B(i) = dA(i)

2dv
e

9: C = C ∪ {B(i)}
10: end if
11: end for
12: if C ∩ V = ∅ then
13: c1 = 0
14: 8 = ∅
15: P = F1(M , df − 1)
16: for i = 1, · · · ,Mdf −1 do
17: Calculate ξ1 and ξ2 using Eq. (96) and Eq. (97), respec-

tively.
18: if Eq. (82) and Eq. (83) are satisfied then
19: v = 0J ′×1
20: for n = 1, · · · , df − 1 do
21: vB(2n) = (pi)n
22: end for
23: c1 = c1 + 1
24: 8(c1) = v
25: end if
26: end for
27: ϒ ′ = ϒ
28: for i1 = 1, 2, · · · ,L1 do
29: for i2 = 1, 2, · · · , c1 do
30: v = ϒ ′(i1)+8(i2)
31: ϒ(i1(L1 − 1)+ i2) = v
32: end for
33: end for
34: L1 = L1c1
35: V = V ∪ C
36: end if
37: end for

×X̄A(l)−2dv(B(l)−1)
K
dv
+B(l)

((pi)d l2 e
) (97)

respectively. The qualified vectors pi are used to create the
elements of sequence ϒ .

The CER of SGSD2-SCMA has the same expression as
shown in Eq. (87) expect the error probability of the PRUN2
algorithm is computed as

Pr{x̄(2)T /∈ L∗2}2 =
K ′∑
k ′=1

2p
M1

(
1−

2p
M1

)k ′−1
(98)

= 1−
(
1−

2p
M1

)K ′
(99)

Compared with the PRUN1 algorithm carrying out K
pruning operations, the PRUN2 algorithm performs only K ′

pruning operations. For a codebook compatible with both
algorithms, some values of v satisfying the conditions in
the PRUN2 algorithm might be eliminated by the PRUN1
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algorithm. As a result, the PRUN1 algorithm leads to a
smaller size of L∗2 than the PREUN2 algorithm reducing the
complexity of SGSD-SCMA but has higher error probability,
Pr{x̄(2)T /∈ L∗2}1 > Pr{x̄(2)T /∈ L∗2}2. This property of the
PRUN1 algorithm will be verified by the simulation perfor-
mance in Section VII.

VI. COMPLEXITY ANALYSIS
In this section, we study the computational complexity
of different detectors, categorized to iterative detectors
and SD-based detectors. For the first category, only the
Max-Log-MPA [11] is considered. Three SD-based detectors
are considered in the second category, which are SD-SCMA,
GSD-SCMA and SGSD-SCMA. The computational com-
plexity is investigated in terms of floating point operations
(FLOPs).

A. ITERATIVE DETECTOR
The Log-MPA andMax-Log-MPA detectors [11] are approx-
imations of the conventional MPA detector, which compute
the probability messages in the logarithm domain. Consid-
ering that the Max-Log-MPA detector has lower computa-
tional complexity than the Log-MPA and MPA detectors
while having almost the same BER performance as the MPA
detector, we consider Max-Log-MPA detector as the only
iterative detector in the complexity analysis and also the
simulation comparison in the following section. It follows
the message-update rules and exchanges messages from REs
(function nodes) to users (variable nodes) and vice versa. The
number of iterations of the Max-Log-MPA detector not only
impacts the MUD performance but also the computational
complexity. Larger number of iterations improves the MUD
performance, but brings about higher computational com-
plexity. The number of FLOPs of theMax-Log-MPA detector
is T

[
Kdf

(
Mdf (9df + 4) − M

)
+ JMd2v

]
+ J

(
M (dv + 1) −

2
)
log2(M ), where T (T > 1) is the number of iterations.

B. SD-BASED DETECTORS
In contrary to iterative detectors, the numbers of FLOPs of
SD-based detectors are stochastic and depend on the transmit-
ted signal, the additive noise and the squared radius. As the
complexity of SD-based detectors is relevant to the number
of visited nodes in the tree search which is unpredictable,
we provide the FLOPs expression of different constituting
components of the detectors. The number of FLOPs of these
detector are obtained by the Monte-Carlo simulation and will
be presented in Section VII.

1) NUMBER OF FLOPs OF SD-SCMA
As demonstrated in Fig. 1, the complexity of SD-SCMA
detector comes from the SQRD of the channel matrix G̃,
the matrix multiplication Qᵀỹ, the tree search and the
re-permutation at the output. The number of FLOPs of
sqrd(G̃) are 2(2Jdv)3+2Jdv(6Jdv−1)−J . The matrix multi-
plication needs 2Jdv(4Jdv − 1) FLOPs. For the tree search,
we list the intermediate calculation complexity in Table 2.

For the re-permutation process, it requires 2Jdv(4çJdv − 1)
FLOPs.

2) NUMBER OF FLOPs OF GSD-SCMA
For GSD-SCMA, complexity of the calculation of Eq. (40),
the computation of ȳ′ = Qᵀ

1 ȳ − R2x̄(2), the tree search pro-
cess and the re-permutation of the output constitute its com-
putational complexity. The computation of sqrd

(
Ḡ1
)
needs

16K 3
+ 2K (6K − 1)− J ′ FLOPs. The calculation of matrix

R2 takes (2K )3 + 2K (4K − 1)(2Jdv − 2K ) FLOPs. Conse-
quently, the number of FLOPs of the calculation of Eq. (40)
is (2K )3 + 2K (8K − 1)(2Jdv + 1) − J ′. To avoid repeated
computation and decrease complexity,Qᵀ

1 ȳ is calculated once
and stored for reuse. The number of FLOPs of Qᵀ

1 ȳ are
2K (4K − 1). For a given value of x̄(2), the computation of
ȳ′ needs 2K (4Jdv − 4K ) FLOPs. Since all M J ′ values of
x̄(2) are considered in GSD-SCMA, computation of ȳ′ =
Qᵀ

1 ȳ−R2x̄(2) needs 2K
[
M J ′ (4Jdv−4K )+ (4K −1)

]
FLOPs

in total. Because the matrix R1 is diagonal, the calculation
of ui and li is simplified. Therefore, the number of FLOPs
of the intermediate calculations in tree search process for
GSD-SCMA is shown in Table 3. For the re-permutation
P1x̄(1)p, the complexity is 2K (4K − 1) FLOPs.

3) NUMBER OF FLOPs OF SGSD-SCMA
The components of SGSD-SCMA’s complexity are the same
as those of GSD-SCMA. For SGSD-SCMA, the complexity
of calculation in Eq. (40) is the same as that in GSD-SCMA.
The complexity of ȳ′ = Qᵀ

1 ȳ− R2x̄(2) is affected by the size
of L∗2, which is 2K

[
L1(4Jdv − 4K )+ (4K − 1)

]
FLOPs. The

numbers of FLOPs required for the intermediate calculations
of the PRUN1 and PRUN2 algorithm are listed in Table 4 and
Table 5, respectively. Because the intermediate computations
in tree search for SGSD-SCMA are the same as those for
GSD-SCMA, their complexity are presented in Table 3.

VII. NUMERICAL RESULTS
This section investigates the performance of different SCMA
detectors in terms of CER, BER and the computational
complexity. The performance of the proposed SGSD-SCMA
detector is compared with the Max-Log-MPA detector and
with SD-based state-of-the-art detectors, i.e. SD-SCMA and
GSD-SCMA. In the simulation, the squared radius is ini-
tialized as d2 = 50. To better understand the capability of
various detectors, we consider three SCMA codebooks with
different settings of the system parameters in the simulation.
First, the codebook proposed in [28] with typical benchmark
setting J = 6, K = 4 and M = 4 is considered, denoted
as CB1. The second codebook [4] has also the typical factor
graph setting J = 6 and K = 4 but has the codebook size
M = 16, denoted as CB2. Since only the design approach is
presented in [4], interested readers can find the CB2 details
on this web page [29]. The last one has J = 15, K = 6 and
M = 4 introduced in [30] with an overloading factor of
250%, denoted as CB3. The first two codebooks meet the
constraint of the PRUN2 algorithm and are compatible with
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TABLE 2. The number of FLOPs of the calculations in tree search for SD-SCMA.

TABLE 3. The number of FLOPs of the calculations in tree search for
GSD-SCMA.

FIGURE 5. CER performance of different detectors when simulating with
the CB1.

both two proposed pruning algorithms. As the factor graph of
the CB3 does not satisfy the constraint in Eq. (94), only the
PRUN1 algorithm is applicable to it. As the compatibility of
the investigated algorithms is different, the following results
are organized by the considered codebooks. It is noticeable
that the three codebooks are designed by different approaches
and there is no common structure of them.

A. CB1 (J = 6, K = 4, M = 4)
We first study the CER performance of the CB1. As this
codebook has constant modulus, all the studied detectors
are compatible with it. The SD-SCMA and GSD-SCMA
detectors are alternatives to each other. Knowing that SD
has the same detection performance as the ML detector, both
SD-SCMA and GSD-SCMA detectors have the optimal ML
MUD performance. For the sake of simplicity, we only show
the performance of theGSD-SCMAdetector. Fig. 5 shows the
CER performance of various detectors. It is obvious that, the
simulated CER follows the limit demonstrated in Eq. (68).
Table 6 compares the simulation error rate and the error
probability of the CB1. Apart from the case of the PRUN1
algorithm with p = 1 × 10−4, the rest of the simulation
performance fits well the theoretical expressions Eqs. (92)
and (99) for the proposed pruning algorithms.

Fig. 6 shows the BER performance comparison of differ-
ent detectors when applying the CB1. The GSD-SCMA and
Max-Log-MPA with 3 iterations has almost the same BER
performance. It is obvious that for a given pruning algorithm,

FIGURE 6. BER performance of different detectors when applying the CB1.

the lower p is, the better BER performance SGSD-SCMA
has. For a given value of p, the SGSD2-SCMA detector has
slightly better performance than the SGSD1-SCMA detec-
tor. The proposed SGSD-SCMA has performance gap with
GSD-SCMA and Max-Log-MPA when SNR > 12dB for
p = 5×10−4 and SNR> 16dB for p = 1×10−4 respectively.

Lastly, we evaluate the computational complexity. Fig. 7
illustrates the number of FLOPs of the Max-Log-MPA with
3 iterations and the GSD-SCMA detector. Please note that
the number of FLOPs of the Max-Log-MPA does not vary
with SNR values. We can see that the Max-Log-MPA with
3 iterations has lower complexity than theGSD-SCMAdetec-
tor. There is no obvious reduction of the number of FLOPs
for GSD-SCMA with the increase of SNR. Fig. 8 com-
pares the FLOPs evolution of different steps in SGSD-SCMA
with different values of p. In contrast to GSD-SCMA,
the SGSD-SCMA detector shows significant decrement of
FLOPs with the increment of SNR in Fig. 8. The number
of FLOPs of the SGSD-SCMA detector is inversely propor-
tional to the error detection probability p at low-to-moderate
SNR values. In high SNR regime, the numbers of FLOPs of
the SGSD-SCMA detector with different p values converge
to the same level. Fig. 8 also compares the complexity of
the two steps of the SGSD-SCMA detector. The number of
FLOPs of the PRUN1 algorithm is greater than that of the
PRUN2 algorithm. However, the SGSD1-SCMA detector has
a significantly lower overall number of FLOPs in comparison
to the SGSD2-SCMA detector because the PRUN1 algorithm
outputs a smaller size of L∗2 as shown in Table 7. It implies
that the size of L∗2 plays a significant role in the overall
complexity of SGSD-SCMA.

For the CB1, when 4dB 6 SNR 6 12dB, SGSD-SCMA
with p = 5×10−4 has the same BER performance and lower
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TABLE 4. The number of FLOPs of the PRUN1 algorithm.

FIGURE 7. FLOPs of Max-Log-MPA and GSD-SCMA when applying the CB1.

FIGURE 8. FLOPs of two steps in SGSD-SCMA when applying the CB1.

TABLE 5. The number of FLOPs of the PRUN2 algorithm.

complexity than the Max-Log-MPA and GSD-SCMA. When
4dB 6 SNR 6 16dB, SGSD-SCMA with p = 1 × 10−5

is more efficient than the Max-Log-MPA and GSD-SCMA
in terms of complexity. Overall, SGSD-SCMA has a better
trade-off than the max-Log-MPA and GSD-SCMA at low to
moderate SNR values for the CB1.

B. CB2 (J = 6, K = 4, M = 16)
Fig. 9 shows the simulation CER performance of the CB2.
Table 8 compares the simulation error rate and error proba-
bility of the proposed pruning algorithms regarding the CB2.
There is a mismatch of the PRUN2 algorithm between the
simulation and theoretical performance. The mismatch might
be brought by the value of M1 =

√
M because it is a coarse

approximation derived from a classical modulation. In fact,
the number of projections of the CB2 in each real dimension
is not necessarily identical.

Because SD-SCMA is not compatible with the CB2,
Fig. 10 only compares BER performance of Max-Log-MPA

FIGURE 9. CER performance comparison of different detectors when
applying the CB2.

TABLE 6. Simulation error rate and error probability of the CB1.

FIGURE 10. BER performance of different detectors when applying the
CB2.

and SGSD-SCMA. The SGSD-SCMA detector with p =
5 × 10−3 outperforms the Max-Log-MPA at the range of
14dB 6 SNR 6 22dB and it with p = 5× 10−4 outperforms
the Max-Log-MPA at the range of 14dB 6 SNR 6 24dB.

Fig. 11 compares the number of FLOPs of two steps in
SGSD-SCMA with different values of p. For the Max-Log-
MPA detector with 5 iterations, the number of FLOPs is
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FIGURE 11. FLOPs of two steps in SGSD-SCMA when applying the CB2.

FIGURE 12. CER performance of SGSD-SCMA when applying the CB3.

7.62 × 106. When SNR = 14dB, the number of FLOPs of
the SGSD2-SCMA with p = 1 × 10−4 is about 77.50%
of that of the Max-Log-MPA with 5 iterations. For a given
value of p, the number of FLOPs of the SGSD1-SCMA is
always lower than one fifth of that of the SGSD2-SCMA.
The PRUN1 algorithm shows further substantial complexity
advantage over the PRUN2 algorithm for the CB2 than for
the CB1, which implies that the complexity of the tree search
(the step2) of the SGSD-SCMA detector is sensitive to the
codebook size.

C. CB3 (J = 15, K = 6, M = 4)
Since the CB3 is only compatible with the Max-Log-MPA
and SGSD1-SCMA detectors, Fig. 12 solely illustrates the
CER of the SGSD1-SCMA detector along with the simula-
tion error rate and error probability of the PRUN1 algorithm
when simulating with the CB3. The simulation error rate
shows considerable performance gap with the error proba-
bility which is caused by the overlapping of the projections
in each real dimension of the CB3. This reveals that a low
value ofM1 deteriorates the error probability of the proposed
pruning algorithm.

FIGURE 13. BER performance of different detectors when applying the
CB3.

FIGURE 14. FLOPs comparison of different detector when applying the
CB3.

Fig. 13 illustrates the BER performance of the two detec-
tors when simulated with the CB3. The SGSD1-SCMA
detector outperforms the Max-Log-MPA with 5 iterations
at 8dB 6 SNR 6 18.5dB when p = 1 × 10−4. Fig. 14
compares the number of FLOPs of the two detectors.
The SGSD1-SCMA detector shows substantial complex-
ity diminution compared with the Max-Log-MPA when
SNR > 16dB. For such a high overloading factor and small
size codebook, the complexity of the SGSD1-SCMA detector
majorly comes from the PRUN1 algorithm, which is the
opposite for the CB1 and CB2.

Overall, the proposed SGSD-SCMA detector is signifi-
cantly less complex than GSD-SCMA and Max-Log-MPA
while reaching good MUD performance at low and moder-
ate SNRs. As the three simulated codebooks are designed
by different approaches and the proposed detector does not
take advantage of any particular codebook structure, it can
be applicable to any SCMA codebooks. The two proposed
pruning algorithms, PRUN1 and PRUN2, have their own
pros and cons. The PRUN1 algorithm is compatible with any
SCMA codebooks and has lower complexity cost than the
PRUN2 algorithm. However, the PRUN1 algorithm shows a
slight performance degradation compared with the PRUN2
algorithm at moderate to high SNR values. On the other
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TABLE 7. Size of sequence L∗2 of the pruning algorithms when applying the CB1.

TABLE 8. Simulation error rate and error probability of the CB2.

hand, the PRUN2 algorithm is subject to the factor graph
constraint in Eq. (94). Furthermore, among the three inves-
tigated codebook settings, SGSD-SCMA detector is the most
efficient when simulating with the CB2. This implies that the
proposed SGSD-SCMA detector is especially advantageous
to the codebooks with moderate overloading factor and large
codebook size in terms of both the complexity and MUD
performance. Regarding the error probability increase of the
proposed pruning algorithms brought by the low number of
codeword projection, the proposed detector performs better
with full diversity SCMA codebooks.

VIII. CONCLUSION
In this paper, we explore the SD-based detectors for SCMA
systems. First, we review some of the SD-based state-of-
the-art detectors which have less or no constraint on the
codebook, namely SD-SCMA and GSD-SCMA detectors.
A comprehensive introduction of the state-of-the-art includ-
ing flowchart and pseudo-code is presented. Moreover, as a
novelty, we leverage the SQRD and SE enumeration to
accelerate the tree search process. Secondly, to remedy the
computational complexity issue of the GSD-SCMA detec-
tor, we propose two pruning algorithms, named PRUN1
and PRUN2, and introduce the SGSD-SCMA detector. The
PRUN1 algorithm is compatible to any SCMA codebooks
while the PRUN2 algorithm restricts the codebook factor
graph. Beside, we derive error probability expressions of the
two proposed pruning algorithms. In the performance eval-
uation, codebooks with three parameter settings are investi-
gated. The simulation error rates of the pruning algorithms
match the derived error probabilities when the average
number of projections in a real domain approximates the
square root of the codebook size. Thus, the diversity of the
codebook influence the error probability of the proposed
pruning algorithms. The BER and computational complex-
ity performance of the proposed SGSD-SCMA detector is
compared with SD-based state-of-the-art detectors and the
Max-Log-MPA detector. Although the efficiency of the pro-
posed detector varies with the codebook, generally it shows
substantial BER performance gains and complexity reduc-
tion than other detectors. By comparing the performance of

different codebooks, we see that the SGSD-SCMA detec-
tor is especially advantageous to codebooks with moderate
overloading factor and large size. Furthermore, the proposed
low-complexity detector has the potential to be adopted in
coded SCMA systems. The proposed SGSD-SCMAwith soft
output will be considered in a future work.
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