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Quasi-stationary distributions in reducible
state spaces

Nicolas Champagnat1, Denis Villemonais1

January 24, 2022

Abstract

We study quasi-stationary distributions and quasi-limiting behavior
of Markov chains in general reducible state spaces with absorption. We
propose a set of assumptions dealing with particular situations where the
state space can be decomposed into three subsets between which com-
munication is only possible in a single direction. These assumptions al-
low us to characterize the exponential order of magnitude and the ex-
act polynomial correction, called polynomial convergence parameter, for
the leading order term of the semigroup for large time. They also pro-
vide explicit convergence speeds to this leading order term. We apply
these results to general Markov chains with finitely or denumerably many
communication classes using a specific induction over the communica-
tion classes of the chain. We are able to explicitely characterize the poly-
nomial convergence parameter, to determine the complete set of quasi-
stationary distributions and to provide explicit estimates for the speed of
convergence to quasi-limiting distributions in the case of finitely many
communication classes. We conclude with an application of these results
to the case of denumerable state spaces, where we are able to prove that,
in general, there is existence of a quasi-stationary distribution without as-
suming irreducibility before absorption. This actually holds true assum-
ing only aperiodicity, the existence of a Lyapunov function and the exis-
tence of a point in the state space from which the return time is finite with
positive probability.
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1 Introduction

Let (Xn ,n ∈ Z+) be a Markov chain in D ∪ {∂} where D is a measurable space,
∂ 6∈ D and Z+ := {0,1, . . .}. For all x ∈ D ∪ {∂}, we denote as usual by Px the law
of X given X0 = x and for any probability measure µ on D ∪ {∂}, we define Pµ =∫

D∪{∂}Px µ(d x). We also denote by Ex and Eµ the associated expectations. We
assume that ∂ is absorbing, which means that Xn = ∂ for all n ≥ τ∂, Px-almost
surely, where

τ∂ = inf{n ∈Z+, Xn = ∂}.

We study the sub-Markovian transition semigroup of X , (Sn)n∈Z+ , defined as

Sn f (x) = Ex
(

f (Xn)1n<τ∂
)

, ∀n ∈Z+,

for all bounded or nonnegative measurable function f on D and all x ∈ D . We
also define as usual the left-action of Pn on measures as

µSn f = Eµ
(

f (Xn)1n<τ∂
)= ∫

D
Sn f (x)µ(d x),

for all probability measure µ on D and all bounded or nonnegative measurable
function f : D →R.

The purpose of this article is to provide original and practical criteria al-
lowing to study the quasi-limiting behaviour of absorbed, reducible Markov
processes in general state spaces, both in cases of geometric and polynomial
convergence in total variation to a quasi-stationary distribution.

We recall that a quasi-stationary distribution (QSD) for X is a probability
measure νQS on D such that

PνQS (Xn ∈ · | n < τ∂) = νQSSn

νQSSn1D
= νQS , ∀n ≥ 0.

It is well known that a probability measure νQS is a QSD for X if and only if it is a
quasi-limiting distribution (see e.g. [12, 23]). By a quasi-limiting distribution ν,
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we mean a probability measure ν such that, for some probability measure µ on
D and for any measurable subset Γ ⊂ D , the conditional probabilities Pµ(Xn ∈
Γ | n < τ∂) converges to ν(Γ). To each QSD νQS is associated an exponential
convergence parameter θ ∈ (0,1], such that

PνQS (τ∂ ≥ n) = θn , ∀n ≥ 0.

This parameter is called a convergence parameter in [25], and we add the term
exponential to distinguish it from the polynomial convergence parameter that
we introduce below.

The study of quasi-limiting behaviour of Markov chains on reducible state
spaces started with the work of Mandl [22] (see also [13]). Since then, sev-
eral works studied cases of finite state spaces [26, 7, 5, 27, 28] or infinite state
spaces [17, 8]. Most of these works are devoted to spectific processes, while the
articles [27, 28] address the general situation in finite state spaces (see also the
survey [29]).

In order to obtain results on general state spaces, we make use of results on
the principal eigenvalue and eigenvectors of iterates of upper triangular matri-
ces of linear operators over a Banach space (the developments can be found
in the Appendix). This allows us to prove sufficient conditions ensuring that a
reducible process X satisfies∥∥∥θ−nn− j (x)Px(Xn ∈ ·)−η(x)νQS

∥∥∥−−−−−→
n→+∞ 0, ∀x ∈ D, (1.1)

for some measurable functions η : D → [0,+∞) and j : D → Z+ = {0,1, . . .}, and
where ‖ · ‖ is a weighted total variation norm (see Assumption (A) in Section 2
for more details). We call the function j the polynomial convergence parameter.
and prove several properties of j , η and νQS in Section 2.

We emphasize that for many usual irreducible Markov processes, the quasi-
limiting behaviour is well understood and it is known that this result holds true
with j ≡ 0 (see for instance [12, 23, 9, 10]). This is also true for some reducible
processes with exponential convergence (see [10, Thm 6.1]). The main nov-
elties of this paper are firstly to consider reducible processes in general state
spaces with sub-geometric convergence in (1.1) and with non-uniformly zero j ,
and secondly to provide a general methodology to obtain precise convergence
results as in (1.1). Of course, all the results of the present paper can be easily
extended to general unbounded semigroups (i.e. not necessarily sub-Markov)
following the same approach as in [11].
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The paper is organized as follows. In Section 2, we present our main as-
sumption and its first consequences. In Section 3, we consider reducible sub-
Markov processes with two successive sets where this assumption is satisfied.
We then consider in Section 4 reducible sub-Markov processes with several
communication classes. As an illustration, we prove in Section 5 that, under
a mild Lyapunov assumption, processes on discrete state spaces admit quasi-
limiting distributions. In the Appendix, we provide a detailed study of iterates
of upper triangular matrix of linear operators over a Banach space.

Notation. The set M (D) is the Banach space of finite signed measures over D ,
endowed with the total variation norm. We denote by M+(D) ⊂M (D) the set of
non-negative finite measures over D . Given a positive measurable function W ,
the set M (W ) is the Banach space of signed measuresµ such that |µ|(W ) <+∞,
endowed with the norm

‖µ‖W := |µ|(W ).

We extend the operator Sn to M (D) by µSn = ∫
D δxSnµ(dx). The set L∞(W )

is the Banach space of measurable functions f such that ‖ f /W ‖∞ < +∞, en-
dowed with norm

‖ f ‖W := ‖ f /W ‖∞.

Because of the nature of our problem, we will often consider the extensions to
D ∪ {∂} of functions defined on a subset of D ∪ {∂}. Systematically and without
further notice, all functions are extended by the value 0 outside of their domain
of definition. In all the sequel, C will denote a finite constant that may change
from line to line.

2 Exponential and polynomial convergence param-
eter

We consider a discrete time Markov process (Xn ,n ∈Z+) evolving in a measur-
able set D ∪ {∂} with absorption at ∂ ∉ D at time τ∂, and sub-Markovian semi-
group (Sn)n∈Z+ . We recall that the exponential convergence parameter of the
semigroup (Sn)n∈N is given by

θS(µ) := inf
{
θ ≥ 0, liminf

n→+∞ θ−nµSn1D = 0
}

, ∀µ ∈M+(D).
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We also set θ0,S = supx∈D θS(x), where θS(x) = θS(δx). We define the polynomial
convergence parameter of the semigroup (Sn)n∈N as

jS(µ) := inf{`≥ 0, liminf
n→+∞ n−`θ−n

0,SµSn1D = 0}, ∀µ ∈M+(D) (2.1)

with the convention inf; = 0. We also set j0,S = supx jS(x), where jS(x) :=
jS(δx). Note that if θS(µ) < θ0,S , then jS(µ) = 0. We will see in Proposition 2.1
below that the converse inequality θS(µ) > θ0,S never happens.

In this section, we are interested in the implications of the following as-
sumption (A) on jS and on the existence and convergence toward a quasi-statio-
nary distribution for X . In the following sections, we will study sufficient prop-
erties implying that X satisfies this condition.

Assumption (A). We have θ0,S ∈ (0,1], jS is integer valued and there exist a mea-
surable function WS : D → [1,+∞), a finite or countable set IS and some prob-
ability measures νS,i ∈ M (WS) and non-identically zero non-negative ηS,i ∈
L∞(WS) for each i ∈ IS , such that∑

i∈IS

ηS,iνS,i (WS) ∈ L∞(WS) (2.2)

and such that, for all f ∈ L∞(WS), all n ≥ 1 and all x ∈ D ,∣∣∣∣∣θ−n
0,S n− jS (x)Ex( f (Xn)1n<τ∂)− ∑

i∈IS

ηS,i (x)νS,i ( f )

∣∣∣∣∣≤αS,nWS(x)‖ f ‖WS , (2.3)

where αS,n goes to 0 when n →+∞.

When Assumption (A) holds true, we define

ηS := ∑
i∈IS

ηS,i ∈ L∞(WS). (2.4)

Note that (2.3) only gives an equivalent of δxSn1D when ηS,i (x) > 0 for at least
one i ∈ IS . In particular, for all x such that θS(x) < θS,0, (2.3) implies thatηS,i (x) =
0 for all i ∈ IS .

We also emphasize that, for all x ∈ D such that ηS(x) > 0, (2.3) entails that
Px(Xn ∈ · | n < τ∂) converges in M (WS) toward 1

ηS (x)

∑
i∈IS ηS,i (x)νS,i , which is

thus a quasi-limiting distribution and hence a quasi-stationary distribution.
The rest of this section is dedicated to the exposition and proofs of finer proper-
ties on jS and on the quasi-stationary distributions of X under Assumption (A).
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Remark 1. The results of this section, after minor modifications, hold true with-
out assuming that jS is integer-valued in Assumption (A). However, assuming
jS integer valued simplifies several expressions and allows us to obtain explicit
speed of convergence toward a quasi-stationary distribution (see in particular
Remark 6 below). In addition, in the next sections, we prove that jS is integer
valued for the class of reducible processes we are interested in. We refer to[10,
Section 3.2] were similar arguments are developed in a more complicated con-
text, but with jS ≡ 0. 4
Remark 2. For simplicity, we use a countable set IS in Assumption (A). Most of
the results below can be extended without too much effort to a non-countable
measured set (IS ,IS ,ξ), but the exposition of the assumptions and results be-
come a little bit more technical. In particular,

∑
i∈IS ηS,iνS,i would be replaced

by ∫
IS

ηS,iνS,i di ,

with appropriate measurability conditions. Since our setting is complicated
enough, we leave the details of the adaptation to the interested reader. 4
Remark 3. The results of this paper are stated in the discrete-time setting. The
adaptation to the continuous time setting can be obtained by considering As-
sumption (A) for the included Markov chain and by assuming in addition that,
for all t ∈ [0,1], Ex(WS(X t )) ≤CWS(x) for some constant C > 0. 4

We start our study with simple properties on the polynomial convergence
parameter jS .

Proposition 2.1. For all µ ∈M+(D),

θS(µ) ≥ sup
{
θ ≥ 0, µ{x, θS(x) ≥ θ} > 0

}
(2.5)

and

jS(µ) ≥ sup
{
`≥ 0, µ{x, jS(x) ≥ `} > 0

}
(2.6)

If Assumption (A) holds true, then jS is lower semi-continuous on M+(WS) and,
for all µ ∈M+(WS),

θS(µ) = sup
{
θ ≥ 0, µ{x, θS(x) ≥ θ} > 0

}
(2.7)
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and

jS(µ) = sup
{
`≥ 0, µ{x, jS(x) ≥ `} > 0

}
. (2.8)

In addition,

jS(µ) = jS(µS1). (2.9)

In particular, ( jS(Xn))n≥0 is Px-almost surely non-increasing, for all x ∈ D.

Remark 4. The proof of this proposition does not use the fact that jS is assumed
integer-valued in Assumption (A). In particular, this result implies that, under
Assumption (A) without the property that jS is integer valued, the function jS

is integer-valued over M+(WS) if and only if jS(x) in an integer for all x ∈ D . 4
Proof of Proposition 2.1. We prove (2.6), (2.8) and (2.9) in this order. The proof
of (2.5), (2.7) are similar and thus omitted.

Proof of (2.6). Fix a positive measure µ on D (the result is trivial if µ= 0). For all
ε> 0 and for all x ∈ D such that jS(µ)+ε< jS(x), we have by definition of jS(x)
and the fact that ( jS(µ)+ε+ jS(x))/2 < jS(x),

liminf
n→+∞ θ−n

0,S n−( jS (µ)+ε+ jS (x))/2δxSn
1D > 0

and hence, since ( jS(µ)+ε+ jS(x))/2 > jS(µ)+ε,

liminf
n→+∞ θ−n

0,S n− jS (µ)−εδxSn
1D =+∞.

Using Fatou’s Lemma, we obtain

0 = liminf
n→+∞ θ−n

0,S n− jS (µ)−εµSn
1D ≥µ

(
liminf
n→+∞ θ−n

0,S n− jS (µ)−εSn
1D

)
≥µ(+∞1 jS (·)> jS (µ)+ε

)
.

This implies that, for all ε> 0,µ{x, jS(x) > jS(µ)+ε} = 0, and hence thatµ{x, jS(x) >
jS(µ)} = 0. In particular, any `≥ 0 such thatµ{x, jS(x) ≥ `} > 0 satisfies `≤ jS(µ).
We thus proved that

jS(µ) ≥ `µ := sup
{
`≥ 0, µ{x, jS(x) ≥ `} > 0

}
. (2.10)

Proof of (2.8) and the fact that jS is lower semi-continuous. We assume that
µ ∈ M+(WS) is a positive measure and that Assumption (A) holds true, and we
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prove jS(µ) ≤ `µ, where `µ is defined in (2.10). Fix ` > `µ, so jS(x) < ` µ(dx)-
almost everywhere. Then, by Assumption (A),∣∣∣θ−n

0,S n−`δxSn
1D

∣∣∣≤ n−(`− jS (x)) (αS,nWS(x)+ηS(x)
)

≤ n−(`− jS (x))C WS(x)
µ(dx)−a.e.−−−−−−−→

n→+∞ 0

for some constant C > 0. This also implies that
∣∣∣θ−n

0,S n−`δxSn
1D

∣∣∣ is bounded,

up to a multiplicative constant, by the µ-integrable function WS , and hence, by
the Lebesgue dominated convergence theorem, we obtain

lim
n→+∞θ

−n
0,S n−`µSn

1D = 0.

This entails that `≥ jS(µ). Since `> `µ was arbitrary, we deduce that `µ ≥ jS(µ).
This concludes the proof of (2.8).

Now let (µn)n∈N be a sequence of elements of M+(WS) converging toward µ
in M+(WS). Then for all measurable subset A ⊂ D , we have µn(A) → µ(A) and
hence, for all `≥ 0 such that µ{x, jS(x) ≥ `} > 0,

liminf
n≥+∞ µn{x, jS(x) ≥ `} > 0,

so that
liminf
n≥+∞ jS(µn) ≥ `.

This holds true for all `< jS(µ), so

liminf
n≥+∞ jS(µn) ≥ jS(µ),

which concludes the proof of the fact that jS is lower semi-continuous.

Proof of (2.9) and that jS(Xn) is a.s. non-increasing. We still assume that µ ∈
M+(WS) and that Assumption (A) holds true. Let us first prove that jS(µ) =
jS(µS1). We have, for all `≥ 0,

θ−n
0 n−`(µS1)Sn =

( n

n +1

)`
θ0,S θ

−(n+1)
0,S (n +1)−`µSn+1

∼n→+∞ θ0,S θ
−(n+1)
0,S (n +1)−`µSn+1.
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This implies that the liminf of θ−n
0 n−`(µS1)Sn equals 0 if and only if the liminf

of θ−n
0,S n−`µSn equals 0, and hence that jS(µS1) = jS(µ).
We conclude by proving the last assertion of the proposition. We have

jS(µS1) = sup
{
`≥ 0, µS1{x, jS(x) ≥ `} > 0

}
,

hence
µS1{x, jS(x) > jS(µS1)} = 0.

Using the equality jS(µS1) = jS(µ) and the fact that µS1 =Pµ(X1 ∈ ·, X1 6= ∂), we
deduce that

Pµ( jS(X1) > jS(µ)) = 0,

where we used jS(∂) = 0 due to our notational convention about extension of
functions. This and a straightforward application of the Markov property con-
cludes the proof of the proposition.

We now turn our attention to the implications of Assumption (A) for quasi-
stationary distributions. The following proposition considers quasi-stationary
distributions ν ∈M+(WS) such that ν(ηS) > 0.

Proposition 2.2. Assume that Assumption (A) holds true and let ν ∈M+(WS) be
a quasi-stationary distribution such that ν(ηS) > 0 and such that ν{ jS(·) ≤ `} = 1
for some `≥ 0. Then the exponential absorption parameter of ν is θ0,S .

Proof. According to (2.3), we have for all x ∈ D

θ−n
0,S n− jS (x)Ex(1D (Xn)1n<τ∂) −−−−−→

n→+∞ ηS(x), (2.11)

and∣∣∣θ−n
0,S n− jS (x)Ex(1D (Xn)1n<τ∂)

∣∣∣≤ |ηS(x)|+αS,n |WS(x)|‖1D‖WS ≤CWS(x). (2.12)

Denote by θν the absorption parameter of ν. Assume that θν > θ0,S , then, for
any ` ≥ 1 such that ν{ jS(·) ≤ `} = 1, and n ≥ 1 large enough so that θ−n

ν ≤
θ−n

0,S n−`−1,

ν(D) = θ−n
ν Eν(1D (Xn)1n<τ∂)

≤ n−1ν
(
θ−n

0,S n− jS (·)E·(1D (Xn)1n<τ∂)
)
−−−−−→
n→+∞ 0,

using (2.12). This is a contradiction and hence θν ≤ θ0,S .
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Assume now that θν < θ0,S , then Fatou’s lemma entails that

1 = ν(1D ) = θ−n
ν Eν(1D (Xn)1n<τ∂)

≥ ν
(
θ−n
ν n− jS (·)E·(1D (Xn)1n<τ∂)

)
−−−−−→
n→+∞ +∞

by (2.11) and since ν(ηS) > 0. Hence, we have proved that θν = θ0,S .

The following proposition shows that all quasi-stationary distributions in
M+(WS) with parameter θ0,S are convex combinations of the νS,i .

Proposition 2.3. Assume that there exists a QSD ν with exponential absorption
parameter θ0,S . Then

jS(ν) = 0 and ν
{

jS(·) > 0
}= 0.

If in addition Assumption (A) holds true and ν ∈ M+(WS), then ν(ηS) = 1 and
ν=∑

i∈IS ν(ηS,i )νS,i .

Proof. The property jS(ν) = 0 is immediate, while the second equality derives
immediately from (2.6) in Proposition 2.1.

If in addition Assumption (A) holds true andν ∈M+(WS), then (2.11) and (2.12)
are satisfied. Using the fact that ν(WS) <+∞, we deduce from Lebesgue’s dom-
inated convergence theorem that

1 = ν(1D ) = θ−n
0,SEν(1D (Xn)1n<τ∂)

= ν
(
θ−n

0,S n− jS (·)E·(1D (Xn)1n<τ∂)
)
−−−−−→
n→+∞ ν(ηS),

which shows that ν(ηS) = 1.
Finally, integrating (2.3) with respect to ν and using the fact that jS(x) = 0

ν(dx)-almost surely, we deduce that, for all f ∈ L∞(WS),∣∣∣∣∣θ−n
0,SEν( f (Xn)1n<τ∂)− ∑

i∈IS

ν(ηS,i )νS,i ( f )

∣∣∣∣∣≤αS,nν(WS)‖ f ‖WS .

Since θ−n
0,S Eν( f (Xn)1n<τ∂) = ν( f ) andν(WS) <+∞, we deduce thatν=∑

i∈IS ν(ηS,i )νS,i .
This concludes the proof of the proposition.

In Assumption (A), the νS,i do not need to be quasi-stationary distributions.
However, we will see in the results of Section 4 that this is typically the case if
the set IS and the measures νS,i are defined correctly. In the following corollary,
we consider a special situation where this holds true.
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Corollary 2.4. Assume that Assumption (A) holds true and that there exists a
measurable partition D = N ∪ (⋃

i∈IS Mi
)

such that for all i ∈ IS , and all x ∈ Mi ,
we have νS,i (Mi ) = 1, jS(x) = 0, ηS,i (x) > 0, and, for all i 6= j ∈ IS and y ∈ M j ,
we have ηS,i (y) = 0. Then the quasi-stationary distributions in M+(WS) with
absorption parameter θ0,S are exactly the convex combinations of the probability
measures νS,i . Similarly, the quasi-stationary distributions ν in M+(WS) such
that ν(D \N ) > 0 are exactly the convex combinations of the probability measures
νS,i .

Remark 5. Observe that the set N is
∑

i∈IS νS,i -negligible, but is typically non-
empty since it contains all the points with jS > 0 (as we will see in the next
sections, jS is usually non-identically zero in reducible state spaces). 4
Proof. Proposition 2.3 entails that any quasi-stationary distribution in M+(WS)
with absorption parameter θ0,S is a convex combination of the probability mea-
sures νS,i . Reciprocally, for any x ∈ Mi , we have ηS(x) = ηS,i (x) > 0 and hence,
according to (2.3),

1

ηS(x)

∑
i∈IS

ηS,i (x)νS,i = νS,i

is the limit when n → +∞ of the conditional distribution Px(Xn ∈ · | n < τ∂),
hence it is a quasi-limiting distribution and thus a quasi-stationary distribu-
tion in M+(WS). Moreover νS,i satisfies νS,i (Mi ) = 1 and, since ηS,i > 0 on Mi ,
νS,i (ηS) > 0. Proposition 2.2 entails that the absorption parameter of νS,i is θ0,S .
In particular, for any convex combination ν=∑

i∈IS λiνS,i , we have ν ∈M+(WS)
and

Pν(Xn ∈ ·) = ∑
i∈IS

λiPνS,i (Xn ∈ ·) = ∑
i∈IS

λiθ
n
0,SνS,i = θn

0,Sν,

which implies that ν is a quasi-stationary distribution with absorption param-
eter θ0,S .

To conclude the proof, we simply observe that any quasi-stationary distri-
bution ν in M+(WS) such that ν(D \ N ) > 0 satisfies ν(ηS) > 0 and hence, ac-
cording to Proposition 2.2, its absorption parameter is θ0,S .

We conclude this section with properties on the measures
∑

i ηS,i (x)νS,i and
on ηS .

Proposition 2.5. Under Assumption (A):
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(i) For all x ∈ D such that ηS(x) > 0, 1
ηS (x)

∑
i∈IS ηS,i (x)νS,i is a quasi-stationary

distribution with absorption parameter θ0,S . In addition, there exists x ∈ D
such that ηS(x) > 0 and jS(x) = 0.

(ii) The function ηS satisfies, for all all x ∈ D,

Ex
[
ηS(Xn)1 jS (Xn )= jS (x)

]= θn
0,SηS(x).

(iii) For all n ≥ 0 and all positive measure µ ∈M+(WS) such that µ(ηS) > 0 and
µ(n jS (·)WS) <+∞, we have∥∥∥∥∥Pµ (Xn ∈ · | n < τ∂)−

∑
i∈IS µ

(
n jS (·)ηS,i

)
νS,i∑

i∈IS µ
(
n jS (·)ηS,i

) ∥∥∥∥∥
T V

≤ 2αS,n
µ

(
n jS (·)WS

)
µ

(
n jS (·)ηS

) .

(2.13)

(iv) For all measure µ ∈M (WS) and all f ∈ L∞(WS), we have∣∣∣∣∣θ−n
0,S n− jS (|µ|)Eµ

(
f (Xn)1n<τ∂

)− ∑
i∈IS

µ(1 jS (·)= jS (|µ|)ηS,i )νS,i ( f )

∣∣∣∣∣
≤

αS,n + 1

n

∥∥∥∥∥ ∑
i∈IS

ηS,iνS,i (WS)

∥∥∥∥∥
WS

1 jS (|µ|)≥1

 |µ| (WS)‖ f ‖WS , (2.14)

for all n ≥ 1.

Remark 6. If jS is not assumed integer valued, then Proposition 2.5 remains
true, except that the right hand term in (2.14) has a different form (as will clearly
appear in the proof, the term 1

n is inherited from the fact that different values
taken by jS are spaced by a distance at least one). 4

We start with a preliminary lemma. Under Assumption (A), we have, be-
cause of (2.8) in Proposition 2.1, for any `≥ 0,

G` := {
µ ∈M (WS), jS(|µ|) ≤ `}= {

µ ∈M (Ws), jS(x) ≤ ` |µ|(dx)-ae
}

.

Under Assumption (A), the vector space G`, endowed with the norm ‖·‖WS , is a
Banach space.

Lemma 2.6. Assume that Assumption (A) holds true. For all `≥ 0, the operator
S : G` → G` defined by Sµ = θ−1

0,SµS1 satisfies Assumption (H) of the Appendix
with

JS = `, ESµ= ∑
i∈IS

µ
(
1 jS (·)=JSηS,i

)
νS,i and αS,n =αS,n+ 1

n

∥∥∥∥∥ ∑
i∈IS

ηS,iνS,i (WS)

∥∥∥∥∥
WS

1`≥1.
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Proof of Lemma 2.6. We have
∑

i∈IS ηS,iνS,i (WS) ∈ L∞(WS) by assumption. It
follows from (2.3) with n = 1 that M (WS) is stable under S. Therefore, the sta-
bility of G` under S is a consequence of (2.9) in Proposition 2.1. Then, for all
µ ∈G` and f ∈ L∞(WS) such that ‖ f ‖WS ≤ 1, we have, using Assumption (A),

∣∣∣n−JS(Snµ)( f )− (ESµ)( f )
∣∣∣= ∣∣∣∣∣n−`θ−n

0,SµSn f − ∑
i∈IS

µ
(
1 jS (·)=`ηS,i

)
νS,i ( f )

∣∣∣∣∣
≤

∣∣∣∣∣θ−n
0,Sµ

(
n− jS (·)

1 jS (·)=`Sn f
)
− ∑

i∈IS

µ
(
1 jS (·)=`ηS,i

)
νS,i ( f )

∣∣∣∣∣
+ 1

n
θ−n

0,S |µ|
(
n− jS (·)

1 jS (·)≤`−1SnWS

)
≤αS,n |µ|

(
1 jS (·)=`WS

)+ 1

n

[ ∑
i∈IS

|µ|(1 jS (·)≤`−1ηS,i
)
νS,i (WS)

+αS,n |µ|
(
1 jS (·)≤`−1WS

)]
.

This implies that ‖n−JSSnµ−ESµ‖WS → 0 when n →+∞. Since G` is a closed
subset of the Banach space M (WS), we deduce that ESµ ∈ G` for all µ ∈ G`.
Hence (H) is proved.

Proof. Proof of (i). Fix x∗ ∈ D such that ηS(x∗) > 0 and let `∗ = jS(x∗). It follows
from Lemma 2.6 thatSµ= θ−1

0,SµS1 satisfies (H) on the Banach space G`∗ . Using
Proposition A.1 of Appendix A.1, we deduce that the operator

ESµ= ∑
i∈IS

µ
(
1 jS (·)=JSηS,i

)
νS,i

on G`∗ , with JS = `∗, satisfies

(ESS)δx = (SES)δx = ESδx , for all x ∈ D such that jS(x) ≤ `∗.

This means that, for all x ∈ D such that jS(x) ≤ `∗,

θ−1
0,S

∑
i∈IS

δxS1
(
1 jS (·)=JSηS,i

)
νS,i =1 jS (x)=`∗θ

−1
0,S

∑
i∈IS

ηS,i (x)νS,i S1 (2.15)

=1 jS (x)=`∗
∑

i∈IS

ηS,i (x)νS,i . (2.16)

Since jS(x∗) = `∗, we deduce from the second equality thatν := 1
ηS (x∗)

∑
i∈IS ηS,i (x∗)νS,i ∈

M+(WS) is a quasi-stationary distribution for S1 with absorption parameter
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θ0,S . In addition, according to Proposition 2.3, we haveν(ηS) = 1 andν(1 jS (·)=0) =
1, so that ν(1 jS (·)=0ηS) = 1. Therefore, there exists x ∈ D such that ηS(x) > 0 and
jS(x) = 0.

Proof of (ii). Fix x ∈ D . Then, applying as above Proposition A.1 of Appendix A.1
on the Banach space G jS (x), we obtain (2.15) and (2.16) with `∗ replaced by
jS(x). Integrating on both sides the test function 1D , this implies that

ηS(x) = ∑
i∈IS

ηS,i (x) = θ−1
0,S

∑
i∈IS

δxS1
(
1 jS (·)= jS (x)ηS,i

)= θ−1
0,SδxS1

(
1 jS (·)= jS (x)ηS

)
.

Hence

Ex
[
ηS(X1)1 jS (X1)= jS (x)

]= θ0,SηS(x).

We deduce that, for all n ≥ 1, Px-almost surely,

EXn−1

[
ηS(X1)1 jS (X1)= jS (x)

]
1 jS (Xn−1)= jS (x) = θ0,SηS(Xn−1)1 jS (Xn−1)= jS (x).

Taking the expectation and using the Markov property, we deduce that

Ex
[
ηS(Xn)1 jS (Xn )= jS (x)1 jS (Xn−1)= jS (x)

]= θ0,SEx
[
ηS(Xn−1)1 jS (Xn−1)= jS (x)

]
.

Because of the last assertion of Proposition 2.1, we deduce that { jS(Xn) = jS(x)} =
{ jS(Xn) = jS(Xn−1) = ·· · = jS(x)} up to a Px-negligible event, so that

Ex
[
ηS(Xn)1 jS (Xn )= jS (x)

]= θ0,SEx
[
ηS(Xn−1)1 jS (Xn−1)= jS (x)

]
.

Then the property (ii) follows by induction.

Proof of (iii). Fix n ≥ 1 and let µ ∈M+(WS) such that µ(ηS) > 0 and µ(n jS (·)WS) <
+∞. Integrating (2.3) with respect to the measure n jS (x)µ(dx) we obtain, for all
f ∈ L∞(WS) such that ‖ f ‖WS ≤ 1,∣∣∣∣∣θ−n

0,SEµ( f (Xn)1n<τ∂)− ∑
i∈IS

µ
(
n jS (·)ηS,i

)
νS,i ( f )

∣∣∣∣∣≤αS,nµ(n jS (·)WS). (2.17)
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Then we have for all f measurable bounded by 1∣∣∣∣∣Eµ f (Xn)1n<τ∂
Pµ(n < τ∂)

−
∑

i∈IS µ
(
n jS (·)ηS,i

)
νS,i ( f )∑

i∈IS µ
(
n jS (·)ηS,i

) ∣∣∣∣∣
≤ Eµ f (Xn)1n<τ∂

Pµ(n < τ∂)

|∑i∈IS µ
(
n jS (·)ηS,i

)−θ−n
0,SPµ(n < τ∂)|∑

i∈IS µ
(
n jS (·)ηS,i

)
+
|θ−n

0,SEµ f (Xn)1n<τ∂ −
∑

i∈IS µ
(
n jS (·)ηS,i

)
νS,i ( f )|∑

i∈IS µ
(
n jS (·)ηS,i

)
≤ 2αS,n

µ
(
n jS (·)WS

)
µ

(
n jS (·)ηS

) ,

which concludes the proof.

Proof of (iv). Let µ be a measure in M (WS). The property (iv) is an immediate
consequence of Lemma 2.6 with `= jS(|µ|).

Remark 7. A natural alternative to Assumption (A) is the following, where jS is
replaced by an arbitrary function.

Assumption (A’). We have θ0,S ∈ (0,1], there exists a measurable, bounded, integer-
valued function j : D →Z+, a measurable function WS : D → [1,+∞), a finite or
countable set IS , some probability measures νS,i ∈M (WS) and non-identically
zero non-negative ηS,i ∈ L∞(WS) for each i ∈ IS , such that∑

i∈IS

ηS,iνS,i (WS) ∈ L∞(WS) (2.18)

and such that, for all f ∈ L∞(WS), all n ≥ 1 and all x ∈ D ,∣∣∣∣∣θ−n
0,S n− j (x)Ex( f (Xn)1n<τ∂)− ∑

i∈IS

ηS,i (x)νS,i ( f )

∣∣∣∣∣≤αS,nWS(x)‖ f ‖WS , (2.19)

where αS,n goes to 0 when n →+∞.

It is clear that, if (A’) is satisfies, then jS ≤ j and, if x ∈ D is such that ηS(x) >
0, then jS(x) = j (x). In particular, Assumption (A’) is less demanding than As-
sumption (A) and may be deduced under less stringent conditions (see next
section). However, j lacks most of the properties proved for jS above and, in
order to adapt the proof of most of our results, one needs in addition to impose
the following condition on j :
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Assumption (A”). Assumption (A’) holds true and, in addition, ( j (Xn))n∈N is Px-
almost surely decreasing for all x ∈ D .

Since this last property is verified by jS , as proved in Proposition 2.1, As-
sumption (A) implies Assumption (A”). Most of the results of the next sections
can be extended using Assumpion (A”) instead of (A). However, it seems diffi-
cult to find situations where Assumption (A”) is satisfied but Assumption (A)
fails, and the sufficient criteria for Assumption (A) obtained in the next section
allow the explicit computation of jS , which would of course not be the case for
a similar study with Assumption (A”) instead. This is why we mainly focus on
Assumption (A) in this paper.

To conclude this remark, we comment on the extension of the results of
this section under the weaker Assumption (A’) or (A”). Proposition 2.2 and its
proof holds true under the weaker Assumption (A’), for quasi-stationary distri-
butions ν such that ν{ j (·) ≤ `} = 1 for some `≥ 0. Concerning Proposition 2.3,
under the weaker Assumption (A’), we have ν

{
j (·) > 0 and ηS(·) > 0

} = 0, and,
under Assumptions (A’) or (A”), one may have ν(ηS) = 0. Corollary 2.4 does not
hold true under Assumption (A’) or (A”), however, under Assumption (A’), for
any x ∈ D such that µ :=∑

i∈IS ηS,i (x)νS,i 6= 0, the probability measure µ/µ(E) is
a quasi-limiting distribution, and thus a quasi-stationary distribution. Finally,
Proposition 2.5 remains partially true under the weaker Assumption (A”), re-
placing jS by j in the statements: the first part of (i) remains true, the second
part of (i) does not stand true, (ii) and (iii) remain true, and (iv) holds true with
jS(|µ|) replaced by j (|µ|) := inf{`≥ 0, j (x) ≤ ` |µ|(dx)-ae}. 4

3 Quasi-stationary distributions in reducible state
spaces with two successive sets

We start our study of the quasi-stationary distribution for reducible processes
by focusing on cases where the state space can be separated into two successive
classes. This is the generic situation that can be used iteratively to treat more
complicated cases (see Section 4).

We consider a discrete time Markov process (Xn ,n ∈Z+) evolving in a mea-
surable set D∪{∂} with absorption at ∂ ∉ D at time τ∂, and sub-Markovian semi-
group (Sn)n∈Z+ . We assume that the transition probabilities of X satisfy the
structure displayed in Figure 1: there is a partition {D1,D2} of D such that the
process starting from D1 can access D1∪D2∪ {∂} and the process starting from
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D1 D2

∂

Q

P R

Figure 1: Transition graph displaying the relations between the sets D1, D2 and
∂. The dashed lines indicate the domains and co-domains of the sub-Markov
kernels P,Q,R.

D2 can only access D2 ∪ {∂}. More formally, we assume that Px(TD1 = +∞) = 1
for all x ∈ D2, where we denote, for any measurable set A ⊂ D , TA = inf{n ∈
Z+, Xn ∈ A}.

We denote by (Pn) the sub-Markovian semigroup of the process X restricted
to D1, by (Rn) the sub-Markovian semigroup of the processes X restricted to
D2 and by Q the transition kernel from D1 to D2 for X . More formally, for all
measurable f : D1 → [0,+∞) and g : D2 → [0,+∞), for all x ∈ D1 and y ∈ D2, we
define

Pn f (x) = Ex( f (Xn)), Rn g (y) = Ey (g (Xn)) and Qg (x) = Ex(g (X1)).

Note that, due to our notational convention about extensions of functions by 0
outside of their domain, the previous definitions mean

Pn f (x) = Ex( f (Xn)1n<TD2∪∂), Rn g (y) = Ey (g (Xn)1n<τ∂) and Qg (x) = Ex(g (X1)1X1∈D2 ).

We consider now three different situations (which are in correspondence
with the three cases studied in Appendix A). The constants θ0,P and θ0,R de-
note respectively the exponential convergence parameters of the semigroups
(Pn)n≥0 and (Rn)n≥0.

Assumption (A1) We have j0,P < +∞, the process X restricted to D1 satisfies
Assumption (A) and there exists a measurable function WR : D2 → [1,+∞) such
that, for some constants γ ∈ [0,θ0,P ) and c1 > 0, for all x ∈ D1 and y ∈ D2,

Ex(WR (X1)) ≤WP (x) and Ey (WR (Xn)) ≤ c1γ
nWR (y), ∀n ≥ 0. (3.1)
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Assumption (A2) We have j0,R < +∞, the process X restricted to D2 satisfies
Assumption (A) and there exists a measurable function WP : D1 → [1,+∞) such
that, for some constants γ ∈ [0,θ0,R ) and c2 > 0, for all x ∈ D1,

Ex(WR (X1)) ≤WP (x) and Ex(WP (Xn)) ≤ c2γ
nWP (x), ∀n ≥ 0.

Assumption (A3) We have j0,P = 0, j0,R < +∞ and θ0,R = θ0,P . In addition, the
process X restricted to D1 satisfies Assumption (A) with ηP > 0, and the process
X restricted to D2 also satisfies Assumption (A). Finally,

Ex(WR (X1)) ≤WP (x), ∀x ∈ D1, (3.2)

and there exists `∗ ∈Z+ such that, for all x ∈ D1 and all i ∈ IP ,

Px

(
jR (XTD2

) ≤ `∗ and TD2 <+∞
)
=Px(TD2 <+∞) (3.3)

and PνP,i

(
jR (XTD2

) = `∗ and ηR (XTD2
) > 0 and TD2 <+∞

)
> 0, (3.4)

where we recall that ηR =∑
k∈IR ηR,k . Note that `∗ ≤ j0,R .

Remark 8. Note that Assumption (A) remains valid if the function WS is mul-
tiplied by a positive constant. Hence, in the above assumptions (A1), (A2) and
(A3), the requirement Ex(WR (X1)) ≤WP (x) is actually equivalent to Ex(WR (X1)) ≤
C WP (x) for some positive constant C > 0. 4
Remark 9. In (A3), the assumptions j0,P = 0 and the fact that (3.3) is satisfied
for all x ∈ D1 may seem restrictive conditions. However, we will see in Section 4
that, applying this property inductively in a precise order, this is sufficient to
obtain a convergence result similar to (2.3) with non-zero j0,S (in cases with a
finite or denumerable number of communication classes under mild assump-
tions). 4
Remark 10. Possible candidates for WR ≥ 1 in Assumption (A1) (resp. WP ≥ 1
in Assumption (A2)) are the exponential moment of exit times from D2 (resp.
from D1). Indeed, if WR (y) = Ey (γ−τ∂) is finite for all y ∈ D2, then Ey (WR (X1)) ≤
γWR (y) for all y ∈ D2. Similarly, if WP (x) = Ex

(
γ−TD2∪{∂}

)
is finite for all x ∈ D1,

then Ex(WP (X1)) ≤ γWP (x) for all x ∈ D1. Proofs of these classical results can be
found e.g. in [24]. 4

Under each of the above assumptions, we prove that Assumption (A) actu-
ally holds true for the process X evolving on D = D1 ∪D2 before absorption,
with formal expressions of the parameters WS , jS , νS and αS,n . In the following
result, we set αP,0 =αR,0 = 1.
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Theorem 3.1. Assume that either Assumption (A1), or (A2), or (A3) holds true.
Then X satisfies Assumption (A) with WS = WP +WR . Moreover, there exists a
constant C > 0, independent of x ∈ D and n ∈N, such that

(i) under Assumption (A1), we have θ0,S = θ0,P , jS = jP , and, for all i ∈ IS = IP ,
ηS,i ∝ ηP,i and

νS,i ∝ νP,i +
∑
k≥0

θ−k−1
0,S PνP,i

(
TD2 = 1, Xk+1 ∈ ·) ,

with inverse proportionality constants, and

αS,n =C
n∑

k=0

(
γ

θ0,P

)k (
(1+ j0,P )αP,n−k + j0,P

k

n

)
;

(ii) under Assumption (A2), we have θ0,S = θ0,R and, for all x ∈ D,

jS(x) =
{

maxn≥0 jR (δxP nQ) if x ∈ D1,

jR (x) if x ∈ D2

and for all i ∈ IS = IR ,

ηS,i (x) = Ex

(
θ
−TD2
0,R ηR,i (XTD2

)1 jR (XTD2
)= jS (x)

)
νS,i = νR,i and

αS,n =C
n∑

k=0

(
αR,n−k + j0,R

k

n

)(
γ

θ0,R

)k

;

(iii) under Assumption (A3), we have θ0,S = θ0,R = θ0,P ,

jS(x) =
{

1+`∗ for all x ∈ D1,

jR (x) for all x ∈ D2,

where `∗ is defined in (3.3)–(3.4), IS = IR , for all i ∈ IR , νS,i = νR,i ,

ηS,i (x) = ηR,i (x)+
θ−1

0,P

1+`∗
∑

k∈IP

ηP,k (x)EνP,k

(
ηR,i (X1)1 jR (X1)=`∗

)
, ∀x ∈ D,

and

αS,n = C

n

(
`∗+

n∑
k=0

(
αP,k +αR,k

k`∗

n`∗

))
,
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Remark 11. Note that, in conclusion (iii) of the last theorem, even if αP,n and
αS,n converge geometrically to 0, αS,n only converges to 0 in O(1/n). Similarly,
in conclusion (i) (resp. (ii)), if jP (resp. jR ) is not identically equal to 0, then the
convergence rate is O(1/n). 4
Remark 12. Theorem 3.1 under Assumption (A1) and its proof adapt to the sit-
uation where jP takes finite values but where j0,P = +∞, in which case αS,n

depends on the initial position x. Similarly, under Assumption (A2) or (A3), the
result adapts to the situation where jR takes finite values but where j0,R = +∞
(and with the additional assumption that maxn≥0 jR (δxP nQ) < +∞ for all x ∈
D1 when working under Assumption (A2)), in which case αS,n also depends on
x. Thus, in these situations, one checks that S satisfies a version of Assump-
tion (A) allowing dependence of αS,n with respect to x.

In fact, it is possible to adapt the results of this paper to the situation where
αS,n (and hence αR,n and/or αP,n) is allowed to depend on x. However, this
leads to additional technical assumptions and cumbersome expressions. Since
the case α independent of x is already rich enough and is sufficiently powerful
to derive general results (see Sections 4 and 5), we decided to focus on this sit-
uation and leave the adaptation to the interested reader (see also Remark 23 in
Appendix A.2 for the expressions obtained in this situation).

Finally, if jS is not assumed integer valued, then again Theorem 3.1 holds
true, but with αS,n depending non-explictly on the initial position of the pro-
cess. 4

We will see in the proof that a weakened version of Assumption (A3), with-
out the requirement ηP > 0 in D1 and without (3.4) implies Assumption (A”) (as
introduced in Remark 7). This entails the following corollary.

Corollary 3.2. Assume that j0,P = 0, j0,R < +∞, θ0,R = θ0,P , the process X re-
stricted to D1 satisfies Assumption (A) and the process X restricted to D2 also
satisfies Assumption (A). Assume also that (3.2) holds true and define `∗ ∈ Z+
as the smallest ` such that, for all x ∈ D1, Px( jR (XTD2

) ≤ `) = 1. Then for all
f ∈ L∞(WS), all n ≥ 1 and all x ∈ D,∣∣∣∣θ−n

0,P n− j (x)Ex( f (Xn)1n<τ∂)

− ∑
i∈IR

(
ηR,i (x)+

θ−1
0,P

1+`∗
∑

k∈IP

ηP,k (x)EνP,k

(
1 jR (X1)=`∗ηR,i (X1)

))
νR,i ( f )

∣∣∣∣
≤αS,nWS(x)‖ f ‖WS , (3.5)
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where

j (x) =
{

1+`∗ for all x ∈ D1,

jR (x) for all x ∈ D2,

and

αS,n = C

n

(
`∗+

n∑
k=0

(αP,k +αR,k )

)
,

for some constant C > 0, which does not depend on x and n. In addition, jR (x) =
j (x) for all x ∈ D2 and jR (x) ≤ j (x) for all x ∈ D1.

Remark 13. The difference between Theorem 3.1 (iii) and Corollary 3.2 is that
we don’t know if the polynomial exponent j involved in (3.5) is equal on D1 to
the polynomial convergence parameter jS defined in (2.1). However, it follows
from (3.5) that j (x) = jS(x) for all x ∈ D1 such that∑

i∈IR

∑
k∈IP

ηP,k (x)EνP,k

(
1 jR (X1)=`∗ηR,i (X1)

)> 0.

The introduction of an arbitrary polynomial exponent j instead jS is the subject
of Assumptions (A’) and (A”) introduced in Remark 7. Using very similar proofs,
processes with two successive sets can also be studied using Assumption (A”) in
place of Assumption (A), then loosing the explicit expression of the polynomial
convergence parameter. 4
Proof of Theorem 3.1 and Corollary 3.2. Under Assumptions (A1) or (A2) or (A3),
we define the linear operators P : M (WP ) → M (WP ), Q : M (WP ) → M (WR )
and R : M (WR ) → M (WR ) (these notations implicitely assume that M (WP ) ⊂
M (D1) and M (WR ) ⊂M (D2)) by

Pµ= θ−1
0 µP1, Qµ= θ−1

0 µQ, and Rµ= θ−1
0 µR1,

where θ0 = θ0,P under Assumption (A1), θ0 = θ0,R under Assumption (A2), and
θ0 = θ0,P = θ0,R under Assumption (A3). Under Assumption (A1), (A2) or (A3),
all these operators are bounded. Our aim is to apply the results of Appendix A.2
to S : M (WS) → M (WS), where M (WS) ≡ M (WP )⊕M (WR ), with WS = WR +
WP and S = P+Q+R. Beware that P,R,Q,S act on the left on µ while
Pn ,Rn ,Q,Sn act on the right, so that, for instance, RPµ= θ−2

0 µP1R1.

Under Assumption (A1). We make use of Proposition A.2. We define B2 as
the Banach space M (WR ) and observe that the operatorR : B2 → B2 is bounded
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and
∞∑

n=0
�Rn�≤

∞∑
n=0

θ−n
0,P sup

µ∈B2, |µ|(WR )=1
|µ|RnWR .

It follows from (3.1) that

∞∑
n=0

�Rn�≤ c1

∞∑
n=0

θ−n
0,Pγ

n sup
µ∈B2, |µ|(WR )=1

|µ|(WR ) = c1θ0

θ0,P −γ .

Moreover, Γn ≤ c1
γn /θn−1

0,P
θ0,P−γ and γn ≤ c1γ

n/θn
0,P (using the notations of Proposi-

tion A.2). In particular, if x ∈ D2, then (2.3) holds true with ηS,i (x) = 0 for all
i ∈ IS = IP , jS(x) = 0, WS(x) =WR (x) and αS,n = c1( γ

θ0,P
)n .

From now on we assume that x ∈ D1 and consider the vector space B1 =
{µ ∈M (WP ), jP (|µ|) ≤ jP (x)}. By Lemma 2.6, the operator P : B1 → B1 satisfies
Assumption (H) form the Appendix with JP = jP (x),

EPµ= ∑
i∈IP

µ(1 jP (·)= jP (x)ηP,i )νP,i (3.6)

and

αP,n =αP,n +1 jP (x)≥1

∥∥∑
i∈IP ηP,iνP,i (WP )

∥∥
WP

n
Note also thatQ : B1 → B2 is a bounded operator by (3.1). As a consequence,

according to Proposition A.2, S restricted to B = B1 ⊕B2 also satisfies Assump-
tion (H) with JS = jP (x) and for all µ ∈ B1,

ESµ= EPµ+
∑
k≥0

RkQEPµ= ∑
i∈IP

µ(ηP,i )νP,i +
∑
k≥0

θ−k−1
0,P

∑
i∈IP

µ(ηP,i )PνP,i

(
TD2 = 1, Xk+1 ∈ ·)

= ∑
i∈IP

µ(ηP,i )

(
νP,i +

∑
k≥0

θ−k−1
0,P PνP,i

(
TD2 = 1, Xk+1 ∈ ·)) .

and

αS,n =αP,n +CΓn +C
n−1∑
k=0

γk

(
(αP,n−k−1 +1)JP(k +1)

n
+αP,n−k−1

)
≤C

n∑
k=0

(
γ

θ0,P

)k (
(1+ jP (x))αP,n−k +1 jP (x)≥1

1

n +1−k
+ jP (x)

k

n

)
(3.7)

≤αS,n :=C
n∑

k=0

(
γ

θ0,P

)k (
(1+ j0,P )αP,n−k + j0,P

k

n

)
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for some constant C > 0 that may change from line to line, where we used
1 j0,P≥1 ≤ j0,P and 1

n−k+1 ≤ k
n . Using the fact that Snµ = θ−n

0,PµSn and taking
µ= δx , we deduce that, for all x ∈ D and all f ∈ L∞(WS),∣∣∣∣∣n− jP (x)θ−n

0,P Sn f (x)− ∑
i∈IP

ηP,i (x)

(
νP,i ( f )+ ∑

k≥0
θ−k−1

0,P EνP,i

(
1TD2=1 f (Xk+1)

))∣∣∣∣∣
≤αS,nWS(x)| f |. (3.8)

It only remains to prove that jS(x) = jP (x) for all x ∈ D (recall that under
our convention jP is extended to D2 by the value 0). On the one hand, the
definitions of jS , jP and S clearly imply that jS(x) ≥ jP (x) for all x ∈ D . On the
other hand, inequality (3.8) implies that, for all ε> 0,

liminf
n→+∞ n−( jP (x)+ε)θ−n

0,P Sn1D (x) = 0,

so that jS(x) ≤ jP (x)+ ε for all ε > 0, and hence jS(x) ≤ jP (x). This concludes
the proof of (i).

Under Assumption (A2). We make use of Proposition A.3. For all x ∈ D2,
we have δxSn = δxRn , so that (2.3) holds true with IS = IR , ηS,i (x) = ηR,i (x),
jS(x) = jR (x) and αS,n =αR,n . This also implies that θS(x) = θR (x) for all x ∈ D2.

We fix now x ∈ D1. We set

J(x) := max
n≥0

jR (δxP nQ)

and consider the operators P, R and S restricted to the Banach space

B = B1 ⊕B2 ⊂M (WS),

where

B1 =
{
µ ∈M (WP ), max

n≥0
jR (|µ|P nQ) ≤ J(x)

}
and B2 =

{
µ ∈M (WR ), jR (|µ|) ≤ J(x)

}
.

Note that B is indeed stable by P, R and S. In addition, Proposition 2.1 entails
that B1 is a Banach subspace of M (WP ).

We first observe that

∞∑
n=0

�Pn�≤
∞∑

n=0
θ−n

0,R sup
µ∈B1, |µ|(WP )=1

µP nWP ≤ θ0,R

θ0,R −γ

23



andΘn ≤ γn /θn−1
0,R

θ0,R−γ and θn ≤ γn/θn
0,R (using the notations of Proposition A.3).

By Lemma 2.6, the operator R : B2 → B2 satisfies Assumption (H) form the
Appendix with JR = J(x),

ERµ= ∑
i∈IR

µ(1 jR (·)=JRηR,i )νR,i

and

αR,n =C

(
αR,n + 1JR≥1

n

)
.

We thus deduce from Proposition A.3 that S restricted to B satisfies Assump-
tion (H) with JS = J(x), for all µ ∈ B ,

ESµ= ERµ+
∞∑

k=0
ERQPkµ

= ∑
i∈IR

(
µ(1 jR (·)=JRηR,i )+

∞∑
k=0

θ−k−1
0,R µP kQ(1 jR (·)=JRηR,i )

)
νR,i

= ∑
i∈IR

Eµ

(
θ
−TD2
0,R ηR,i (XTD2

)1 jR (XTD2
)=J(x)

)
νR,i (3.9)

and there exists a constant C independent of x ∈ D1 such that

αS,n =αR,n +C
n−1∑
k=0

αR,n−k−1θk +CΘn +C
n−1∑
k=0

JSk

n
θk

≤C
n∑

k=0

(
αR,n−k +

1J(x)≥1

n −k +1
+J(x)

k

n

)(
γ

θ0,R

)k

(3.10)

≤αS,n :=C
n∑

k=0

(
αR,n−k + j0,R

k

n

)(
γ

θ0,R

)k

,

where αR,0 := 1. Since Sn = θ−n
0,R Sn , taking µ = δx in (3.9), we finally deduce

that, for all x ∈ D and all f ∈ L∞(WS),∣∣∣∣∣θ−n
0,R n−J(x)Sn f (x)− ∑

i∈IR

Ex

(
θ
−TD2
0,R ηR,i (XTD2

)1 jR (XTD2
)=J(x)

)
νR,i ( f )

∣∣∣∣∣
≤αS,nWS(x)‖ f ‖WS , (3.11)

where we extended J to D2 by setting J(x) := jR (x) if x ∈ D2.
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In order to conclude, it remains to prove that θ0,S = θ0,R and that jS(x) = J(x)
for all x ∈ D . Inequality (3.11) with f =1D implies that θS(x) ≤ θ0,R for all x ∈ D ,
so that θ0,S ≤ θ0,R . Moreover, for all x ∈ D2, θS(x) = θR (x), and thus θ0,S ≥ θ0,R .
We deduce that θ0,S = θ0,R and hence, using again (3.11) with f =1D , we deduce
that jS(x) ≤ J(x) for all x ∈ D . On the one hand, for all x ∈ D2, we have jS(x) =
jR (x) = J(x). On the other hand, for x ∈ D1, we observe that, for any n ≥ 0
such that J(x) = jS(δxP nQ), we have the inequality δxSn+1

1D ≥ δxP nQ1D , and
hence

jS(x) = jS(δxSn+1) ≥ jS(δxP nQ) = J(x).

We thus proved that jS(x) ≥ J(x) for all x ∈ D , which concludes the proof of (ii).

Under Assumption (A3). If x ∈ D2, then (2.3) holds true with IS = IR and
ηS,i (x) = ηR,i (x), jS(x) = jR (x) and αS,n =αR,n .

Fix x ∈ D1. We consider P, R and S restricted to the Banach space

B = B1 ⊕B2 ⊂M (WS),

where
B1 =M (WP ) and B2 =

{
µ ∈M (WR ), jR (|µ|) ≤ `∗

}
Note that it follows Proposition 2.1 and the assumption that PX ( jR (XTD2

) ≤
`∗) = 1 that QB1 ⊂ B2, and from the rest of Assumption (A3) that P : B1 → B1,
R : B2 → B2 and Q : B1 → B2 are bounded operators.

As in the previous step, the operator R satisfies Assumption (H) in the Ap-
pendix with JR = `∗,

ERµ= ∑
i∈IR

µ(1 jR (·)=`∗ηR,i )νR,i ,

and

αR,n =C

(
αR,n + 1`∗≥1

n

)
,

for some constant C > 0. Moreover, Assumption (A) for Pn implies that P sat-
isfies Assumption (H) with JP = 0, EPµ = ∑

j∈IP µ(ηP, j )νP, j and αP,n = αP,n .
We conclude from Proposition A.4 that S satisfies Assumption (H1) with JS =
1+`∗,

ESµ= 1

JS
ERQEPµ=

θ−1
0,P

1+`∗
∑

i∈IR

∑
k∈IP

µ(ηP,k )EνP,k

(
1 jR (X1)=`∗ηR,i (X1)

)
νR,i ,
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and

αS,n = C

n

(
JR+

n∑
k=0

αP,k +
(
max
k≥0

αP,k +1

) n∑
k=0

αR,n−k

(
n −k

n

)JR)

≤αS,n := C

n

(
`∗+

n∑
k=0

(
αP,k +αR,k

k`∗

n`∗

))
,

with αP,0 =αR,0 = 1. Since Snµ= θ−n
0,PµSn , we deduce that, for all x ∈ D1 and all

f ∈ L∞(WS),∣∣∣∣∣θ−n
0,P n−(1+`∗)Sn f (x)−

θ−1
0,P

1+`∗
∑

i∈IR

∑
k∈IP

ηP,k (x)EνP,k

(
1 jR (X1)=`∗ηR,i (X1)

)
νR,i ( f )

∣∣∣∣∣
≤αS,nWS(x)‖ f ‖WS . (3.12)

This implies that θS(x) ≤ θ0,P for all x ∈ D1, so θ0,S ≤ θ0,P ∨θ0,R = θ0,P = θ0,R .
Conversely, since S f ≥ R f for all positive f , we have θ0,S ≥ θ0,R . We thus deduce
that θ0,S = θ0,P = θ0,R . We also have, by definition of S, jS(x) = jR (x) for all
x ∈ D2. Moreover, for all x ∈ D1, (3.12) implies that jS(x) ≤ 1+`∗. Note that, up
to now, we have neither used the assumption that ηP > 0, nor the second part
of (3.3). Therefore, we have proved Corollary 3.2.

It remains to prove that jS(x) ≥ 1+`∗ for all x ∈ D1. Fix x ∈ D1 until the end
of the proof. Since ηP (x) > 0, we deduce from Proposition 2.5 (i) that

ν := 1

ηP (x)

∑
k∈IP

ηP,k (x)νP,k

is a quasi-stationary distribution for the semigroup (Pn)n≥0 with exponential
convergence parameter θ0,P . Let us first prove that jR (νQ) = `∗. Since (Rn)n≥0

satisfies (A), we have for all y ∈ D2 such that jR (y) ≤ `∗

θ−n
0,R n−`∗δy Rn1D2 −−−−−→n→+∞

{∑
i∈IR ηR,i (y) if jR (y) = `∗,

0 if jR (y) < `∗,

where the convergence holds in L∞(WR ). Therefore,

θ−n
0,R n−`∗νQRn1D2 −−−−−→n→+∞

∑
i∈IR

νQ
(
ηR,i1 jR (·)=`∗

)
. (3.13)
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Now, using that ν is a quasi-stationary distribution,

Eν

(
ηR (XTD2

)1 jR (XTD2
)=`∗

)
=

+∞∑
m=0

νPmQ
(
ηR (·)1 jR (·)=`∗

)
= 1

1−θ0,P
νQ

(
ηR (·)1 jR (·)=`∗

)
.

By the second part of Assumption (3.3), the left-hand side is positive, so we
have proved that θ−n

0,R n−`∗νQRn1D2 converges to a positive limit. This shows
that jR (νQ) = `∗.

For all n ≥ 1, using the fact that Sn = Pn +Rn +∑n−1
k=0 Pn−k−1QRk , we have

n−(`∗+1)θ−n
0 νSn1D ≥ n−(`∗+1)θ−n

0

n−1∑
k=0

νPn−k−1QRk1D2

= n−(`∗+1)θ−1
0

n−1∑
k=1

θ−k
0 νQRk1D2

= n−(`∗+1)θ−1
0

n−1∑
k=1

k`∗
[

k−`∗θ−k
0 νQRk1D2

]
.

Using that, by (3.13), k−`∗θ−k
0 νQRk1D2 converges to a positive limit when k →

+∞, we deduce that
liminf
n→+∞ n−(`∗+1)θ−n

0 νSn1D > 0.

This shows that jS(ν) ≥ `∗+1. Finally, we have θ−n
0 δxPn → ∑

k∈IP ηP,k (x)νP,k =
ηP (x)ν in M (WS) when n → +∞. Since ηP (x) > 0, we deduce from the lower
semi-continuity of jS (see Proposition 2.1) that

liminf
n→+∞ jS(θ−n

0 δxPn) ≥ jS(ηP (x)ν) = jS(ν) = `∗+1.

Using again Proposition 2.1, we have jS(x) = jS(θ−n
0 δxSn) ≥ jS(θ−n

0 δxPn) for all
n ≥ 0. So we finally deduce that

jS(x) = liminf
n→+∞ jS(θ−n

0 δxSn) ≥ liminf
n→+∞ jS(θ−n

0 δxPn) ≥ jS(νP ) = `∗+1.

This concludes the proof of Theorem 3.1.
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4 Quasi-stationary distributions in reducible state
spaces

Our goal is to study quasi-stationary distributions on general reducible state
spaces, a situation which naturally leads to non-zero polynomial convergence
parameters. In particular, we extend the results of [10, Section 6.2], which are
stated under conditions ensuring that the polynomial convergence parameter
of the process vanishes. We refer the reader to [27, 28] where an in-depth study
of the quasi-stationary distributions on finite reducible state spaces has been
conducted (see also the survey [29], an earlier work [22] resumed in [13, Sec-
tion 9], and the more recent works [7, 5]). The quasi-stationary distribution of
particular processes on reducible state spaces with finitely many communica-
tion classes have also previously been studied in [26] (for multi-type Galton-
Watson processes), [17, Section 3] (for discrete state space processes, under
conditions ensuring that the polynomial convergence parameter vanishes), [8]
(for multitype Dawson-Watanabe processes).

We consider a Markov process X with semigroup S on a general state space
D that can be decomposed into finitely many disjoint sets E1,E2, . . . ,Ek , where
k ≥ 2. We denote, for all i ∈ {1, . . . ,k}, by Y (i ) the process

Y (i )
n =

{
Xn if n < T∪ j 6=i E j ∪ {∂},

∂ otherwise

and define by θ0,i its exponential convergence parameter. We let

θ̄ := max
j∈{1,...,k}

θ0, j

and assume that, for all i ∈ {1, . . . ,k} such that θ0,i < θ̄, there exists γ < θ̄ and a
function Wi ≥ 1 such that, for all x ∈ Ei and for some constant C > 0,

Ex(Wi (Y (i )
n )) ≤CγnWi (x), ∀n ≥ 0. (4.1)

Note that (4.1) implies that θ0,i ≤ γ and that the constant γ < θ̄ can (and will)
be chosen independent of i without loss of generality. Assume also that, for
all i ∈ {1, . . . ,k} such that θ0,i = θ̄, the process Y (i ) satisfies Assumption (A) with
the objects θ0,i , ji , αi ,n , Wi , νi and ηi such that ji ≡ 0, Ii = {1} and ηi > 0 on
Ei (note that we omit the second index for ηi ,1 and νi ,1). Many references pro-
vide practical criteria to check Assumption (A) with IS = {1}, jS ≡ 0, ηS > 0 and
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with αS,n converging exponentially fast to 0, which corresponds to the classical
irreducible situation, see for example [16, 9, 10, 11, 15, 20, 1, 18, 19, 21, 4].

The process Y (i ) is called the process X restricted to Ei . More generally, for
all M ⊂ D , we call process X restricted to M the process X killed after its first
exit time from M . We set W =∑k

i=1 Wi and assume that there exists a constant
C > 0 such that

Ex(W (X1)) ≤CW (x), ∀x ∈ D. (4.2)

We assume that the set {1, . . . ,k} can be equiped with a partial order ≺ such
that i ≺ j if and only if Ei is accessible from E j in the sense that: for all i 6= j , if
i ≺ j , then

∀x ∈ E j , Px(TEi <+∞) > 0 (4.3)

and, if i 6≺ j , then
∀x ∈ E j , Px(TEi <+∞) = 0.

We also assume that the oriented graph G induced by the partial order ≺ on
{1, . . . ,k} is connected, since otherwise the dynamics of X in distinct connected
components of this graph are unrelated and can be studied using the result
below separately. The result below can also be applied to X restricted to con-
nected subgraphs of G , to provide convergence results for specific initial con-
ditions and test functions (see for example Remark 16 below).

To state this result, we introduce the following notations. We first define the
sets

F := {
i ∈ {1, . . . ,k} : θ0,i = θ̄

}
and

F 0 :=
{

minimal elements in F for the order ≺
}

.

For all i0 ∈ {1, . . . ,k}, we define the set of paths from i0 to F as

P i0 =
{

(i0, . . . , ip ), p ≥ 0, ip ∈ F , i`−1 Â i` ∀` ∈ {1, . . . , p}
}

and the set P i0 of complete paths from i0 to F as the set of maximal elements
of P i0 for the partial order induced by the inclusion of paths. We then define

ji0 := max
(i0,...,ip )∈P i0

#
(
{i0, . . . , ip−1}∩F

)
, (4.4)

with the convention that max;= 0.
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Theorem 4.1. Under the above assumptions, the process X satisfies Condition (A)
with

θ0,S = θ̄, Is = F 0, WS =
k∑

i=1
Wi ,

jS(x) = ji0 for all x ∈ Ei0 and i0 ∈ {1, . . . ,k},

and, for all i ∈ Is ,

νS,i ∝ νi +
∑
`≥0

θ−`−1
0,S Pνi (X1 6∈ Ei , X`+1 ∈ ·) (4.5)

and

ηS,i (x) > 0 for all x ∈ Ei0 with i0 ∈ {1, . . . ,k} s.t. i0 Â i (4.6)

and

ηS,i (x) = 0 for all x ∈ Ei0 with i0 ∈ {1, . . . ,k} s.t. i0 6Â i . (4.7)

Remark 14. In this theorem, the functions ηS,i can also be expressed in terms
of the parameters of the problem, since they are constructed in the proof below
with an inductive argument, with explicit expressions at each step. 4
Remark 15. Similarly, the speed of convergence αS,n is also constructed expli-
citely with an inductive argument in the proof below. In particular, if it is as-
sumed thatαi ,n converges exponentially fast to 0 for all i such that θ0,i = θ̄, one
can easily check that αS,n also converges to 0 exponentially fast if jS ≡ 0, and
converges to 0 polynomially in O(1/n) otherwise. 4
Remark 16. It follows from the last theorem and Corollary 2.4 that the set of
quasi-stationary distributions ν for X such that ν(WS) <+∞ and ν(ηS) > 0 has
dimension #F 0 and is spanned (in the sense of convex hulls) by νS,i , i ∈ F 0.
Our result also allows to characterize all quasi-stationary distributions ν of X
such that ν(WS) <∞: one can obtain the other quasi-stationary distributions
by applying Theorem 4.1 to the process X restricted to⋃

i∈{1,...,k}:P i=;
Ei

and by proceeding recursively. All the new quasi-stationnary distributions ob-
tained this way have an exponential convergence parameter (strictly) smaller
than θ̄.
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In the particular case where the state space D is finite, our result are thus
reminiscent of [28] (see in particular Theorems 4.3 and 5.1 therein). These re-
sults are already quite complete, and one of our main contributions to the prob-
lem in the finite state space situation is to determine explicitly the polynomial
convergence parameter associated to each communication classes, and to em-
phasize the support of the functions ηS,i . 4
Remark 17. In cases where some of the ηi , i ∈ F̄ , is not positive on its domain Ei ,
one could obtain a similar result using Corollary 3.2 instead of Theorem 3.1 (iii)
in the proof below. For this, Assumption (4.3) needs to be replaced by

∀i , j ∈ {1, . . . ,k} such that i ≺ j , ∀x ∈ E j , sup
n≥0

Ex(ηi (Xn)) > 0

to make the induction argument used in the proof below work. Then, one ob-
tains the same expressions for ηS,i and νS,i for the process X in (2.3), but with
a non-optimal exponent j instead of jS . However, as noticed in Remark 13, we
have j (x) = jS(x) for all x such that ηS(x) = ∑

i∈IS ηS,i > 0. It is easy to check
from the proof below that ηS(x) > 0 for all x ∈ D such that there exists i ∈ F 0

satisfying Px(TEi <∞,ηi (XTEi
) > 0) > 0. 4

Remark 18. The above result also allows to study reducible processes with de-
numerably many communication classes, provided that the quantity ji0 de-
fined in (4.4) is finite for all i0. In particular, each Ei , i ∉ F , may contain several
communication classes. 4
Proof of Theorem 4.1. For all `≥ 0, we define by induction

F `+1 :=
{

minimal elements in F \
(
F 0 ∪ . . .∪F `

)
for the order ≺

}
.

Note that F ` =; iff `> ¯̀ for some ¯̀<+∞. We define by decreasing induction
on `≤ ¯̀,

J ¯̀ =
{

j ∈ {1, . . . ,k} : ∃i ∈ F ¯̀, j º i
}

and
J` =

{
j ∈ {1, . . . ,k} \

(
J`+1 ∪ . . .∪ J ¯̀

)
: ∃i ∈ F `, j º i

}
,

where j º i means that j Â i or j = i . For all `≤ ¯̀, we also define

E` := ⋃
i∈J`

Ei .
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Observe that, for all ` ∈ {0, . . . , ¯̀} and all i ∈ J`, we have `= ji , as defined in (4.4).

Step 1. For all ` ≤ ¯̀, let S(`) be the semigroup of the process X restricted
to E`. Let us prove that S(`) satisfies Condition (A) with θ0,S(`) = θ̄, IS(`) = F `,

WS(`) = W , jS(`) ≡ 0 and, for all j ∈ F `, ηS(`), j > 0 on Ei for all i ∈ J` such that

i º j . In addition, νS(`), j = ν j for all j ∈ F `.

Fix i ∈ F ` ⊂ J`. Then i 6Â j for all j ∈ J` \ {i } and hence the process X with
initial position in Ei and restricted to E` equals the process X restricted to Ei .
In particular, by assumption, for all x ∈ Ei ,∣∣∣θ̄−nEx( f (Xn)1n<T{∂}∪D\E`

)−ηi (x)νi ( f )
∣∣∣≤αi ,nW (x)‖ f ‖W ,

with ηi positive on Ei . We deduce that, for all x ∈⋃
i∈F`

Ei ,∣∣∣∣∣∣θ̄−nEx( f (Xn)1n<T{∂}∪D\E`
)− ∑

i∈F`

ηi (x)νi ( f )

∣∣∣∣∣∣≤ ∑
i∈F`

αi ,nW (x)‖ f ‖W .

Now let i1 be a minimal element in J`\F `. Then the process X with initial posi-
tion in Ei1 and restricted to E` equals Y (i ), the process X restricted to

⋃
j∈{i1}∪F`

E j .
Hence, by (4.1) and according to Theorem 3.1 (ii), we have, for all x ∈ Ei1 ,∣∣∣∣∣∣θ̄−nEx( f (Xn)1n<T{∂}∪D\E`

)− ∑
j∈F`

η′i1, j (x)ν j ( f )

∣∣∣∣∣∣≤α′
i1,nW (x)‖ f ‖W ,

where α′
i1,n → 0 when n →+∞, and where, for all j ∈ F `,

η′i1, j (x) ∝ Ex

(
θ̄
−TE`η j (XTF`

)
)

.

We observe in particular that, for each j ∈ F ` such that i1 Â j , η′i1, j (x) is positive
since η j is positive on E j , since TF`

= TE j Px-almost surely on the event TE j <
+∞, and since, by definition, Px(TE j <+∞) > 0.

Proceeding similarly and by induction on the minimal elements of J`\(F `∪
{i1}), we deduce that there exist non-negative, non-zero functions η`, j on E j ,

j ∈ F `, such that, for all x ∈ E`,∣∣∣∣∣∣θ̄−nEx( f (Xn)1n<T{∂}∪D\E`
)− ∑

j∈F`

η`, j (x)ν j ( f )

∣∣∣∣∣∣≤α`,nW (x)‖ f ‖W ,
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where α`,n → 0 when n → +∞, and such that, for all i ∈ J` and j ∈ F ` such
that i Â j , η`, j is positive on Ei . This entails the claim made at the beginning of
Step 1.

Step 2. Let S̄ be the semigroup of the process X restricted to
⋃ ¯̀
`=0 E`. Let us

prove that S̄ satisfies Condition (A) with θ0,S̄ = θ̄, WS̄ = W and jS̄ = ` on E` for

all `≤ ¯̀. In addition, we prove that IS̄ = F 0 and, for all j ∈ F 0, ηS̄, j > 0 on Ei for

all i ∈⋃ ¯̀
`=1 J` such that i º j , and νS̄, j = ν j .

Let S̄(`) be the semigroup of the process restricted to
⋃`
`′=0 E`′ . We prove

by induction on ` that, for all ` ∈ {0, . . . , ¯̀}, S̄(`) satisfies Assumption (A) with
θ0,S̄(`) = θ̄, WS̄(`) = W and jS̄(`′) = `′ on E`′ for all `′ ≤ `, and that IS̄(`) = F 0 and,

for all j ∈ F 0, ηS̄(`), j > 0 on Ei for all i ∈⋃`
`′=0 J`′ such that i º j , and νS̄(`), j = ν j .

Since S̄(0) = S(0), we deduce from Step 1 that the property holds true with
` = 0. Assume now that the property holds true for some ` ∈ {0, . . . , ¯̀−1} and
let us show that it holds true for `+ 1. We denote by P the semigroup of the
process restricted to D1 := E`+1, by Q the transition kernel of the process from
D1 = E`+1 to D2 := ⋃`

`′=0 E`′ , and by R the semigroup of the process restricted

to D2 = ⋃`
`′=0 E`′ . In particular S = P +Q +R and our aim is to show that As-

sumption (A3) holds true, then to apply Theorem 3.1. By construction, i 6Â j
for all i ∈ J̄`′ with `′ ≤ ` and j ∈ J̄`+1, so that Px(TD1 = +∞) = 1 for all x ∈ D2.
According to Step 1, the semigroup P satisfies Assumption (A) with j0,P = 0,
θ0,P = θ̄ and ηP > 0. According to the induction assumption, the semigroup
R satisfies Assumption (A3) with j0,R < +∞ and θ0,R = θ̄. In addition, setting
WR := ∑

`′≤`
∑

i∈ J̄`′ Wi and WP = C
∑

i∈ J̄`+1
Wi , we deduce from (4.2) that, for all

x ∈ D1,
Ex(WR (X1)) ≤WP (x).

We set `∗ = `. Then, according to the induction assumption, jR ≤ `∗ on D2, so
that, for all x ∈ D1,

Px(TD2 <+∞ and jR (XTD2
) ≤ `∗) =Px(TD2 <+∞).

Finally, by definition of the sets F `+1 and J`+1, for all i ∈ J`+1, there exists j ∈ J`
such that i Â j . In particular, for all x ∈ D1, there exists j ∈ J` such that Px(TE j <
+∞) > 0 and, since by the induction assumption, jR ≡ `= `∗ on E` and ηR > 0
on E`, we deduce that, for all x ∈ D1, Px(TD2 < +∞, jR (XTD2

) = `∗, ηR (XTD2
) >

0) > 0. Hence we can apply Theorem 3.1 (iii) and deduce that Assumption (A)
holds true for S̄(`+1) with θ0,S̄(`+1) = θ0,R = θ̄, with WS̄(`+1) = WR +WP and hence
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also with WS̄(`+1) =W , and jS̄(`+1) = `∗+1 = `+1 on E`+1 and jS̄(`+1) = jR = `′ on
E`′ for all `′ ≤ `, and that IS̄(`+1) = IR = F 0, with νS̄(`), j = νR, j = ν j for all j ∈ F 0.

In addition, fixing j ∈ F 0, the induction assumption and the expression of ηS, j

in Theorem 3.1 (iii) entails that, for all i ∈ ⋃`
`′=0 such that i Â j , ηS̄(`+1), j > 0 on

Ei . This concludes the induction step and shows that the property holds true
with `= ¯̀, which concludes the proof of Step 2.

Step 3. Let us now consider the set G := {1, . . . ,k} \∪ ¯̀
`=1 J`. We define G0 as

the minimal elements in G for the order Â, and, by induction,

G`+1 = {minimal elments in G \ (G0 ∪·· ·∪G`) for the order Â}

We define ¯̀′ as the maximal index ` such that G` 6= ;. We first show that, for all
x ∈∪i∈G Ei and all n ≥ 0,

Ex(W (Xn)) ≤C ′γ̄nW (x), (4.8)

for some constants C ′ > 0 and γ̄ ∈ (γ, θ̄). We proceed by induction on the sets
G`. The property holds true on G0 by (4.1). Assume that it holds true for all
x ∈ G`′ , `

′ ≤ `, for some ` ≤ ¯̀′−1. Then, using Markov’s property, we have for
all i ∈G`+1 and x ∈ Ei ,

Ex(W (Xn)) = Ex(1TEc
i
>nWi (Xn))+

n∑
k=1

Ex(1TEc
i
=kEXk (W (Xn−k ))),

where TE c
i

is the exit time from Ei . By definition of G`+1, XTEc
i

belongs to {∂}∪⋃
`′≤`

⋃
i∈G`′ Ei , and hence, using the induction assumption,

1TEc
i
=kEXk (W (Xn−k )) ≤C ′

1TEc
i
=k γ̄

n−kW (Xk ).

Hence, using in addition (4.1) for the first term in the last equation,

Ex(W (Xn)) ≤CγnW (x)+
n∑

k=1
C ′γ̄n−kEx(1TEc

i
=kW (Xk ))

≤CγnW (x)+
n∑

k=1
C ′γ̄n−kEx(1TEc

i
>k−1EXk−1 (W (X1)))

≤CγnW (x)+
n∑

k=1
C ′γ̄n−kEx(1TEc

i
>k−1CWi (Xk−1)),
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where we used (4.2). Then using again (4.1), we deduce that

Ex(W (Xn)) ≤CγnW (x)+
n∑

k=1
C ′γ̄n−kC 2γkW (x).

Since γ< θ̄, we deduce that, up to a change in the constants C ′ and γ̄, the prop-
erty holds true for `+1. This shows by induction that (4.8) holds true.

One immediately checks that Assumption (A1) holds true with P the semi-

group of X restricted to D1 :=⋃ ¯̀
`=0 E` (this is Step 2) and R the semigroup of X

restricted to D2 :=⋃ ¯̀′
`=0

⋃
i∈G`

E`. Hence, using Theorem 3.1 (i), we deduce that

Assumption (A) holds true for the process X on D = D1∪D2, with θ0,S = θP = θ̄,
IS = IP = F 0, WS =WP +WR and hence for WS =W , for jS ≡ 0 on D2 and jS = jP

on D1. Using the fact that ji0 = 0 for all i0 ∈ G and Step 2 for i0 ∉ G , we deduce
that jS(x) = ji0 for all x ∈ Ei0 and i0 ∈ {1, . . . ,k}. In addition, for all j ∈ F 0 and all
x ∈ Ei with i Â j , ηS, j (x) ∝ ηP,i (x) > 0 (according to Step 2), while, for all x ∈ D2,
ηS, j (x) = 0, which corresponds exactly to the last two assertion (4.6) and (4.7)
of Theorem 4.1. It remains to prove (4.5). Theorem 3.1 (i) entails that, for all
i ∈ F 0,

νS,i ∝ νP,i +
∑
k≥0

θ−k−1
0,S PνP,i

(
TD2 = 1, Xk+1 ∈ ·)

= νi +
∑
k≥0

θ̄−k−1Pνi

(
TD2 = 1, Xk+1 ∈ ·) .

But, for all i ∈ F 0 and x ∈ Ei , TD2 is almost surely equal to the exit time from E1,
and hence (4.5) follows.

5 Lyapunov type criterion for Markov processes in
discrete state spaces

Let X = (Xn ,n ∈ Z+) be a Markov chain on a discrete state space D ∪ {∂}, with
∂ absorbing. It is well known that, when X is aperiodic and irreducible, that
is when Px(∃n ≥ 0, Xn = y) > 0 for all x, y ∈ D , existence of a quasi-stationary
distribution is implied by the existence of a Lyapunov type function (see for
instance [14, 10], see also [29] for a general account on quasi-stationary dis-
tributions for discrete state space models). We show in this section that the
irreducibility assumption can actually be removed entirely.
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In the following result, we say that X is aperiodic if all states in D are ape-
riodic (with the usual convention that a state x ∈ D such that Px(∃n ≥ 0, Xn =
x) = 0 is said aperiodic).

Theorem 5.1. Assume that X is aperiodic, that there exists x0 ∈ D such that
Px0 (∃n ≥ 0, Xn = x0) > 0 and that there exists a function V : D → [1,+∞) such
that {x ∈ D, V (x) ≤C } is finite for all constants C > 0 and such that

Ex(V (X1)11<τ∂)

V (x)
−−−−−−−→
V (x)→+∞

0. (5.1)

Then Assumption (A) holds true with WS = V and, in particular, X admits a
quasi-stationary distribution. In addition,Px0 (Xn ∈ · | n < τ∂) converges in M (V )
when n →+∞ toward a quasi-stationary distribution of X .

Remark 19. Despite its generality, the assumption that there exists x0 ∈ D such
that Px0 (∃n ≥ 0, Xn = x0) > 0 is actually not necessary for the existence of
a quasi-stationary distribution. Consider for instance the process with D =
{1,2, . . .} and ∂= 0, with almost sure transition from i to i −1 for all i ≥ 1. Then,
choosing ν(i ) = θ

1−θθ
i for all i ≥ 1 and any θ ∈ (0,1), we have

Pν(X1 = i ) = ν(i +1) = θ

1−θθ
i+1 = θν(i ),

so that ν is a quasi-stationary distribution. 4
Remark 20. In (5.1), we assumed for simplicity that

Ex (V (X1)11<τ∂ )

V (x) −−−−−−−→
V (x)→+∞

0.

However, a straightforward adaptation of the proof leads to a finer result: de-
noting by Ci , i ∈ I with I = N := {1,2, . . .} or I = {1, . . . ,n} for some n ≥ 1, the
collection of communication classes of the process, and by θi the exponential
convergence parameter associated to each Ci , it is sufficient to assume that

limsup
V (x)→+∞

Ex(V (X1)11<τ∂)

V (x)
< sup

i∈I
θi .

Another natural and straightforward adaptation of the result is to replace by V
by any function V : D → [1,+∞) without assuming that {x ∈ D, V (x) ≤ C } is
finite for all C ≥ 0, but such that, for a non-decreasing sequence of finite sets
(Kn)n≥0 such that D =∪nKn , we have

limsup
n→+∞

inf
x∉Kn

Ex(V (X1)11<τ∂)

V (x)
< sup

i∈N
θi .

4
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Remark 21. The aperiodicity assumption is actually not needed for all x ∈ D :
one easily checks that it is only required over communication classes whose
exponential convergence parameter is maximal. More generally, adaptation of
these results to periodic processes is common procedure, and we leave its de-
tails to the interested reader. 4
Proof of Theorem 5.1. For all x ∈ D , let Cx be the communication class of x, and
let (xi )i∈I , where I is either N or {1, . . . ,n} for some n, be such that D is the
disjoint union of the sets Cxi , i ∈ I . We take (without loss of generality) x1 = x0

and write Ci instead of Cxi .
Let i ∈ I be such that Pxi (∃n ≥ 0, Xn = xi ) > 0. By assumption, this is the

case for i = 1. Then the process X restricted to Ci is irreducible and satisfies As-
sumption (E) in [9] (this is a direct adaptation to the discrete time setting of the
proof of Theorem 5.1 in the last reference). In particular (see for instance [11]),
the process X restricted to Ci satisfies Assumption (A) with jS ≡ 0, ηS positive
and WS = V Ci . We denote by θi the associated exponential convergence pa-
rameter.

Let i ∈ I be such that Pxi (∃n ≥ 0, Xn = xi ) = 0. Then Ci = {xi } and

Exi (V (X1)1X1∈Ci )

V (xi )
= 0.

Now, define

J :=
{

i ∈ I ,
Ex(V (X1)11<τ∂)

V (x)
< θ1 ∀x ∈Ci

}
.

By assumption, there exists only finitely many points x ∈ D such that
Ex (V (X1)11<τ∂ )

V (x) ≥
θ1/2, and hence there exists ρ < θ1 such that

J =
{

i ∈ I ,
Ex(V (X1)11<τ∂)

V (x)
≤ ρ ∀x ∈Ci

}
In particular, for all x ∈∪ j∈JC j ,

Ex(V (X1)1X1∈∪ j∈J C j )

V (x)
≤ ρ,

so, for all n ≥ 1,
Ex

(
V (Xn)1T{∂}∪D\∪ j∈J C j

>n

)
≤ ρnV (x).
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Let J ′ = I \ J . Note that, by assumption, J ′ is finite. In addition, all i ∈ J ′ is either
such that Pxi (∃n ≥ 0, Xn = xi ) > 0 or such that Pxi (∃n ≥ 0, Xn = xi ) = 0, hence
the process restricted to Ci either satisfies Assumption (A) with jS ≡ 0, ηS > 0
and WS =V|Ci , or satisfies

sup
x∈Ci

Ex(V (X1)1X1∈Ci )

V (x)
= 0 ≤ ρ,

so that
sup
x∈Ci

Ex

(
V (Xn)1T{∂}∪D\Ci

>n

)
≤ ρnV (x).

Therefore, the assumptions of Theorem 4.1 are satisfied by the process X and
the finite partition of D given by ∪ j∈JC j and Ci , i ∈ J ′, so we deduce that X
satisfies Assumption (A).

In order to prove the last sentence of Theorem 5.1, we apply the above proof
to the process X restricted to Dx0 ∪ {∂}, where

Dx0 = {x ∈ D such that Px0 (∃n ≥ 0, Xn = x) > 0}.

We deduce from (4.6) in Theorem 4.1 that ηS(x) > 0 in Assumption (A) for this
process, so that Proposition 2.5(iii) entails the claim for X restricted to Dx0 ∪
{∂}. But the definition of Dx0 clearly implies that T{∂}∪D\Dx0

= τ∂ Px0 -a.s., which
concludes the proof.

A Polynomial decay for linear operators on Banach
spaces

A.1 Polynomial decay and first property

Let P be a bounded linear operator on a normed real vector space (B , | · |). We
consider the following assumption.

Assumption (H). There exists a bounded linear operator EP on B and JP ∈ R+
such that, for all x ∈ B and all n ≥ 1,∣∣∣n−JPPn x −EPx

∣∣∣≤αP,n |x|, (A.1)

where (αP,n)n∈N is a numerical sequence which converges to 0 when n →+∞.
We also set αP,0 = 1.
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Remark 22. One natural generalization of Assumption (H) is to consider the
situation wereαP,n =αP,n(x) is allowed to depend on x. One easily checks that
the following result and its proof remain valid in this setting (replacing αP,n by
αP,n(x) in (i)). 4

Proposition A.1. Assume that (H) holds. Then,

(i) for all n ≥ 1 and all `≥ 0,

�Pn�≤ (αP,n +�EP�)nJP ;

(ii) we have PEP = EPP = EP; in particular, EP takes its values in the vector
space of eigenvectors of P associated to 1;

(iii) if x is an eigenvector of P associated to 1, then EPx =1JP=0x.

Proof. The first assertion is immediate. For the second one, we observe that

�PEP−EP�≤�n−JPPn+1 −PEP�
+�(n +1)−JPPn+1 −n−JPPn+1�+�(n +1)−JPPn+1 −EP�

where

�n−JPPn+1 −PEP�=�P(n−JPPn −EP)�≤�P�αP,n

and

�(n +1)−JPPn+1 −n−JPPn+1�≤
(

(n +1)JP

nJP
−1

)
and

�(n +1)JPPn+1 −EP�≤αP,n+1,

so that �PEP−EP�→ 0 when n →+∞, and hence

PEP = EP.

Similarly, for the third assertion, we have

�EPP−EP�≤�n−JPPn+1 −EPP�
+�(n +1)−JPPn+1 −n−JPPn+1�+�(n +1)JPPn+1 −EP�,
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where

�n−JPPn+1 −EPP�≤�P��n−JPPn −EP�≤αP,n ,

and the other terms go to 0 as in the previous case. Hence, we deduce that

EPP= EP.

The last assertion is immediate.

A.2 Polynomial decay for upper triangular matrix of linear op-
erators

Let B1 and B2 be two Banach spaces, and P : B1 → B1, Q : B1 → B2, R : B2 → B2

three bounded operators. We define the Banach space B as the direct sum of
B1 and B2 and consider the operator S=P+Q+R on B , where P|B2 =Q|B2 =
R|B1 = 0. Formally, S can be represented as the following upper triangular ma-
trix of linear operators:

S=
[
P Q
0 R

]
,

so that

Sn =
[
Pn ∑n

k=1R
n−kQPk−1

0 Rn

]
.

The study of the spectrum of such upper triangular matrices of linear oper-
ators over a Banach space has already been considered in the literature, see for
instance [3, 6, 2, 30] and references therein. In the following propositions, we
are interested in the polynomial decay of the operator S, which is related to the
algebraic multiplicity of its leading eigenvalue.

Remark 23. Adapting the results of this section and their proofs to the situa-
tion where Assumption (H) allows αP,n to depend on x is straightforward, but
leads in some places to additional technical assumptions and cumbersome ex-
pressions. Since the situation where αP,n does not depend on x is sufficiently
rich to illustrate the implications of the results below, we decided to only ex-
pose this simplest situation. We leave the interested reader to check that if
αP,n =αP,n(x) is allowed to depend on x, then

• Proposition A.2 still holds true, replacing αP,` by αP,`(x) in the expres-
sion of αS,n ;
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• Proposition A.3 still holds true, assuming in addition that

βn(x) :=
n−1∑
k=0

αR,n−k−1(QPk x)θk −−−−−→
n→+∞ 0

and replacing
∑n−1

k=0αR,n−k−1θk (resp.αR,n) byβn(x) (resp. αR,n(x)) in the
expression of αS,n ;

• Proposition A.4 still holds true, assuming in addition that

β′
n(x) := 1

n

n∑
k=1

αR,n−k (QPk−1)(x)

(
n −k

n

)JR
−−−−−→
n→+∞ 0.

and replacing
∑n

k=1αR,n−k

(
n−k

n

)JR
(resp. αP,k ) by β′

n(x) (resp. αP,k (x))

in the expression of αS,n .

4
For all n ≥ 0, we set γn =�Rn�, Γn =∑

k≥n γk , θn =�Pn� andΘn =∑
k≥n θk .

We consider the case Γ0 <+∞ in Proposition A.2, the caseΘ0 <+∞ in Proposi-
tion A.3, and the case Γ0 =Θ0 =+∞ in Proposition A.4.

Proposition A.2. Assume that
∑∞

n=0�Rn� < +∞ and that the operator P satis-
fies Assumption (H). Then S satisfies assumption (H) with

JS = JP and ES = EP+ ∑
`≥0

R`QEP,

and

αS,n =αP,n +CΓn +C
n−1∑
k=0

γk

(
(αP,n−k−1 +1)JP(k +1)

n
+αP,n−k−1

)
,

for some positive constant C > 0 (which depends on �Q� and �EP�) and with
the convention that αP,0 = 1.

Proof. Fix n ≥ 1 and x ∈ B1. Then

|n−JPSn x −ESx| ≤ |n−JPPn x −EPx|+
n−1∑
k=0

∣∣∣n−JPRkQPn−k−1x −RkQEPx
∣∣∣

+
∞∑

k=n
|RkQEPx|. (A.2)
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By Assumption (H), the first term on the right hand side is bounded byαP,n(x)|x|.
Moreover, since Q and EP are bounded operators, |RkQEPx| ≤ �QEP�γk |x|
and hence

|n−JPPn x −EPx|+
∣∣∣∣∣ ∞∑
k=n

RkQEPx

∣∣∣∣∣≤αP,n |x|+�QEP�Γn |x|.

For the second term in the r.h.s. of (A.2), we have for all k ∈ {0, . . . ,n −2},∣∣∣n−JPRkQPn−k−1x −RkQEPx
∣∣∣≤ ∣∣∣∣∣1−

(
n −k −1

n

)JP∣∣∣∣∣ �RkQ�
∣∣∣(n −k −1)−JPPn−k−1x

∣∣∣
+�RkQ�

∣∣∣(n −k −1)−JPPn−k−1x −EPx
∣∣∣

≤�Q� JP(k +1)

n
γk

(
αP,n−k−1 +�EP�

) |x|
+�Q�γkαP,n−k−1 |x|,

where we used Proposition A.1 (i) and Assumption (H). For k = n−1, we observe
that ∣∣∣n−JPRkQPn−k−1x −RkQEPx

∣∣∣≤ 2(�Q�+�QEP�)γn−1 |x|.
If x ∈ B2, then Sn x =Rn x and EPx = 0, so that |Sn x −ESx| ≤ γn |x| ≤ Γn |x|.

The above bounds and (A.2) show that S satisfies Assumption (H) with

αS,n =αP,n +CΓn +C
n−1∑
k=0

γk

(
(αP,n−k−1 +1)JP(k +1)

n
+αP,n−k−1

)
,

which converges to 0 when n →+∞.

Proposition A.3. Assume that
∑∞

n=0�Pn� < +∞ and that the operator R satis-
fies Assumption (H). Then S satisfies assumption (H) with

JS = JR and ES = ER+ ∑
`≥0

ERQP`,

and

αS,n =αR,n +CΘn +C
n−1∑
k=0

θk

(
αR,n−k−1 +

JSk

n

)
,

for some positive constant C > 0 (which depends on �Q� and �ERQ�) and with
the convention that αR,0 = 1.
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Proof. We have, for all n ≥ 1 and all x ∈ B ,∣∣∣n−JSSn x −ESx
∣∣∣≤ ∣∣∣n−JRRn x −ERx

∣∣∣+n−JR ∣∣Pn x
∣∣

+n−JR
n−1∑
k=0

∣∣∣Rn−k−1QPk x − (n −k −1)JRERQPk x
∣∣∣

+
n−1∑
k=0

(
1−

(
n −k −1

n

)JR)
|ERQPk x|

+
∞∑

k=n
|ERQPk x|.

Using Assumption (H) for R and the fact that Q is a bounded operator, we de-
duce that the first three terms are bounded by

αR,n |x|+θn |x|+�Q�
n−1∑
k=0

αR,n−k−1

(
n −k −1

n

)JR

θk |x|

≤
(
αR,n +�Q�

n−1∑
k=0

αR,n−k−1θk

)
|x|.

The fourth and fifth terms are bounded by

n−1∑
k=0

�ERQ�
(

1−
(

n −k −1

n

)JR)
θk |x|+

∞∑
k=n

�ERQ�θk |x|

≤ �ERQ�
(

n−1∑
k=0

JRk

n
θk +Θn

)
|x|.

We finally deduce that ∣∣∣n− jSSn x −ESx
∣∣∣≤αS,n |x|,

where

αS,n =αR,n +�Q�
n−1∑
k=0

αR,n−k−1θk + (�ERQ�+1)Θn +�ERQ�
n−1∑
k=0

JSk

n
θk .

Proposition A.4. Assume P and R both satisfy Assumption (H), with JP = 0.
Then S satisfies Assumption (H) with

JS = 1+JR and ES = 1

JS
ERQEP
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and

αS,n = C

n

(
JR +

n∑
k=0

αP,k +
(
max
k≥0

αP,k +1

) n∑
k=0

αR,n−k

(
n −k

n

)JR )
for some positive constant C (which depends on �ERQEP�, �ERQ�, �Q� and
�EP�), and with the convention that αP,0 =αR,0 = 1.

Proof. Using the fact that Sn x =Pn x +∑n
k=1R

n−kQPk−1x, we deduce that∣∣∣n−JSSn x −ESx
∣∣∣≤ n−JSPn x +n−JSRn x

+n−JS
n∑

k=1

∣∣∣Rn−kQPk−1x − (n −k)JRERQPk−1x
∣∣∣

+n−JS
n∑

k=1
(n −k)JR

∣∣∣ERQPk−1x −ERQEPx
∣∣∣

+
∣∣∣∣∣n−JS

n∑
k=1

(n −k)JR − 1

JS

∣∣∣∣∣ ∣∣ERQEPx
∣∣ (A.3)

For the first two terms on the right hand side, we deduce from Proposi-
tion A.1 (i) that

n−JS |Pn x|+n−JSRn x ≤ (αP,n +αR,n +�EP�+�ER�)n−1 |x|. (A.4)

For the third term, we use that, for all n ≥ 1, Proposition A.1 (i) and the
boundedness of Q imply

|QPn−1x| ≤ �Q�(αP,n−1 +�EP�)|x|.

Hence, using Assumption (H) for R, we obtain, for all k ≥ 1,∣∣∣Rn−kQPk−1x − (n −k)JRERQPk−1x
∣∣∣≤αR,n−k (n −k)JR�Q�(αP,k−1 +�EP�)|x|.

Thus

n−JS
n∑

k=1

∣∣∣Rn−kQPk−1x − (n −k)JRERQPk−1x
∣∣∣

≤�Q�|x|
(
max
k≥0

αP,k +�EP�
)

1

n

n∑
k=1

αR,n−k

(
n −k

n

)JR
. (A.5)
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For the fourth term, we use Assumption (H) for P to derive

n−JS
n∑

k=1
(n −k)JR

∣∣∣ERQPk−1x −ERQEPx
∣∣∣≤ �ERQ�|x|

n

n∑
k=1

αP,k−1(1−k/n)JR .

(A.6)

Finally, the fifth term in (A.3) is bounded by

�ERQEP�
∣∣∣∣∣n−JS

n∑
k=1

(n −k)JR − 1

JS

∣∣∣∣∣ |x| (A.7)

≤�ERQEP�
n∑

k=1

∣∣∣∣ 1

n
(1−k/n)JR −

∫ k/n

(k−1)/n
(1−u)JR du

∣∣∣∣ |x|
≤ �ERQEP�

JR
n

|x|. (A.8)

Combining (A.3) and the bounds (A.4), (A.5), (A.6), (A.8) ends the proof of
Proposition A.4.
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