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Abstract

Taking domain knowledge into account is a long-standing issue in AI, especially nowadays where huge amounts of data are collected in the hope of delivering new insights and value. Let us consider the following scenario. Let $D(y, x_1, \ldots, x_n)$ be a dataset, Alice a data scientist, Bob a domain expert and $y = f(x_1, \ldots, x_n)$ a function known by Bob from his background knowledge. We are interested in the following simple yet crucial questions for Alice: how to define the satisfaction of $f$ in $D$ and how difficult is it to measure that satisfaction? It turns out that those problems are related to functional dependencies (FDs) and especially FD measurements used to quantify their satisfaction in a dataset such as the $g_3$ indicator.

In this paper, we examine the computation of $g_3$ with crisp FDs (aka. exact FDs) and a large class of non-crisp FDs replacing strict equality by more flexible predicates. Interestingly, it is known that the computation of $g_3$ with crisp FDs is polynomial but turns out to be NP-Hard for non-crisp FDs. In this paper, we propose different exact and approximate solutions for the computation of $g_3$ for both types. First, for crisp FDs with very large datasets, we propose solutions based on uniform and stratified random sampling. Second, for non-crisp FDs we present a detailed computation pipeline with various computation optimizations, including approximation algorithms and adaptations of recent developments in sublinear algorithms for NP-Hard problems.

We also propose an in-depth experimental study of the algorithms presented in terms of time performances and approximation accuracy. All the algorithms are also made available through FASTG3, an open-source Python library designed to be intuitive and efficient thanks to an underlying C++ implementation.
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I. INTRODUCTION

When collaborating with domain experts with the aim of confronting their knowledge with real data, data scientists need an efficient way to express and measure their theoretical model against a dataset. Inspired by a current collaboration with the industry, we consider the toy dataset ($r_{toy}$) in Table I presenting various values of a hydropower turbine. Notably, we consider the three following attributes: the incoming flow (measured in $m^3s^{-1}$), the elevation of the waterfall ($m$) and the power produced ($MW$). From collaboration with domain experts, let us assume that, at least in theory, the power is completely dependant on the flow and the elevation according to the following model expressed as a function:

$$\text{power} = f_{\eta, \rho}(\text{flow}, \text{elevation}) = \eta \cdot \rho \cdot \text{flow} \cdot \text{elevation} \quad (1)$$

with $\eta$ the turbine efficiency specific to the machine and $\rho$ the water density, 2 fixed parameters.

Therefore, to assess the proper functioning of their turbines and gain insights into potential technical optimizations, it is of interest to evaluate the veracity of function $f_{\eta, \rho}$ against on-site recorded data in the form of $r_{toy}$.

<table>
<thead>
<tr>
<th>id</th>
<th>flow</th>
<th>elevation</th>
<th>power</th>
</tr>
</thead>
<tbody>
<tr>
<td>t0</td>
<td>2.6</td>
<td>10.1</td>
<td>23.3</td>
</tr>
<tr>
<td>t1</td>
<td>2.5</td>
<td>10.2</td>
<td>22.9</td>
</tr>
<tr>
<td>t2</td>
<td>2.5</td>
<td>10.2</td>
<td>23.0</td>
</tr>
<tr>
<td>t3</td>
<td>2.6</td>
<td>10.0</td>
<td>23.4</td>
</tr>
<tr>
<td>t4</td>
<td>2.7</td>
<td>10.0</td>
<td>24.3</td>
</tr>
<tr>
<td>t5</td>
<td>2.7</td>
<td>10.1</td>
<td>24.5</td>
</tr>
</tbody>
</table>

Functions are deterministic by nature: 	extit{there can only be one output for a given input}. To express such a constraint in data, functional dependencies (FDs) have proven their effectiveness by offering a comprehensive framework to express constraints between sets of attributes. Introduced in \textsuperscript{1}, FDs have been extensively used to express restrictions and to verify integrity in
databases but their role has gradually extended to many tasks from data cleaning [5] to data mining [36] or query optimization [34]. More broadly, FDs and their many relaxations can be used to express and analyze most relationships in a dataset.

In its original definition, a crisp FD $\varphi$ defined over a schema $R$ is an expression in the form $X \rightarrow C$ with $X \cup \{C\} \subseteq R$ where $X$ is called the antecedent and $C$ the consequent. $\varphi$ is said to be satisfied in a relation $r$ of $R$ when for all pairs of tuple $(t_1, t_2)$ in $r$, if $t_1[A] = t_2[A]$ for all $A$ in $X$, we have $t_1[C] = t_2[C]$. In other words, $\varphi$ expresses formally that the values of the antecedents in $r$ should completely define the values of the consequent. In the toy dataset presented above, the function examined could be naturally expressed as follows:

$$\varphi_{\text{crisp}} : \text{flow}, \text{elevation} \rightarrow \text{power}$$

However, this definition of satisfaction is known to be too strict to portray many real-life scenarios. Thus, it is often necessary to quantify the partial agreement of an FD in data rather than just assessing its perfect satisfaction for all tuples. To this end, a measure of satisfaction (a.k.a coverage) needs to be chosen for $\varphi$ in $r$. Initially defined in [30], the most common indicator for this purpose is known as $g_3$. More precisely, $g_3(\varphi, r)$ corresponds to the smallest proportion of tuples to be removed from relation $r$ for $\varphi$ to hold in $r$. In the literature, the $g_3$ indicator is often named $g_3$-error [7] or just error [23] while its opposite $(1 - g_3)$ is often called confidence (abrv. conf) [11], [20], [43]. Due to errors in sensor recordings or temporary perturbations in the turbine (eg. various elements such as branches often succeeding to passing upstream filters), it is very unlikely that an FD such as $\varphi_{\text{crisp}}$ will be valid on the whole dataset despite being almost accurate. For instance, we may consider $\varphi_{\text{crisp}}$ to be accurate enough if $g_3(\varphi_{\text{crisp}}, r_{\text{toy}})$ is below 5%.

In addition, it is of interest to extend the use of $g_3$ to other types of FDs. In this paper, we focus on relaxations on the attribute’s value comparison where the strict equality imposed by crisp FDs is replaced by predicates as proposed in [7], [9], [45]. This powerful relaxation makes it possible to capture a more refined notion of closeness directly linked to the problem at hand and the domain knowledge available. In the case of $r_{\text{toy}}$, many FDs would turn out to be trivially satisfied since all $X$ values are likely to be unique as they are continuous measures. It appears that a major piece of information has been forgotten in $\varphi_{\text{crisp}}$: sensor uncertainty. Indeed, all sensor measures have an associated uncertainty which makes strict equality insufficient to fully capture the subtlety of the data. Along with domain experts, it is possible to define a more accurate non-crisp FD such as:

$$\varphi_{\text{ncrisp}} : [\text{flow} \pm 0.05 \cdot \text{flow}], [\text{elevation} \pm 0.05] \rightarrow [\text{power} \pm 0.01]$$

The only difference is the replacement of the equality by an appropriate predicate. With $\tau_a$ and $\tau_r$ being respectively the absolute (eg. elevation and power) and relative (eg. flow) uncertainties, for two values $a$ and $b$ of a given attribute, the crisp equality could be replaced by a predicate such as:

$$|a - b| \leq \tau_a + \tau_r \cdot \max(|a|, |b|)$$

(2)

For $r_{\text{toy}}$, the pair $(t_1, t_2)$ is the only one to violate $\varphi_{\text{crisp}}$ despite some other pairs of tuples being very close (eg. $(t_3, t_4)$). However, integrating uncertainties by using $\varphi_{\text{ncrisp}}$ displays the possible difficulties of real-life data in matching the target function: $\{(t_0, t_s), (t_1, t_2), (t_3, t_4)\}$. In this trivial case, it is sufficient to remove one tuple in each pair to get the smallest satisfying subset such that $g_3(\varphi_{\text{ncrisp}}, r_{\text{toy}}) = \frac{1}{6}$ and $g_3(\varphi_{\text{ncrisp}}, r_{\text{toy}}) = \frac{5}{6} = 0.5$. In this latter case, it means that half of the tuples need to be removed from $r_{\text{toy}}$ for $\varphi_{\text{ncrisp}}$ to be satisfied. Such a high error would require discussion with domain experts: what are the possible causes of such deviations from the model?

However, if $g_3$ can be computed in polynomial time in the case of crisp FDs such as $\varphi_{\text{crisp}}$, introducing relaxations on value comparison such as the one presented in $\varphi_{\text{ncrisp}}$ shifts it into the NP-Hard problem class by reduction from the Minimum Vertex Cover (MVC) [43].

Moreover, $g_3$ is at the core of many FD mining algorithms [30], [49], [25], [8] and new uses have recently emerged in the literature. Notably, we consider the supervised learning case of a target $C$ to be predicted from a set of features $X$ using a learning algorithm on $r$. With strict equality predicates, [31] points out conf$(X \rightarrow C, r)$ to be an upper-bound on the accuracy of any model built on $r$. Equally, [17] presents ADESIT, a tool based on the $g_3$ indicator to help domain experts predict the success of the learning process.

In summary, we present the following contributions:

- **Crisp FDs.** It is known that the computation of $g_3$ with crisp FDs is easy for small datasets [30]. In this paper, we propose practical solutions for its computational scalability with larger datasets, a subject that has received only little attention in the literature. Thus, we compare the scalability of two exact algorithms optimizing memory and time complexity respectively for computing $g_3$ with crisp FDs. For very large datasets where exact algorithms find their limit, we analyze the theoretical guarantees of uniform random sampling and study advanced sampling schemes to allow for computation
scalability. Notably, we propose an improvement on a stratified sampling algorithm proposed in [11], an improvement which provides excellent results in practice.

- **Non-crisp FDs.** The computation of $g_3$ with differential dependencies (a special type of FDs) has been proven to be NP-Hard [43]. We generalize this result to a larger class covering many known FD extensions in the literature, and present, to the best of our knowledge, the first full pipeline for computing the $g_3$ indicator with relaxed equality. We examine its computational scalability by presenting connections to similar problems in the literature, especially for the violating pairs enumeration process which is, in practice, the bottleneck of the operation. We also propose solutions for its exact computation and, for very large datasets, we adapt approximation algorithms and recent developments in sublinear algorithms for NP-Hard problems [50], [37].

- **Experiments.** We conduct comprehensive experiments through a study of time performance and approximation accuracy. Notably, we demonstrate that the proposed algorithms and optimizations can be used for very large datasets with reasonable computation times while keeping a good level of accuracy for the expected results. We also detail what dataset specificities and problem parameters impact the computation time. All the algorithms are also made available through FASTG3, an open-source Python library for computing $g_3$ providing efficient and scalable C++ implementations [4] with an intuitive API.

Firstly, we present the $g_3$ indicator and its associated semantics. Then, we propose solutions for its computation in the case of crisp and non-crisp FDs with solutions for its exact and approximate computation. Finally, we experiment with multiple datasets to analyze the time processing performances and the accuracy of the approximate algorithms.

## II. Preliminaries

We consider a relation $r$ of size (number of rows) $n$ defined over schema $R = \{A_1, ..., A_m, C\}$. We consider an FD $\varphi$ in the form $X \rightarrow C$ with $X \cup \{C\} \subseteq R$. Firstly, we define the satisfaction of crisp FDs as proposed by Armstrong in [1] (also called exact or classical FDs). $\varphi_{\text{crisp}}$ is an example of such an FD.

**Definition II.1** (Satisfaction of crisp FDs). $\varphi$ is satisfied in a relation $r$ (noted $r \models \varphi$) if:

$$\forall t_1, t_2 \in r, \forall A_i \in X, t_1[A_i] = t_2[A_i] \Rightarrow t_1[C] = t_2[C]$$

As stated before, it is well-known that the strict equality imposed by crisp FDs is often too narrow to capture intricate real-life phenomena and numerous extensions have been proposed [2]. Indeed, when discussing with domain experts, the data scientist often faces the situation where two very close values are considered equal from a practical point of view. A small displacement in the cog of a turbine is not always sufficient to drive the next one, a small delta in measured voltage may be due to static electricity and two flow values may be equal in real life but different in their measurement due to sensor uncertainty... We focus on a well-known class of FDs allowing to relax the equality by attribute-wise predicates able to capture this notion of closeness and call them non-crisp FDs.

**Definition II.2** (Satisfaction of non-crisp FDs). We equip each attribute $A_i$ in $X \cup \{C\}$ with a predicate $\phi_i$ such that:

$$\phi_i : \text{dom}(A_i) \times \text{dom}(A_i) \rightarrow \{\text{true}, \text{false}\}$$

We assume $\phi_i$ to be computable in polynomial time in the size of its input. Thus, $\varphi$ is satisfied in a relation $r$ (noted $r \models_{nc} \varphi$) if:

$$\forall t_1, t_2 \in r, \bigwedge_{A_i \in X} \phi_i(t_1[A_i], t_2[A_i]) \Rightarrow \phi_c(t_1[C], t_2[C])$$

Many well-known examples of non-crisp FDs such as Similarity Dependencies [2], Differential Dependencies [43] or Neighborhood Dependencies [3] can be found in the literature and generally use a mix of metric predicates (metric associate with a threshold) and equality predicates, see also [9]. The substitution of equality by predicates considerably enlarges the spectrum of expression from string and numerical metrics to ordering constraints and probabilistic proximity. $\varphi_{nc\text{crisp}}$ is an example of such an FD.

With crisp and non-crisp FDs, the computation of $g_3$ relies on the notion of violating pairs. A pair of tuples $(t_1, t_2)$ is defined as a violating pair if it does not satisfy (or violates) $\varphi$. In the case of crisp FDs for instance, $(t_1, t_2)$ is a violating pair (written $(t_1, t_2) \not\models \varphi$) iff $t_1[A] = t_2[A]$ for $A$ in $X$ and $t_1[C] \neq t_2[C]$. In other words, a violating pair is a contradiction...
in the relation where two tuples have similar antecedents and dissimilar consequents with regard to the definition of \( \varphi \). The set \( VP \) of violating pairs for a relation \( r \) and an FD \( \varphi \) can be written as follows:

\[
VP(\varphi, r) = \{ (t_1, t_2) | t_1, t_2 \in r, (t_1, t_2) \not\models_{nc} \varphi \} \tag{3}
\]

Hence, \( g_3 \) is defined as the minimum proportion of tuples to be removed from relation \( r \) to get rid of all violating pairs \([30]\). Along with its direct derivatives the \textit{error} and \textit{confidence} (conf), \( g_3 \) can be expressed as follows:

\[
\begin{align*}
g_3(\varphi, r) &= 1 - \max\left(\frac{|\{s \mid s \subseteq r, |VP(\varphi, s)| = 0\}|}{|r|}\right) \\
&= 1 - \max\left(\frac{|\{s \mid s \subseteq r, s \models_{nc} \varphi\}|}{|r|}\right) \\
&= \text{error}(\varphi, r) = 1 - \text{conf}(\varphi, r)
\end{align*}
\]

We also define the \textit{validation problem} versions of error and confidence introduced in \([30]\) and formalized in \([43]\). These decision problems are often used to validate the veracity of a given FD automatically using a threshold chosen with domain experts (in FD mining algorithms for example). They can be expressed as follows:

- \textbf{Error validation problem} Given a threshold \( \eta_e \), output YES if \( \text{error}(\varphi, r) \leq \eta_e \) and NO otherwise.
- \textbf{Confidence validation problem} Given a threshold \( \eta_c \), output YES if \( \text{conf}(\varphi, r) \geq \eta_c \) and NO otherwise.

Thus, the error (or confidence) stands for the proportion of \textit{bad} (or \textit{good}) tuples and is meant to be minimized (or maximized). Despite one being simply the dual of the other, the computations of error and confidence differ in some situations, and in particular, we will see that their approximation guarantees are not the same in the case of non-crisp FDs. These differences in use as well as in computation justify making a clear distinction between them.

If \( g_3 \) can be computed in polynomial time in \( n \) with crisp FDs, relaxing the equality and losing its associated transitivity makes the decision version of error and confidence NP-Complete and their exact computation NP-Hard. The approach taken in this paper is inspired by \([43]\) which converts error and confidence to graphs and solve them as the MVC and the Maximum Independent Set (MIS) respectively. However, the MVC is not only NP-Hard but also APX-complete and cannot be approximated with a better factor than 1.3606 \([14]\) or even 2 if the unique games conjecture is true \([29]\). Its dual, the MIS, is even harder as it is strongly NP-Hard, Poly-APX-complete and cannot be approximated within a constant factor \([18]\). Despite these not very encouraging results, the many studies on hard problems have proposed solutions which are explored in this paper.

Multisets are distinguished from sets by the use of brackets ([ ]) in place of braces ({}). Similarly to \([12], [25]\), let an \textit{equivalence class} \( r^x \) be the subset of \( r \) having \( x \) value on \( X \) such that \( r^x = \{ t \mid t \in r, t[X] = x \} \). Unless otherwise indicated, we use \( \pi_X \) in place of \( \pi_X(r) \) the classical projection operator. Equally, the \( g_3 \), \textit{error} and \textit{conf} notations are used in place of \( g_3(\varphi, r) \), \textit{error}(\varphi, r) and \textit{conf}(\varphi, r) respectively. Complexities are considered as tuple comparisons and not value comparisons. More generally, we consider \( |X| + 1 \ll n \) with \( |X| \) the number of antecedents.

Note that underlined appellations spread throughout the document will be used in the experiment section to reference specific algorithms. In particular, \textbf{G3} and \textbf{NCG3} prefix algorithms regarding the computation of \( g_3 \) with crisp and non-crisp FDs respectively.

### III. Computing \( g_3 \) with Crisp FDs

In this section, we first propose multiple ways to compute \( g_3 \) exactly. After analyzing the guarantees of uniform random sampling, we then adapt and propose an improvement to an existing stratified sampling approach \([11]\).

#### A. Computation overview

Let \( \varphi : X \rightarrow C \) be a crisp FD and \( r \) a relation over \( R \). In the case of crisp FDs, computing \( g_3 \) can be done in polynomial time in the number of rows \( n \). For each equivalence class \( r^x \in \pi_X \), there can only be one unique consequent to allow for the satisfaction of \( \varphi \) such that: \( \max_{r^x \in \pi_X} |r^x[C]| = 1 \). Thus, to keep the largest subset of tuples satisfying \( \varphi \), it is sufficient to find the most frequent element in each equivalence class and discard all the other tuples, therefore removing all violating pairs. The normalized size of the discarded sets of tuples corresponds to \( g_3 \). In other words, the \( g_3 \) can be computed by finding all the groups of tuples sharing the same antecedent and counting the most frequent elements in their respective consequents.

#### B. Exact computation

\textbf{GROUP-BY} operations such as the one needed to find all equivalence classes \( r^x \) are generally sort- or hash-based with sorting optimizing memory and hashing time complexity. Both approaches are studied in the following and their full implementations are available on the GitHub repository.
Sorting: G3_MEMOPT first sorts the data and computes $g_3$ in one pass over the data. If the data is sorted externally and is then read in a streaming fashion to find each equivalence class, this method allows for low memory usage. In particular, the memory needed can be adjusted depending on the chunks used for external sorting with memory usage ranging from $O(1)$ to $O(n)$. The overall time complexity of $O(n \log(n))$ is also bounded by the sorting operation.

Hashing: G3_TIMEOPT computes $g_3$ in one pass over the data by storing each equivalence class in a hash table. Hashing is less memory-efficient but allows for a lower theoretical time complexity of $O(n)$. The theoretical memory needed is $\sum_{r \in \pi_X} |r|^2 |C| = O(n)$. However, significant memory and time complexity overheads might be required depending on the hashing algorithm.

C. Random sampling

For very large datasets, computing $g_3$ can become overwhelming in terms of time complexity and memory management. We present techniques for its scalability based on random sampling.

1) Uniform random sampling (G3_URS): We first consider the attractive approach of URS proposed in Algorithm 1. This simple approach is easy to implement, allows for massive gains in computation time and proposes good theoretical guarantees which are presented in Theorem III.1

Algorithm 1 Uniform sampling $g_3$ (G3_URS)

Require:
- Relation $r$, FD $\varphi$
- Algorithm $A$ such that $A(\varphi, s) = g_3(\varphi, s)$
- Confidence $\delta$, Error $\epsilon$

1: $m \leftarrow \min(|r|, \left\lfloor \frac{1}{2\epsilon^2} \ln(\frac{2}{1-\delta}) \right\rfloor)$
2: $s \leftarrow$ uniform random sample of size $m$ drawn from $r$
3: return $A(\varphi, s)$

Theorem III.1. Let $A(\varphi, r)$ be an algorithm computing the exact value of $g_3$ in $T_A(n)$ time. Algorithm 1 computes an estimate $\hat{g}_3$ of $g_3$ such that $p(|\hat{g}_3 - g_3| \leq \epsilon) \geq \delta$ with confidence $\delta$ and error $\epsilon$. Its time complexity is $O(T_A(m, n) + T_A(m))$ with $m = \min(n, \left\lfloor \frac{1}{2\epsilon^2} \ln(\frac{2}{1-\delta}) \right\rfloor)$ and $T_A(m, n)$ the complexity of sampling $m$ of $n$ tuples.

The proof, based on Hoeffding’s inequality [24], is omitted for brevity. Despite its elegance, this approach often performs badly owing to the many specificities of real datasets (very small equivalence classes, too many different consequents, etc., see Section V for experiments).

2) Advanced sampling schemes: We also examine advanced sampling schemes presented in [11] to compute the confidence of CFDs. Those strategies can almost be applied directly to crisp FDs as they are only a specific case of CFDs as explained in [11]. Among the proposed solutions, the 2-pass stratified random sampling (SRS) approach provided the best approximations in their experiments and is the one considered and implemented (G3_SRS) in this paper. Moreover, G3_SRS is implemented with [32] which proposes an improvement on classic reservoir sampling [47] which makes it possible to considerably speed up the first pass if the size of the dataset is known.

The G3_SRS algorithm proposes an estimate of the confidence in two passes over the data. In a first pass, it samples $t = 2\epsilon^{-2} \log(\frac{2}{\delta})$ rows with reservoir sampling to provide an estimate $|\hat{x}|$ of the size $|x|$ of each equivalence class with error $\epsilon$ and confidence $\delta$. In a second pass, it then samples $z$ rows in each equivalence class $r^x$ to compute an estimate $\hat{g}_3(\varphi, r^x)$ of $g_3(\varphi, r^x)$. Finally, it computes a weighted average to provide an estimate of $g_3(\varphi, r)$ for the full relation.

Note that we did not express the reservoir size $z$ in the second pass. Indeed, two methods are proposed in [11] with regard to this: reservoir sampling and the space-saving algorithm [33]. In both cases, the chosen value for $z$ does not take into account the individual equivalence class sizes which can result in extremely over-/under-estimated sample sizes. In her experiments, [33] uses a constant value of $z = 20$. However, while 20 can provide a good estimate for small equivalence class sizes, it is not able to estimate correctly the $g_3$ of very large ones (eg. 50000 tuples). On the opposite, choosing a large value such as 5000 performs better on large equivalence classes but also samples every element of smaller ones which results in a decline in performance. Therefore, we observe that estimating a good constant value for $z$ is not possible as small groups and large groups can coexist in the same dataset. This is why propose to use a variable reservoir size $z_x$ for each equivalence class $r^x$ which depends on $|r^x|$ (improvement implemented in G3_SRSI). Notably, we use the estimate $|\hat{x}|$ made in the first pass for the size of each equivalence class $r^x$ and then use Hoeffding’s inequality with finite population...
correction \[ \text{IV.1} \] to provide an adaptive sample size \( z_x \) such that:

\[
 z_x = \left( \frac{2e^2}{\ln(\frac{2}{\epsilon^2})} + \frac{1}{|p|^2} \right)^{-1}
\]

with error \( \epsilon \) and confidence \( \delta \). This solution brings two major improvements: nothing is to be assumed about the data beforehand to choose \( z \) manually, each reservoir size \( z_x \) is chosen so as to offer good guarantees on the approximation while sampling \textit{just enough} tuples. We will see that this approach \( \text{G3 SRS} \) works very well in practice and outperforms \text{G3 SRS} all the time.

IV. COMPUTING \( g_3 \) WITH NON-CRISP FDs

We now investigate the case of non-crisp FDs. We examine first the hardness of these problems and then approaches to compute error and confidence with non-crisp FDs, both exactly and with approximations. Note that in this section, error and confidence are examined independently to account for differences in their computing process and notably their approximations.

A. Hardness of error and confidence

In \[ \text{IV.1} \], it is proven that the error and confidence validation problems with differential dependencies (DDs) are NP-Complete by reductions from the MVC and the Clique \[ \text{IV.3} \] respectively.

\textbf{Theorem IV.1.} The error and confidence validation problems are NP-Complete with non-crisp FDs.

The proof is similar to \[ \text{IV.1} \] and is omitted. Note that DDs restrict the predicates to a class of distance metrics whose resulting values are compared with a threshold via an operator. Therefore, DDs are expressible as non-crisp FDs with a restriction on the predicates.

B. Computation overview

Let \( \varphi : X \rightarrow C \) be a non-crisp FD and \( r \) a relation over \( R \). We now formalize an equivalence making it possible to compute error and confidence with non-crisp FDs as a graph problem by solving the MVC and the MIS respectively. We derive an undirected graph \( G_{\varphi,r} = (V,E) \) with \( V \) the set of vertices and \( E \) the set of edges such that:

\[
 V = \{t|t \in r\}, E = \text{VP}(\varphi, r)
\]

\textbf{Property IV.1.} Let \( r \) be a relation, a non-crisp FD \( \varphi \) and a graph \( G_{\varphi,r} = (V,E) \). We have:

\[
 \text{error}(\varphi, r) = \frac{|\text{MVC}(G_{\varphi,r})|}{|V|}, \text{conf}(\varphi, r) = \frac{|\text{MIS}(G_{\varphi,r})|}{|V|}
\]

\textbf{Proof:} Let \( C = \text{MVC}(G_{\varphi,r}) \) be the result of the MVC. As a direct result from the MVC, there exists no edge \( e \) in \( E \) such that both endpoints are in \( V \setminus C \) and therefore no violating pair in the corresponding set of tuples. Moreover, by definition, \( C \) is also the minimum set of vertices/tuples which can be removed to achieve this violating-pair-free set. Therefore, and as \( |V| = n \), we prove the equivalence mentioned above:

\[
 \text{error}(\varphi, r) = \frac{|C|}{|V|} = \frac{|\text{MVC}(G_{\varphi,r})|}{|V|}
\]

The proof is similar for the confidence.

Using the conversion described above, the computation of error and confidence is made up of two major operations:

1) \textbf{Violating pair enumeration} To convert the problem from a relation \( r \) and a non-crisp FD \( \varphi \) to a general undirected graph \( G_{\varphi,r} \), we need to enumerate all violating pairs in \( r \) to create the edges. This operation is costly as it is quadratic in the number of tuples \( n \) and optimizations will be examined.

2) \textbf{Solving the MVC and the MIS} These two problems can be solved exactly in a reasonable amount of time for a small number of edges (number of violating pairs). However, their exponential complexity becomes quickly overwhelming and approximations must be examined. Two major types of approximations will be considered: approximation algorithms and sampling techniques.

\textbf{Crisp FDs from a graph point of view:} In the case of crisp FDs, and as they are only a special case of non-crisp FDs, the exact same conversion can be applied to compute error and confidence and thus \( g_3 \). In particular, for each equivalence class \( r^x \in \pi_X \), the conversion generates an isolated complete \( k \)-partite graph made of \( k = |r^x| |C| \) fully connected independent sets. This family of graphs is also a minimal superclass of \( P_4 \)-tidy graphs in which the MVC and MIS have been proven to be solvable in linear time \[ \text{IV.4} \] which confirms our previous polynomial result.
C. Exact computation

1) Violating pair enumeration: Violating pair enumeration (VPE) consists in finding all pairs of tuples in a relation with similar antecedents and dissimilar consequents.

Brute force (VPE BF): In the most general scenario, each tuple in \( r \) must be compared to all other tuples in a nested loop. With this scheme, \( \mathcal{O}(T_n) \) comparisons are required with \( T_n = \binom{n+1}{2} = O(n^2) \). A comparison is the successive pairwise comparison of each attribute of two tuples which results in, at most, \(|X| + 1\) computed predicates for each pair of tuples.

Hopefully, the problem of comparing pairs of records in a dataset has been extensively studied in multiple fields ranging from record linkage to similarity joins. Notably, some propositions allowing for significant time gains found in the literature can be applied and are described in the following. In this case, these potential optimizations are directly linked to the definition of the predicates and the attributes space and in some cases where no assumption can be made about either of them, \( T_n \) comparisons are required in practice. Moreover, storing all resulting violating pairs can be memory-intensive: for a dataset of 200k tuples, if all of them are in violation with all others and stored as unsigned ints pairs, \( \sim 200\text{GB} \) are required to store them all.

Blocking (VPE BLOCKOPT): The blocking indexing method is widely used in the field of record linkage as it allows for massive gains in time complexity (see [46] for a survey). It consists in grouping together similar values in attributes and processing each resulting block separately. As \( T_n \) is quadratic, processing smaller blocks will indeed reduce the overall complexity and can easily be combined with parallelization. In our case, this method is applicable only when the predicate is equivalence relation for an attribute in the antecedents. In general, most categorical attributes such as zip codes or phone numbers are usually compared using equality. Note that the gains of this method depend exclusively on the content of the attributes used for grouping as more distinct values lead to smaller blocks and therefore less processing time. Let \( X = \) the set of antecedents with the equality predicate. After blocking into \( B = |r[X=]| \) blocks, the number of comparisons is bounded by \( \mathcal{O}(B \cdot T_{n_{max}}) \) with \( n_{max} \) the size of the largest block. Note that the blocking operation is similar to a GROUP-BY whose complexity is discussed in Section III

Attribute comparison order (VPE COMPOPT): There are situations in which no equivalence predicate is used in the antecedents or where blocking doesn’t produce sufficiently small blocks for reasonable computation times. Thus, it is of interest to optimize the comparison inside the blocks. Notably, the order of the attributes checked successively plays an important role in the complexity of VPE: we want the attributes to be in an order which generates the fewest false positives. Indeed, if the comparison on the first attribute is positive, then the second one is checked and so on until it is either identified as a violating pair or rejected. However, if a pair of tuples is rejected by an attribute, all predicates computed before will have been a waste of resources by generating a false positive temporary violating pair (this is especially important for costly predicates such as the Levenshtein distance). We should therefore sort the attributes for comparison from the one generating the fewest violating pairs to the one generating the most. To evaluate the number of potential violating pairs of an attribute \( a \) where blocking doesn’t produce sufficiently small blocks for reasonable computation times. Thus, it is of interest to optimize the comparison inside a block. We need to restrict the expressiveness of one predicate in the antecedents. The goal is to output a set of candidate pairs by first joining on an attribute for which the complexity can be optimized. After blocking into \( B = |r[X=]| \) blocks, the number of comparisons is bounded by \( \mathcal{O}(B \cdot T_{n_{max}}) \) with \( n_{max} \) the size of the largest block. Note that the blocking operation is similar to a GROUP-BY whose complexity is discussed in Section III

Candidate pairs in totally ordered space with monotonic predicate (VPE ORDEROPT): For further optimization regarding the comparison inside a block, we need to restrict the expressiveness of one predicate in the antecedents. The goal is to output a set of candidate pairs by first joining on an attribute for which the complexity is doable. Then, the full pairwise attribute comparison can be performed on this restricted number of candidates.

Notably, we consider the case where an antecedent \( A_i^p \) belongs to a totally ordered space. In particular, we consider monotonic symmetric predicates such that for elements \( a, b, c \in dom(A_i^p) \), we have:

\[
a \leq b \leq c, \phi_i(a, c) \implies \phi_i(a, b)
\]

Many predicates using a monotone metric with a threshold found in the literature respect this condition but other predicates such as the one presented in Formula 2 in our hydropower running example also allow this optimization to be applied. In that very case, it is sufficient to sort the data in \( \mathcal{O}(n \log(n)) \) and apply a sliding window algorithm similar to the one proposed in [13] which can output all candidates in one pass over the sorted data. Ages, incomes and sizes are, except in very specific cases, ordered numerical attributes. Nonetheless, this method can still be very expensive when the number of candidate pairs is still large (notably when the dataset contains many violating pairs) and the time complexity is still bounded by \( \mathcal{O}(T_n) \).

Note that other optimizations specific to some attributes and predicates could be achieved for faster VPE. The optimizations proposed in this section are meant to be generic and to provide leads for adapting the process to the specific cases one might encounter.
2) Solving error and confidence: Once the graph $G_{\varphi, r}$ resulting from VPE is constructed, error and confidence can be evaluated by solving MVC($G_{\varphi, r}$) and MIS($G_{\varphi, r}$) respectively. Two main types of algorithms exist for solving the MVC/MIS: exact algorithms and heuristic algorithms. Exact algorithms guarantee the optimality of their solution but may take an unreasonable amount of time for large graphs. In contrast, heuristic algorithms such as local-search algorithms do not offer any guarantee but are known to propose in practice near-optimal solutions within a reasonable time (generally set by the user) without being limited by the size of the graph.

In FASTG3, we propose the exact solver WeGotYouCovered \[22\] (NCG3_EXACT), winner of PACE 2019, and the local search algorithm NuMVC \[6\] (NCG3_HEUR(t) with t the running time) which runs a certain time provided by the user and outputs the best solution found.

The special case of validation problems: In this specific case, it is possible to optimize the search space by using a fixed-parameter tractable (FPT) algorithm for the MVC for the error validation problem. The problem is therefore not to find a MVC but to answer the question: Is there an MVC of size smaller than $k$? For instance, \[10\] makes it possible to solve it in $O(kn + 1.2738^k)$ with $k = n\eta_r$. Nonetheless, this algorithm has a $\text{klam}$ value \[16\] of 190 (maximum value of $k$ for which the algorithm is expected to be practical) which makes it suitable only for small thresholds $\eta_r$. As far as we know, the MIS does not have any FPT algorithm and the confidence validation problem is still intractable after this relaxation. More formally, it is $\text{W[1]}$-hard \[16\].

D. Approximation algorithms

Many approximation algorithms have been designed for the MVC and the MIS. Approximation algorithms generally express their guarantees by a ratio which can be constant or dependant on the problem parameters. We denote by $C$ and $S$ two instances of an MVC and an MIS for $G_{\varphi, r}$ and by $\tilde{C}$ and $\tilde{S}$ the result of an approximation algorithm for these same problems. Therefore, given a $k$-approximation algorithm for those problems with $k$ the approximation ratio, we get:

$$|C| \leq |\tilde{C}| \leq k|C|, \quad k^{-1}|S| \leq |\tilde{S}| \leq |S|$$

or equivalently

$$\text{error} \leq \text{error} \leq k\text{error}, \quad k^{-1}\text{conf} \leq \tilde{\text{conf}} \leq \text{conf}$$

For the MVC, a very well-known greedy algorithm developed by Gavril and Yanakakis and described in \[38\] achieves a 2-approximation ratio (NCG3_2APPROX) by computing the size of a maximal matching in the graph. This is the best constant-factor currently known for this problem. A more involved algorithm \[28\] achieves a better factor of $2 - \Theta(1/\sqrt{\log(V)})$ but is dependant on the size of the graph. However, while a lower approximation factor is a guarantee for the stability of the algorithm, it does not always give the best results in practice. Hence, \[13\] proposes an experimental comparison of 6 approximation algorithms which only confirms this last statement. Notably, the Greedy Independent Cover (GIC) algorithm (NCG3_GIC) \[21\] appears to be the clear winner of this benchmark and is implemented in FASTG3. While it only provides an approximation ratio of at least $\frac{\sqrt{d}}{2}$ (with $d$ the maximum degree of the graph), it often provides almost-perfect approximations on a wide variety of graphs in log-linear time. In this case, these algorithms are really fast to run and the VPE becomes the bottleneck of the operation. Therefore, computing multiple approximations and taking the smallest is a viable option as it requires VPE to be performed only once. For instance, NCG3_2APPROX can be used as a barrier for worst-case scenarios for NCG3_GIC.

Regarding the MIS, no constant-factor approximation algorithm is currently known. The most well-known algorithm for this problem is the minimum greedy algorithm presented in \[21\] from which the GIC algorithm presented above is derived. Its guarantee is an approximation factor of $\frac{\sqrt{d} + 2}{2}$. More generally, any upper-bound on the MVC acts as a lower-bound for the MIS without, however, the same approximation guarantees.

E. Random sampling

For very large datasets, random sampling is often a practical solution. We therefore now present sublinear algorithms able to estimate the size of the MVC or the MIS without looking at the entire graph. To explore a graph, they have only two options: (1) asking for the degree of a given vertex, (2) asking for the neighbors of a vertex.

1) Online VPE: To benefit from those algorithms, VPE has to be performed in an online fashion by fetching all tuples in violation with a given one only when needed. For a given tuple $t$, operations (1) and (2) correspond respectively to the number and the list of tuples in violation with $t$ and are equivalent from an algorithmic point of view. The set of tuples in violation with a given tuple $t$ is expressed as:

$$\text{VP}(\varphi, r, t) = \{t' | t' \in r, (t, t') \not\in \varphi\}$$
Fortunately, this can be done in a very optimized way without losing any optimization proposed in the Section [IV-C1] by keeping all relevant information in memory (blocking, ordered attributes, type of join, etc.). The complexity of online VPE to retrieve all neighbors of a tuple \( t \) of \( r \) ranges from \( |VP(\phi, r, t)| \) to \( n \) depending on the available optimizations. It is therefore possible to propose a graph proxy hiding an on-the-fly VPE procedure to any sublinear graph algorithm, sparing time and memory in regard to complete VPE. This proxy is implemented in FASTG3.

2) Sublinear algorithms: As initially proposed in [39], most sublinear algorithms for the MVC work as follows: (1) sample a set of nodes from the graph, (2) decide for each if it belongs to an (approximate) MVC, (3) generalize the result to estimate the size of the MVC on the full graph. Following the observation used in NCG3 2APPROX that the size of an MVC is between the size and twice the size of any maximal matching, studies subsequent to [39] have proposed solutions to estimate the size of a matching in a graph and use it as bounds for the size of the MVC. In fine, this solution proposes a sublinear estimate of NCG3 2APPROX and therefore a 2-approximation of the size of the MVC. We notably implement [50] (NCG3_SUB09) and [37] (NCG3_SUB11) with respective query complexities of \( O(d^2/\epsilon^2) \) and \( O(d^2 \cdot \text{poly}(1/\epsilon)) \) (corrected from original paper following discussion with the authors) with \( d \) and \( \bar{d} \) the maximum and average degrees. Following Hoeffding’s inequality, by sampling \( m = \min(n, \left\lceil \frac{1}{2\epsilon^2} \ln(\frac{2}{\epsilon^2}) \right\rceil) \) nodes, those algorithms provide an approximation \( |\bar{C}| \) of \( |C| \) such that:

\[
p(|C| - n\epsilon \leq |\bar{C}| \leq 2|C| + n\epsilon) \geq \delta
\]

V. EXPERIMENTS

A. The FASTG3 Python Library

FASTG3 is an open-source library for computing the \( g_3 \) indicator with crisp and non-crisp FDs. This library is proposed as a Python module but achieves very good performances thanks to an underlying C++ implementation based on Cython. FASTG3 is available publicly on Github (github.com/datavalor/fastg3) and is used for all the following experiments. All benchmarks (also available on the repository) are run on the following configuration: Ubuntu 20.04, Python 3.8, i7-7700k, 32GB of memory.

All algorithms implemented and tested are summarized in Table II along with their complexities. VPE used to convert the computation of \( g_3 \) into a a graph problem in the case of non-crisp FDs also uses multiple algorithms and optimizations summarized in Table III.

<table>
<thead>
<tr>
<th>FDs</th>
<th>Name(^a)</th>
<th>Approx?</th>
<th>Complexity(^a,b,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crisp</td>
<td>G3_MEMOPT</td>
<td>-</td>
<td>( O(n \log(n)) )</td>
</tr>
<tr>
<td></td>
<td>G3_TIMEOPT</td>
<td>-</td>
<td>( O(n) )</td>
</tr>
<tr>
<td></td>
<td>G3_URS((A))</td>
<td>Yes</td>
<td>( T_A(m) )</td>
</tr>
<tr>
<td></td>
<td>G3_SRS([[])</td>
<td>Yes</td>
<td>( O(n) )</td>
</tr>
<tr>
<td></td>
<td>G3_SRSI</td>
<td>Yes</td>
<td>( O(n) )</td>
</tr>
</tbody>
</table>

| Non-crisp | VPE+NCG3_EXACT \([\[\]) | Yes | exponential |
| | VPE+NCG3_HEUR(\(t\)) | Yes | \( O(n^2) \) + timeout \( t \) |
| | VPE+NCG3_GIC \([\[\]) | Yes | \( O(n^2) + O(n \log(n) + |VP|) \) |
| | VPE+NCG3_2APPROX \([\[\]) | Yes | \( O(n^2) + O(|VP| \log(n)) \) |
| | NCG3_SUB09\(^d\) \([\[\]) | Yes | \( O(d^3/\epsilon^2) \cdot O(n) \) |
| | NCG3_SUB11\(^d\) \([\[\]) | Yes | \( O(\bar{d}^2 \cdot \text{poly}(1/\epsilon)) \cdot O(n) \) |

\(^a\) VPE+ prefixes algorithm which require to convert the input table to a graph by using VPE composed of \( |VP| \) violating pairs/edges in \( O(n^2) \).

\(^b\) \( d \) and \( \bar{d} \) denote for the maximum and average degree of the VPE graph.

\(^c\) \( \epsilon \) denotes for the statistical error parameter of the algorithms.

\(^d\) NCG3_SUB09 and NCG3_SUB11 use online VPE which multiplies the number of queries made by the algorithms by \( O(n) \).

<table>
<thead>
<tr>
<th>Name</th>
<th>Attribute space</th>
<th>Predicate type</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPE_BF</td>
<td>Any</td>
<td>Any</td>
</tr>
<tr>
<td>VPE_BLOCKOPT</td>
<td>Any</td>
<td>Equality</td>
</tr>
<tr>
<td>VPE_COMPOPT</td>
<td>Any</td>
<td>Any</td>
</tr>
<tr>
<td>VPE_ORDEROPT</td>
<td>Totally ordered</td>
<td>Monotonic</td>
</tr>
</tbody>
</table>
B. Datasets

Two real-life datasets and one synthetic one are used for the experiments:

- **Diamonds** This public dataset is composed of 53,940 tuples with 9 categorical and numerical attributes describing various properties of a set of diamonds.
- **Hydroturbine** Composed of 511,017 tuples, this dataset is similar to the one used in the experiments. It has 6 numerical attributes describing various properties of a water turbine. This dataset cannot be made public for industrial reasons.
- **Syn** We also propose the use of a generator of synthetic datasets making it possible to choose multiple parameters related to the computation of \( g_3 \) with crisp FDs. It is defined as \( \text{Syn}(g = 0.5, n = 1M, e = 300, a = 2, c = 1, u = 0) \) with known \( g_3 \) value \( g \) as well as variable numbers of tuples \( n \), equivalence classes \( e \), antecedents \( a \), and consequents \( c \) and percentage of unique consequents in each equivalence class while keeping the target \( g_3 \) achievable \( u \). We use the default values in the following experiments when parameters are not defined. \( x \) means that the parameter is currently being tested (eg. \( \text{Syn}(g = x, n = 100) \)).

As long as the number of antecedents or consequents is not changed in the experiments, the default FDs presented in the following sections are used. The predicates used in the non-crisp section correspond to uncertainties devised with domain experts for Hydroturbine and are estimated for Diamonds as it is a public dataset. The FDs themselves correspond to potential functions one may encounter, for example, in a prediction problem.

C. Crisp functional dependencies

1) Settings: The FDs used in this section for Diamonds and Hydroturbine are respectively:
   - **carat, cut, color, clarity, depth \( \rightarrow \) price**
     - 41,350 equivalence classes, \( g_3 = 0.20 \)
   - **flow, opening, position \( \rightarrow \) power**
     - 354,867 equivalence classes, \( g_3 = 0.13 \)

   Unless otherwise indicated, sampling algorithms use confidence \( \delta = 0.95 \) and error \( \epsilon = 0.01 \). This corresponds to \( \min(18445, n) \) tuples sampled in the first pass of \( \text{G3}_\text{SRS} \) and \( \text{G3}_\text{SRSI} \) as well as the sample size used by \( \text{G3}_\text{URS} \). \( \text{G3}_\text{URS} \) is used in conjunction with \( \text{G3}_\text{TIMEOPT} \). If \( \text{G3}_\text{SRSI} \) chooses the reservoir size in the second pass using Formula \( 4 \) (with \( \delta = 0.95 \) and \( \epsilon = 0.05 \) in our experiments), a value needs to be chosen for \( \text{G3}_\text{SRS} \). We follow the original paper [11] and use a constant value of \( z = 100 \) unless stated otherwise. This value is larger than the \( z = 20 \) that they used originally but it seemed fairer regarding the variety of our datasets.

2) Results: Figure 1 presents the effect of the number of tuples on the time performance and the approximation accuracy. We observe that for small datasets such as Diamonds, the sorting operation is not an issue and that \( \text{G3}_\text{TIMEOPT} \) is not better than \( \text{G3}_\text{MEMOPT} \). Interestingly, they achieve the same performances on the larger dataset Hydroturbine and that \( \text{G3}_\text{TIMEOPT} \) beats \( \text{G3}_\text{MEMOPT} \) largely on \( \text{Syn}(n = 100M) \). The reasons for this are the large equivalence classes and the low number of unique consequents of Syn which allow the hashing algorithm to reallocate memory less often. Figure 1c shows the linear scalability of our solutions for very large datasets (tests up until \( n = 100M \)). As shown in Figure 2, the number of antecedents has an important effect on the running time. Indeed, the tuple-to-tuple equality check used in every algorithm (hashing, sorting, etc.) becomes longer as the number of attributes’ values to be compared grows (~ linear effect).

For random sampling, we observe that \( \text{G3}_\text{SRSI} \) and \( \text{G3}_\text{SRS} \) have approximately the same running times. They are generally not competitive for small datasets such as Diamonds owing to their computation overheads (notably reservoir sampling) but become efficient for large ones. We see that \( \text{G3}_\text{SRSI} \) is always at least as accurate as \( \text{G3}_\text{SRS} \) and often proposes near-optimal approximations. In Figure 1, we notably observe one of the drawbacks of the original \( \text{G3}_\text{SRS} \): with only 300 equivalence classes, the reservoir size of 100 becomes insufficient which considerably deteriorates the approximation quality. In general, \( \text{G3}_\text{URS} \) is really fast but is only usable with large equivalence classes. Indeed, when the size of the equivalence classes grows (i.e. their number decreases), the proportion of tuples sampled in each one increases, leading to greater accuracy.

Finally, Figure 3 presents the effect of the various parameters of the Syn dataset on the approximation accuracy of random sampling algorithms. It confirms that \( \text{G3}_\text{URS} \) provides poor approximations for datasets with small equivalence classes and therefore requires a large number of samples. However, \( \text{G3}_\text{SRS} \) and \( \text{G3}_\text{SRSI} \) work really well with a small number of sampled tuples. In Figure 2c, we also observe that algorithms tend to provide a worse approximate for \( g_3 \) over 0.5. Indeed, at that point, the most frequent element in each equivalence class is not in strict majority which is known to be a hard case in frequent elements problems (for instance, this is the limit of exact heavy hitters approaches). Finally, we can see that
having very few distinct elements in each equivalence class also degrades the approximation as the most frequent element becomes harder to distinguish from the others.

To summarize, G3\textsubscript{MEMOPT} and G3\textsubscript{TIMEOPT} perform both well with a slight advantage for G3\textsubscript{MEMOPT} when there are few equivalence classes or unique consequents. For random sampling, G3\_SRSI is to be preferred in most cases and its confidence and error in both passes could be decreased further to reduce its execution time. Finally, \(g_3\) values under 0.5 and with more unique consequents are better approximated.
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**Figure 1:** Influence of the number of tuples on time and approximation performances with crisp FDs.
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**Figure 2:** Influence of the number of antecedents on time performances with crisp FDs.

D. Non-crisp functional dependencies

1) Settings: The FDs used in this section for Diamonds and Hydroturbine are respectively:

- \([\text{carat} \pm 0.05], [x \pm 0.05], [y \pm 0.05], [z \pm 0.05], [\text{depth} \pm 0.05], [\text{depth} \pm 0.05], \text{cut}, \text{color}, \text{clarity} \rightarrow [\text{price} \pm 10]\)
  
  - 21,182 violating pairs, \(g_3 = 0.22\)

- \([\text{flow} \pm 0.05], [\text{opening} \pm 0.03], [\text{elevation} \pm 0.03] \rightarrow [\text{power} \pm 0.05]\)
  
  - 2,972,255 violating pairs, \(g_3 = 0.31\)

The Syn dataset is not used in this section as it has been designed specifically for crisp FDs. Hydroturbine is also reduced to a subset of 200,000 rows to keep reasonable computation times, notably to compute the exact MVC with NCG3\_EXACT.
Figure 3: Influence of multiple parameters on the approximation performances with crisp FDs.

NuMVC is used with a constant running time of 1 second (NCG3_HEUR(1s)) and is therefore not shown on the time performance graphs. Unless otherwise indicated, 2000 tuples/nodes are sampled for the two sublinear algorithms NCG3_SUB09 and NCG3_SUB11. We also focus solely on the error for concision. Nonetheless, most experimental conclusions also apply to confidence.

Figure 4: Violating pairs enumeration on the Diamonds dataset with various levels of optimizations.

2) Results:

Violating pair enumeration: Figure 4 presents the execution time of VPE with different levels of optimization for the Diamonds dataset. All these levels are achievable because the non-crisp FD considered contains categorical antecedents with the equality predicate (cut, color, clarity) as well as at least one totally ordered antecedent with monotonic predicate (one of carat, x, y, z, depth, depth). If blocking is so effective, it is because the projection of Diamonds on \{cut, color, clarity\} generates very small blocks which can be processed efficiently. With all optimizations combined, very reasonable computation times are achieved. On the other hand, only VPE_COMPOPT and VPE_ORDEROPT can be used for Hydroturbine and the high number of rows and especially the high number of violating pairs make the process still more time consuming with \(\sim 30s\) total for processing the 200k rows (graph not shown here for brevity).

To summarize, the number of violating pairs is by far the most limiting factor. In addition to more violating pairs meaning more required comparisons, this is also likely to generate more potential false positives (pairs of tuples which are compared to finally conclude that they are not a violating pair) and therefore predicates computed in vain. Therefore, it is possible
to perform optimized VPE on very large datasets with very few violating pairs but it may also be very long with medium datasets which contain a lot of them.

**Computing \(g_3\)/error:** Figure 5 presents the time and approximation performances of the computation of error with non-crisp FDs. We observe that NCG3\_GIC offers excellent approximation accuracy. NCG3\_HEUR(1s) provides perfect results in constant 1s time which is especially useful for very large graphs with many edges where NCG3\_EXACT takes too much time. In all our tests, there is no case where NCG3\_2APPROX is preferred and it is, in general, closer to its 2 approximation ratio guarantee than the exact value.

Sublinear algorithms offer significant time performance benefits by replacing full VPE by online VPE. We can see that both are almost equivalent with Diamonds when NCG3\_SUB11 performs better than NCG3\_SUB09. Indeed, the cubic guarantees of NCG3\_SUB11 are likely to perform better than the quartic guarantees of NCG3\_SUB09. It is also reassuring to see that their approximation is always very close to NCG3\_2APPROX of which they initially propose an estimate. Moreover, we can see that they do not require a large sample size to work well.

**To summarize**, NCG3\_EXACT performs well but becomes limited when the dataset contains numerous violating pairs. Nonetheless, NCG3\_GIC proposes a fast a accurate estimate of the error almost as competitive as NCG3\_HEUR. If VPE becomes too long, sublinear algorithms propose a good estimate of the NCG3\_2APPROX in reasonable time, even with a small sample size. In general, NCG3\_SUB11 is preferred over NCG3\_SUB09.
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Figure 5: Influence of multiple parameters on the time of approximation performances with non-crisp FDs.

3) **Summary of experiments:** With crisp FDs, the computation of \(g_3\) is dependent on the number of tuples and is therefore highly scalable up to millions of tuples. Nevertheless, approximation algorithms can be used to avoid iterating over every tuple and therefore speed up the computation. G3\_URS appeared to be insufficient but stratified approaches propose an efficient alternative (G3\_SRS), especially when used with dynamic reservoir size in the second size (G3\_SRSI) to account for various equivalence class sizes. These approximation algorithms are especially effective for smaller \(g_3\) values.

With non-crisp FDs, the computation of \(g_3\) is dependent on the number of tuples but also on the number of violating pairs. When VPE can be achieved in reasonable time (eg. many optimizations can be applied), G3\_EXACT can be used to compute the error exactly for a small number of violating pairs and G3\_GIC or G3\_HEUR(t) propose efficient approximation alternatives. When VPE becomes too long, sublinear algorithms (especially G3\_SUB11) offer a quicker alternative at the expense approximation quality.

VI. RELATED WORK

The \(g_3\) indicator is not the only known coverage measure. For example, purity dependencies [42] are based on an impurity measure, soft FDs [26] and probabilistic FDs [48] use a probabilistic approach when the alternative of a compression-based measure is preferred in partial determinations [40]. An overview of various coverage measures is presented in [7]. Nonetheless, the \(g_3\) indicator is undoubtedly among the most widely used coverage measures: Approximate FDs [30], approximate DDs
This ubiquity of the \(g_3\) indicator is notably due its intuitive interpretation and its flexibility. When the \(g_3\) only requires the definition of FD satisfiability (which is at the core of any FD definition), the equality relaxation generalized by non-crisp FDs is harder to capture with coverage measures such as the probabilistic ones mentioned above where the need to group values together struggles with the loss of transitivity.

**Crisp FDs:** In [30], introducing \(g_3\) in the context of FD mining, the computation process is described but no detailed algorithm for its exact computation is considered. [25] presents a simple algorithm to compute the \(g_3\)-error for a given equivalence class. Concerning random sampling, an approach is proposed in [30] for the validation problems. Notably, it is proven that a uniform sample of size at least \(O\left(\frac{\eta}{\delta^2} \log\left(\frac{1}{\delta}\right)\right)\) is required to solve it with probability \(\delta\). [11] explores the computation of the confidence of conditional FDs by proposing streaming algorithms based on advanced sampling schemes. One of their propositions has been implemented (G3_SRS), improved (G3_SRSI) and compared to other alternatives.

**Non-crisp FDs:** \(g_3\) has been extensively used in the context of FD mining but only little work for computing it with non-crisp FDs has been carried out. [43] established for the first time an equivalence between the error (or confidence) to the MVC (or MIS) in the case of DDs. A well-known 2-approximation algorithm [38] is used to solve the the MVC in both [43] and [8]. This algorithm corresponds to NCG3_2APPROX in this paper and has been shown to provide average results in practice. The alternative of sublinear algorithms has been studied and a simple algorithm from [39] is proposed. Significant improvements in terms of complexity and approximation guarantees have been proposed in this field and [35], [50], [32] (we study [50], [32] in this paper).

Nonetheless, the problem of converting the input from a relation to a graph problem is not considered by [43] nor [8]. This is, however, a computationally intensive process which has proven during our experiments to be a bottleneck in regard to some of the very efficient approximation algorithms used to solve the MVC/MIS. The VPE approach used to achieve such conversion is a very interesting problem which is at the crossroads of record linkage and similarity joins. If we tried to cover most of the relevant literature, the case of unordered metric space has been deliberately omitted for brevity, despite the fact that it is often useful for comparing, for example, strings with metrics such as the Levenshtein distance. This operation is similar to a range self-similarity join in a metric space and has been extensively studied [51] through the use of indexing such as tree data structures (see [25] for a survey) or divide-and-conquer algorithms such as QuickJoin [27]. In any case, the pair-wise tuple enumeration is known to be a hard problem with no silver bullet. Equally, while efficient approximation algorithms exist, solving the MVC exactly in the most general case still remains a major computational challenge.

Finally, while measuring the veracity of a function in a dataset has been the subject of this paper, analyzing violating pairs to understand why it behaves in this way is also of interest. Presented in [17], the web application ADESIT uses FASTG3 to display indicators such as \(g_3\) and to propose an interactive visualization of violating pairs in the lens of supervised learning or any function in general.

**VII. Conclusion and Future Work**

In this paper, we studied scalable techniques to compute the \(g_3\) indicator with crisp FDs (known to be polynomial) and non-crisp FDs (known to be NP-Hard). For crisp FDs and for very large datasets, advanced sampling schemes were proposed and their theoretical guarantees were analyzed. For non-crisp FDs, two subproblems were identified. First, for the enumeration of the violating pairs which is quadratic in the size of the dataset, blocking techniques, attribute ordering and ordered spaces were studied. Second, an analysis of available approximate algorithms and recent developments in sublinear algorithms were examined for solving the MVC.

All the considered algorithms were then implemented and tested through extensive experiments. For crisp FDs, the propositions were fairly scalable while keeping a good approximation accuracy for sampling approaches. Progressive sampling techniques could be considered to speed up the algorithms. For non-crisp FDs, we observed that the bottleneck of the computation lies in the violating pair enumeration process. Sublinear algorithms offer important time savings but they all simulate NCG3_2APPROX which is known to provide average approximations in practice. Thus, as future work, it could be interesting to adapt a practically better approximation algorithm (eg. degree-based heuristics) which should provide better results.

**Acknowledgments**

We would like to thank Graham Cormode and Divesh Srivastava for the quality of our exchange on their paper [11]. Thanks also to Krzysztof Onak for kindly responding to our questions on [37]. Finally, our thanks go to Datavalor initiative at INSA Lyon for funding a part of this work.
REFERENCES


[32] Li, K.-H. Reservoir-sampling algorithms of time complexity o (n (1+ log (n/n))). ACM Transactions on Mathematical Software (TOMS) 20, 4 (1994), 481–493.


