A Geant4 simulation of X-ray emission for three-dimensional proton imaging of microscopic samples
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ABSTRACT

Purpose
Proton computed microtomography is a technique that reveals the inner content of microscopic samples. The density distribution of the material (in g·cm\(^{-3}\)) is obtained from proton transmission tomography (STIM: Scanning Transmission Ion Microscopy) and the element content from X-ray emission tomography (PIXE: Particle Induced X-ray Emission). A precise quantification of chemical elements is difficult for thick samples, because of the variations of X-ray production cross-sections and of X-ray absorption. Both phenomena are at the origin of an attenuation of the measured X-ray spectra, which leads to an underestimation of the element content. Our aim is to quantify the accuracy of a specific correction method that we designed for thick samples.

Methods
In this study, we describe how the 3D variations in the mass density were taken into account in the reconstruction code, in order to quantify the correction according to the position of the proton beam and the position and aperture angle of the X-ray detector. Moreover, we assess the accuracy of the reconstructed densities using Geant4 simulations on numerical phantoms, used as references.

Results
The correction process was successfully applied and led, for the largest regions of interest (little affected by partial volume effects), to an accuracy \(\leq 4\%\) for phosphorus (compared to about 40% discrepancy without correction).

Conclusion
This study demonstrates the accuracy of the correction method implemented in the tomographic reconstruction code for thick samples. It also points out some advantages offered by Geant4 simulations: i) they produce projection data that are totally independent of the
inversion method used for the image reconstruction; ii) one or more physical processes (X-ray absorption, proton energy loss) can be artificially turned off, in order to precisely quantify the effect of the different phenomena involved in the attenuation of X-ray spectra.

1. Introduction
Proton microbeams of a few MeV are used for the imaging and quantitative characterization of microscopic samples of a few tens or hundreds of micrometers in size, with a wide field of applications [1]. A well-known technique for multi-elementary material analysis is Particle-Induced X-ray Emission (PIXE) [2, 3]. The X-rays emitted from the interaction of incoming protons with atoms of the target material are measured. The analysis of the X-ray spectra leads to the quantification of elemental content, for all chemical elements with atomic number \( Z \geq 11 \) (using conventional thin window X-ray detectors), with a sensitivity going down to a few \( \mu g \cdot g^{-1} \) in concentration. By scanning the proton microbeam over the entire region of interest, two-dimensional (2D) images of the element content distribution are obtained. However, the interpretation of 2D maps can be misleading in terms of precisely locating the elements of interest within the sample. A complementary approach, providing a straightforward in depth localization, is brought by tomography. PIXE tomography was carried out for the first time in the early 1980’s [4], with main applications in biology and material science [5]. To do this, the beam is scanned over the area of interest and, once the scan is complete, the sample is rotated through a small angle to perform the next scan. The measurements are repeated in this way at all projection angles. From these projections, an inversion algorithm is implemented to reconstruct tomographic slices, which are stacked to produce 3D images. PIXE tomography is often performed in conjunction with STIM (Scanning Transmission Ion Microscopy) tomography [6]. Similar to the proton computed tomography (CT) technique used for medical imaging, STIM consists in measuring the energy of protons after they have passed through the object. As the residual energy of protons is directly related to the thickness of the material, STIM tomography provides a 3D distribution of the mass density (in g·cm\(^{-3}\)) within the analyzed volume. In this way, the 3D structure of the object is displayed by density contrast.

Although since the 1980’s the main application areas of STIM and PIXE tomography have been in microscopy, in recent years the growing number of medical proton accelerators for cancer therapy worldwide, has raised a new interest for these techniques in medical imaging. In cancer treatment, proton CT has been largely developed to improve the accuracy of dose calculation for proton treatment planning and also for pre-treatment verification of patient positioning [7]. With regard to PIXE tomography, its potential application for small animal and medical imaging was first demonstrated on test samples of a few centimeters in size, at the proton therapy center of Hokkaido University Hospital, Japan [8]. Its use has also been suggested as a theranostic approach to guide very high energy electron or proton radiotherapy enhanced with gold nanoparticles [9]. Thus, the developments carried out for proton tomography at both the microscopic and macroscopic levels, especially for data reduction, could benefit both communities.

Beyond the obvious first benefit of 3D imaging, which is to locate the elements of interest within the object/patient, a major issue for PIXE microtomography is quantitative imaging, i.e. precise determination of each element content, in terms of element density (g·cm\(^{-3}\)) or concentration (g·g\(^{-1}\)). A possible way to evaluate the precision of the reconstruction process is to compare the results obtained from the same experimental data sets, using different data reduction and tomographic reconstruction methods compared to one another [10,11]. In order to quantify in a more direct way the accuracy of the reconstruction, we proposed to use the Geant4 toolkit (http://geant4.org) [12-14] as a benchmark and we defined numerical phantoms for this purpose [15]. This first study demonstrated a good agreement between the calculated
PIXE densities and the reference data for thin objects (for example a 5 µm cubic phantom). However, a large discrepancy of more than 50% was observed for thick objects (for example a 40 µm cubic phantom). Indeed, two well-known physical phenomena were not included in our reconstruction algorithm: i) Non linear X-ray production (NLXP), which is due to the decrease of proton energy into the sample, leading to a variation of ionization cross section; ii) X-ray absorption (XA) in the material, on the way from the emitting point to the detector. Both phenomena are at the origin of a decrease in the number of X-rays collected in the detector, resulting in an underestimation of the elemental content. In the present work, we describe a numerical method implemented to correct the tomographic reconstruction process for thick samples. We also present a validation of this reconstruction code using Geant4 simulations, in order to quantify the accuracy of the calculated densities compared to the original phantoms. For this purpose, the physical processes of NLXP and XA in Geant4 were switched on or off, in order to precisely quantify, together or separately, the effect of these two phenomena.

2. Materials and methods

2.1. Numerical phantoms
Proton microtomography experiments have been carried out at CENBG in the frame of biological applications, more precisely for the study of the toxicology of titanium dioxide (TiO$_2$) nanoparticles [16]. Their tiny size (less than 100 nm in at least one direction) could imply an ability to cross biological barriers in living organisms. Because they are largely used in everyday life (cosmetics, food, paints...) the risks for adverse health effects due to prolonged or repetitive exposures, in biological species and in the environment, are carefully studied. With this purpose, Caenorhabditis elegans (C. elegans), a transparent nematode (worm) about 1 millimeter in length living in most terrestrial ecosystems (http://www.wormbook.org), has been used as a biological model. Indeed, this worm presents the complexity and the basic functions (especially digestion, reproduction) of animal organisms, whilst being perfectly known and controlled at the physiological and genomic level. Their rapid growth and reproduction (an adult can generate a population of about a thousand genetically identical worms in 10 days) facilitate the study of the consequences of environmental exposure on thousands of individuals. Moreover, different strains of this worm are available, depending on the mutations of interest. At CENBG, C. elegans worms have been grown in presence of titanium dioxide nanoparticles in the culture medium at different concentrations and at different developmental stages. The localization and quantification of titanium dioxide nanoparticles as well as of chemical elements of physiological interest (such as phosphorus, sulphur, chlorine, potassium and calcium) were performed using different conventional 2D proton microbeam imaging techniques [16] and complemented, for an accurate localization and quantification in organs, by 3D STIM and PIXE tomography [17,18]. The samples are in a dehydrated state, as the beamline and analysis chamber are under vacuum. A specific sample preparation protocol was designed, with cryofixation followed by freeze-drying, in order to preserve the sample structure and elemental composition at the cellular level [19,20].

A numerical phantom of the upper part of a C. elegans worm was designed, whose geometry, density and composition were derived from experimental data measured from real C. elegans samples grown in the presence of TiO$_2$ nanoparticles in their culture medium, and detailed in a previous publication [15]. As explained in that publication, the original (biological) concentrations from this phantom would be too low to allow Geant4 simulations to be performed in a reasonable time. For this reason, the content of P, S, Cl, K, Ca was artificially multiplied by a factor of 10 and Ti by a factor of 1000, compared to the original density
values. For clarity, the reference value for each element is specified in the tables given in the Results section. For the C. elegans phantom, six ellipsoids of different densities and elemental compositions were used to model the different regions of interest (ROI), respectively: the “body”, the cuticle, two cell nuclei, and the upper part of the intestine, containing a titanium-rich region (Fig. 1). A second phantom of a simpler shape was also used, constituted of a cube of 40 μm side with a homogeneous density and composition, the same as the “body” part of the C. elegans phantom. The phantoms are placed in “vacuum” material (as predefined in Geant4) for the simulation of the simulation of tomography experiments.

2.2. General set up and selection of physics models

The simulation of computed tomography with a proton beam of a few MeV has been designed using the Geant4 toolkit, and described in detail in a previous publication [15]. New developments were carried out to improve the ergonomics and speed of the code, especially for execution in multithreading mode and for the management of output data files. This new version is based on the recent version of the TestEm5 user application, taken from the set of Geant4 (2020-10.7 version) “extended” examples, allowing in particular the simulation of electromagnetic interactions at low energy. Livermore models [21] and Bearden’s X-ray energy database [22] were used, as previously described [15,23]. In this version, we took advantage of the flexibility of Geant4 as a simulation tool to provide different data sets for testing purposes. Since our aim was to evaluate the accuracy of the NLX XP and XA corrections implemented in the image reconstruction process, we recorded not only the energy and direction of X-rays going out of the object, but also those at the “creation” point (where the X-ray emission occurs). In this way, the physical process of XA could be avoided, in order to check only the NLXP effect. Moreover, we carried out specific simulations in which the process of proton energy loss was artificially canceled. In this way, the proton energy was kept at the initial 1.5 MeV energy all the way through the sample and, consequently, NLXP effect was canceled. To sum up, by combining these different approaches, we could artificially cancel the effect of: i) XA only, by recording the X ray data (energy, direction) at their creation point; ii) NLXP only, by keeping constant the energy of protons and collecting X-ray data at the exit of the object; iii) both NLXP and XA, by recording X ray data at their creation point while keeping the proton energy constant.

These simulated data sets were then used as an input for the tomographic image reconstruction code, with the aim of quantifying the accuracy of the reconstructed density values, compared to the original phantoms used as a reference.

2.3. Scan of tomographic slices

Just like in real experiments, the simulations presented here were carried out using a 1.5 MeV proton beam and the area of interest was scanned in parallel geometry, as previously described [15]: i) The proton source is moved so as to scan the area of interest; ii) when the scan is finished at one projection angle, the proton source moves around the sample and the scan is performed again at this new projection angle. This procedure is repeated until all projections have been simulated. The successive positions and directions of the source are automatically generated by a Python script, according to the user’s specifications. The number of pixels and number of projections chosen for the present study are typical of real experiments. 3D STIM tomography of the C. elegans phantom was performed using a 128x128 pixel scan (resulting in 128 tomographic slices of 128x128 voxels) with 100 projections, with consequently, a total of 1.6384·10⁶ runs (1 run for each position of the source). A coarser grid of only 64 slices of 128x128 voxels was chosen for the cube, as it is homogeneous in density. An optimal number of 20 incident protons per run was set, in agreement with previous studies [15].
For PIXE tomography, only isolated slices were analyzed, as the duration of the simulation is longer, due to the low X-ray production cross sections. Experimental conditions at CENBG for such samples usually require about $10^8$ to $10^9$ protons per position of the beam [18], which would be unrealistic for the simulations in terms of computation time. To overcome this difficulty, in the present study we optimized counting statistics in several ways:

- A large aperture angle was taken for X-ray detectors, ± 70° for the present simulations (solid angle ≈ 4.13 steradians). We should note that this is larger than typical experimental conditions (for instance ± 13° using a Si(Li) spectrometer (e2v Sirius) of 80 mm², placed at 22 mm of the sample [18])
- Two X-ray detectors were considered, placed at “typical” (experimental) angles: the first one at 135° from the incident beam, and the second one at 315°. Experimentally, this approach is widely used for “classical” 2D PIXE imaging [24-27] and also for PIXE tomography [10, 28].

In these conditions, $10^8$ incident protons per shot were sufficient to produce simulated PIXE projections for the selected slice, for all elements of interest. Moreover, in order to reduce the duration of the simulation, a 900 eV energy cutoff was set for the simulation of secondary particles. We should note that this energy limit only deals with the production of secondary particles and that the X-rays we are interested in are above this limit. It was checked that, as expected, this energy limitation did not affect the production of X-rays of interest, nor the residual energy of protons. The Geant4 simulations were carried out on a multicore computer 112 threads, 2.7 GHz, 768 Gb RAM. In these conditions, and using the energy cutoff, the duration of the PIXE simulation was 1.3 days for the C. elegans phantom, whereas it was about 11 days without energy cutoff. In a similar way, the duration of the simulation was also reduced by a factor of ~10 for 3D STIM (128 slices): about 43 minutes with the energy cutoff, compared to 7 hours without.

2.4. Management of output data files
In the previous version of the simulation code, the energy and direction of X-rays was recorded in ROOT (https://root.cern/) ntuple files. The ntuples were assembled after the simulation was completed. This cumbersome process has been simplified in the present work. All events are now recorded in a single binary file, which is written in append mode. The procedure is suited also for multithreading. We decided not to include the detector in the simulation process. Instead, the selection of the X-rays entering the detector is performed after the simulation, in order to easily modify the position and aperture angle of the detector without having to run a simulation again. The selected events are then converted into a binary format suitable for tomographic reconstruction, containing all the necessary information: projection, slice and pixel indices in the scan, and X-ray energy. The size of these variables is adjusted and repetitions are avoided, in order to minimize the file size (a few Mb per slice). Binary formats have also been used for reconstructed image files, as they are easily opened by any graphic software. The images presented in this publication were displayed using the Amira graphic library (https://www.fei.com/software/amira-3d-for-life-sciences), which is particularly suitable for 3D rendering, and the public domain package ImageJ, developed at the National Institutes of Health (https://imagej.nih.gov/ij).

It is important to point out that the simulated projection data file recording the X-rays at the exit of the object, which is finally used as an input for the tomographic reconstruction code, does not contain more information than a real experimental data file would. The only data that the reconstruction process actually needs are: projection, slice and pixel indices in the scan, and X-ray energy. In practice, all this information is also provided in real experimental data: during a PIXE experiment, the beam is moved point by point, according to a parallel geometry, and the position of the beam corresponding to each detected X-ray is recorded. The
pixel width and height are also provided in experimental data, as well as the position, distance and size of the X-ray detector. We will see in sections 2.8 and 2.9 that the calculation of the NLXP and XA correction matrices does not require any other information.

2.5. Reconstruction of tomographic images

The reconstruction of tomographic images was performed using the TomoRebuild code developed at CENBG [18]. A first attempt to quantify the accuracy of the reconstructed images using Geant4 simulations on numerical phantoms, used as reference data, has been already carried out [15]. A very good agreement was obtained for thin samples (for example a 5 μm cubic phantom) using the two main reconstruction algorithms available in TomoRebuild: i) Filtered Back Projection (FBP), based on the exact analytical solution of the continuous description of the tomography problem; ii) Maximum Likelihood Expectation Maximization (MLEM), an iterative method based on a discrete formulation of the tomographic process, often used for PIXE tomography as a robust algorithm even with noisy and/or incomplete data [11, 29, 30]. A good agreement was obtained (< 3%) between PIXE reconstructed and reference density values in the regions of interest. On the contrary, as expected, a discrepancy of more than 50% was observed for thicker samples, as the 40 μm cubic phantom or the C. elegans phantom, when NLXP and XA corrections were not taken into account. A first attempt to correct this discrepancy using the previously described algorithm [10] gave unsatisfactory results (about 20% discrepancy still). For this reason, we redesigned the NLXP and XA correction processes in TomoRebuild. The purpose of this study is to test the accuracy of this new version.

TomoRebuild is based on the GUPIX databases, kindly provided by J.L. Campbell, J.A. Maxwell et al. (http://pixe.physics.uoguelph.ca/) for the calculation of X-ray emission yields [18,31]. The reconstruction for “thick” samples uses the iterative MLEM optimized methods from the NiftyRec medical imaging library (http://niftyrec.scienceontheweb.net/wordpress/), which is an open source code initially developed at the University College London and now at Harvard University [32]. In TomoRebuild, we use the NiftyRec library in its basic C++ version instead of CUDA, to keep easier software package portability. Indeed, reconstruction time does not constitute a severe limitation for application in PIXE tomography. For example, using a very basic PC 3.4 GHz, 8 Go RAM, it takes 9 seconds to reconstruct the distribution of one chemical element for the C. elegans phantom, taking into account the correction matrix. The latter is calculated only once, prior to the PIXE reconstruction. This step takes 2 minutes, using a fine discretization of ~300 surface elements for the entrance window of the X-ray detector (as described in section 2.8).

For thin samples, TomoRebuild performs the quantitative reconstruction of PIXE tomography images without requiring any STIM data. However, for thick samples, the correction of PIXE images relies on the knowledge of the 3D distribution of mass density determined by STIM tomography. STIM tomography consists in measuring the residual energy of protons after they have passed through the object, at each position of the beam. This transmitted energy is directly related to the thickness of the material. It is necessary to collect several protons at each position of the beam, because the energy loss is not strictly identical for all protons, due to energy and angular straggling. It should be noticed that the spatial and energy distribution of the beam in these conditions follow a Gaussian distribution. Only a small proportion of protons (less than 1%) are scattered at large angles [15]. For example, a 1.5 MeV proton beam going through the 40 μm cubic phantom with the same density and composition as the “body” part of the C. elegans phantom (as described in section 2.1) would undergo an energy loss of (346 ± 18) keV. The lateral straggling at the exit of the cube, considering an initial point source, would lead to a full width at half maximum (FWHM) of the beam of 1.3 μm, which is
small but still not negligible compared to the voxel width, here of 0.56 µm. This spatial
dispersion of the beam leads to small differences in energy loss, according to the proton path.
These values were obtained from a Geant4 simulation with 10000 primary protons, by taking
the mean of the energy spectrum (center of the Gaussian peak) for transmitted energy and the
standard deviation for energy straggling. The FWHM was obtained from the Gaussian spatial
distribution at the exit of the cube.

Because of energy and angular straggling, it is necessary to make an average of the residual
energy over several protons. In practice, the median value of transmitted energy is often
preferred to the mean, as it is more representative of the “most probable value” of the
transmitted energy per pixel. Indeed, median filtering is more robust, i.e. it is less sensitive to
the variations of path due to lateral straggling and to the presence of “anomalous events” like
scattered ions [6, 33]. By using this method, using 20 primary protons at each position of the
beam is sufficient for STIM tomography [15], in agreement with previous studies for 2D
STIM [33]. The situation is very different for macroscopic proton computed tomography for
medical applications. Sadrozinski et al. [34] estimated that about 100 incident protons per
position of the beam are necessary, for two reasons: i) about half of the protons are lost due to
inelastic interactions in the object; ii) enough events are necessary in order to fit the leading
edge of the energy spectrum by a Gaussian function, to get the most probable value of the
residual energy. None of these phenomena occur for STIM tomography, as multiple scattering
is negligible and no Gaussian fit is necessary.

For STIM, the physical quantity calculated using the residual energy of protons is the areal
density AD (in g·cm⁻²). This calculation follows a method initially proposed by Lefevre et al.
[35], by integrating the inverse of stopping power as a function of energy, from the incident
energy \( E_0 \) to the median residual energy \( E_r \):

\[
AD = \int_{E_0}^{E_r} \left( \frac{dE}{dx} \right)^{-1} dE
\]

For compound materials, the stopping power is calculated using Bragg’s rule assuming a
uniform global composition of main chemical elements. This assumption of uniform
composition is valid for most biological materials as the stopping power is rather insensitive
to composition variations for light elements to within a few percent [35]. The calculated AD
value is the projection of the mass density (in g·cm⁻³) at each position of the beam.

Consequently, the result of the tomographic reconstruction is the distribution of the mass
density of the material within the analyzed volume. Like for PIXE tomography, the STIM
reconstruction is performed slice by slice, and then the slices assembled to obtain a 3D image.
For example, the total duration of 3D STIM reconstruction for the \textit{C. elegans} phantom is ~50
seconds for 128 slices.

2.6. Correction of PIXE tomographic images

The NLXP and XA corrections are implemented on PIXE data within the iterative
reconstruction process of TomoRebuild. In order to use the projection data generated by
Geant4, we carefully checked that the geometric reference frames used in Geant4 and
TomoRebuild are identical (same origin, same orientation of the axes). A fixed \((x, y, z)\)
Cartesian coordinate system is associated to the object (Fig. 1). The \((u, v)\) coordinate system
is rotating around the \(z\) axis, following the direction \(u\) of the proton beam, according to the \(\theta\)
projection angle. In practice, these coordinates are discretized (voxels). The NLXP and XA
corrections are matrices of multiplicative factors \(A_i\) that are included in the NiftyRec
reconstruction process. More precisely, the correction matrix is multiplied by the
reconstructed image at each iteration (of order \(k\)). If we call \(f\) the element density distribution
to reconstruct, each projection \(p_m\) at angle index \(m\) is obtained from the following formula:
In this expression, $R$ is the Radon transform operator and $i$ the position index of the voxels in the PIXE reconstructed slice of $n$ voxels (in our case, $n = 128 \times 128$). The $A_i$ correction factors are values between 0 (total attenuation of X-ray signal) and 1 (no attenuation).

2.7. Calculation of correction factors for NLXP

A more precise calculation method for the $A_i$ correction factors has been designed in this new version of the TomoRebuild code, in order to improve its accuracy. In its previous version, NLXP and XA were calculated using directly numerical functions from the DISRA code [36]. The code has been refined in order to provide a better accuracy in ray tracing and image interpolation. This new version is suited to any shape and size of object (even non cubic voxels) and can deal accurately with very large detection angles (for instance $\pm 70^\circ$ here). The correction matrix is calculated prior to PIXE reconstruction, using the known 3D mass density distribution of the analyzed volume, obtained from STIM tomography. More precisely, NLXP correction only requires the STIM slice corresponding to the PIXE slice of interest (the slice that we want to correct). The STIM slice is a distribution of the mass density $P(x_i, y_j)$ of the object (Fig. 2 left), of same size and same number of voxels as the PIXE image that will be reconstructed. The X-ray production cross-section $\sigma$, for a given chemical element, is a function of the energy $E$ of the incident proton at the position where the interaction occurs. Thus, the NLXP correction factor at voxel $(i, j)$ is given by the ratio of the cross section at energy $E_{ij}$ at this voxel, divided by the cross section at the incident energy $E_0$:

$$NLXP(i, j) = \frac{\sigma(E_{ij})}{\sigma(E_0)}$$

At the first projection ($\theta = 0$), the direction of the proton beam follows the $x$ axis (Fig. 2 left). An integration of energy loss along the $x$ direction is performed, all through the object, from $x = 0$ up to the voxel $(x_i, y_j)$ of interest. Reconstructed noise outside the object is discarded from this calculation by applying a density threshold. All parameters (integration steps, density thresholds) may be modified by the user via a documented parameter file, without re-compiling the code. When the beam turns, following the $u$ direction, at angle $\theta$, it is necessary to re-sample the density distribution to obtain the corresponding rotated $P(u_i, v_j)$ distribution (Fig. 2 right). For this, a bilinear interpolation is performed on the STIM image. The density $P(u_i, v_j)$ is calculated using a weighted average of the 4 nearest neighboring voxels from the original $P(x_i, y_j)$ distribution. The weights are set according to the distance of the center of the neighboring voxel to the considered $(u_i, v_j)$ position. Once the rotated matrix is obtained, then the integration of energy loss is performed along the $u$ axis (direction of the beam), from $u = 0$ up to the considered voxel $(u_i, v_j)$.

2.8. Calculation of correction factors for XA

Like for NLXP correction, the calculation of XA correction is performed prior to PIXE reconstruction. However, XA calculation requires using the 3D mass density distribution (3D STIM image) of the analyzed volume and not only one slice. For this, the bilinear interpolation process described in Fig. 2 is repeated on all STIM slices constituting the 3D image. The algorithm allows one to deal with non-cubic voxels, i.e. voxel height may be different from voxel width. The mass density is integrated all along the direction $d_k$ of the X-ray, from the emitting voxel $(i, j)$ to the impact point $e_k$ on the detector surface (Fig. 3). The position, distance and diameter of the detector (considered as circular) are defined by the user in the parameter file. In order to keep the calculation accurate even considering large solid angles, the detector is divided in $N$ surface elements. For instance, the results presented
hereafter were obtained using 300 surface elements. The average of all correction factors $XA_k$ obtained from each X-ray trajectory $d_k$ gives the global $XA(i,j)$ correction, that is associated to the voxel $(i,j)$:

$$XA(i,j) = \frac{1}{N} \sum_{k=0}^{N-1} XA_k = \frac{1}{N} \sum_{k=0}^{N-1} e^{-\mu d_k}$$

where $\mu$ is the mass attenuation coefficient, depending on the X-ray energy and of the composition of the material. This calculation of $XA$ assumes the hypothesis that only the variations of density are taken into account, but that the composition can be considered as uniform, considering the major (predominant) elements, which is an assumption often verified for biological specimens. For instance, for the phantoms considered here, the composition of the cube is the same as $C. elegans$ “body” part, C$_{10}$H$_{17}$O$_{35}$N$_2$P$_{0.5}$ [15].

The final correction factor at voxel $(i,j)$ is the product of NLXP and XA factors. It is important to note that the correction matrix has to be calculated for each projection (each angle $\theta$), since the direction of the beam and of the detector, relatively to the object, depends on the angle. An example of correction matrices (Fig. 4) obtained for phosphorus in the cubic phantom, which is homogeneous in density and composition, shows the effect of NLXP (Fig. 4a) and XA (b) for a specific (arbitrary) projection angle. In Fig. 4a, the beam is horizontal, coming from the left hand side (arrows). Thus, the voxels of the phantom need to be corrected more and more when going deeper in the object (towards the right hand side), because the number of X-rays emitted from these voxels is lower and lower due to NLXP. Fig. 4b displays the effect of XA, when for instance the detector is placed at 135$^\circ$ (bottom left). The X-rays emitted from voxels far from the detector undergo a stronger attenuation in the object, so the XA correction is stronger in these regions (up right). The total correction matrix (Fig. 4c) results from the multiplication, voxel to voxel, of NLXP and XA matrices at each projection angle.

3. Results

3.1. Validation of the quantification of phosphorus and titanium

Geant4 simulations were carried out to produce STIM and PIXE tomography projection data. Just like for real experiments, X-rays were collected at the exit of the object. The PIXE tomography slices of the cubic and $C. elegans$ phantoms were reconstructed using the new version of the TomoRebuild software package in several configurations: i) without correction (Fig. 5a), ii) with XA correction only, iii) with NLXP correction only, iv) with total correction (Fig. 5b and Fig. 6). The accuracy of the reconstruction was quantified by comparing the average density calculated in different ROI (visible in Fig. 5c and Fig. 6 bottom right) to the reference Geant4 phantoms. Table 1 summarizes the results obtained for the lightest (phosphorus, $Z = 15$) and heaviest (titanium, $Z = 22$) elements. These elements were chosen for comparison purpose, because XA is expected to be highest for low $Z$ whereas NLXP is expected to be highest for high $Z$. The error obtained without taking into account the correction is very high, up to 38% for P in the $C. elegans$ phantom. As expected for P, the error mainly originates from XA (remaining error of only 12% when correcting for XA). On the contrary, as expected for Ti, the underestimation of density mainly comes from NLXP (remaining error of only 8.7% when correcting for NLXP). Taking into account both NLXP and XA corrections, a very good agreement was obtained between reconstructed and reference densities, with an error of 3.7% for P and 2.9% for Ti. This error includes the whole reconstruction process: data reduction, MLEM algorithm and correction quantification models. These results emphasize an important point: it is commonly believed that X-rays images of low $Z$ elements (such as P) would be more affected by attenuation processes and,
for this reason, would require a stronger correction than higher Z elements. We can notice, thanks to this example, that this argument is indeed relevant regarding XA. However, the correction due to NLXP may be of the same order of magnitude for higher Z elements, and would lead to a huge error in the quantification of element content if not corrected.

3.2. Separate validation of NLXP and XA corrections
The results presented in section 3.1 dealt with X-ray data collected at the exit of the object, like for real experiments. However, Geant4 allows one to control the physical processes occurring during the simulation. In this way, X-rays can be collected in conditions that would not be possible in real experiments. This is a tremendous advantage for benchmarking tests of quantitative image reconstruction. Different configurations were tested using this possibility. After collecting the energy and direction of X-rays, the corresponding tomographic images were reconstructed using TomoRebuild with or without NLXP and/or XA correction, according to the case.

Three configurations, whose results can be directly compared to the reference values, are presented in Table 2: i) The X-rays were collected at their creation point, then only NLXP correction is necessary (first line); ii) the energy of incident protons was kept constant, in order to cancel NLXP effect, then only XA correction was required when collecting X-rays at the exit of the object (second line); iii) still keeping the energy of incident protons constant, the X-rays were collected at their creation point, so that both NLXP and XA effects were canceled (third line). All calculated densities are in agreement with the reference value with a relative error ≤ 4%. This comparison confirms the ability of TomoRebuild to accurately take into account respectively NLXP and XA corrections. Moreover, there is no significant difference between the results of the third line compared to the first two lines, meaning that the reconstruction process gives a similar accuracy, whatever correction is considered (or not).

3.3. Accuracy of element density calculation for C. elegans phantom
The reconstruction of all elements of interest of the C. elegans phantom (P, S, Cl, K, Ca, Ti) was performed using the TomoRebuild code from Geant4 simulated projections, with or without taking into account NLXP and XA corrections (Fig. 6 and Table A1 in Appendix). The discrepancy between the average density calculated in the different ROI goes up to 51% without correction. This huge discrepancy is efficiently corrected by implementing the NLXP and XA correction procedure, leading to a satisfactory agreement between calculated densities and reference values, with errors ≤ 10%. Highest errors occur in small (or thin) ROI, particularly prone to partial volume effect (i.e. the density values in the ROI are affected by the contiguous regions), for instance in the cuticle and the Ti rich region.

4. Discussion

4.1 Quantitative reconstruction of PIXE tomography images
Most of the reconstruction codes implemented for PIXE tomography are semi-quantitative. The obtained distributions are normalized as counts/voxel but do not allow a quantification of element content in terms of density (or concentration) in g·cm⁻³ (or g·g⁻¹). An attempt of quantification was made using standard material of similar density and composition as the analyzed sample [37]. However, at present, to our knowledge, complete quantification of element content is provided only by three main reconstruction algorithms available at the international level: i) TomoRebuild, developed at CENBG [10], ii) DISRA, from the University of Melbourne [36] and JPIXET, from the University of Lisbon [38]. Several tests have been performed, on the basis of cross comparisons, using the same experimental data
sets, which were processed using these three codes. A reasonable agreement was obtained [10, 11]. However, using numerical phantoms and Geant4 simulation gives access to a straightforward assessment of accuracy. In a first study [15] we confirmed the good agreement of the reconstructed images compared to the original phantoms, from both qualitative (preservation of geometrical structures, of edges) and quantitative (accuracy of reconstructed density) points of view, for STIM and for thin sample case PIXE. The more precise calculation of NLXP and XA correction described in the present study significantly improves the accuracy for thick sample case, now < 4% for large ROI, where partial volume effects are weak (Table 1).

4.2 Hypotheses for the calculation of NLXP and XA correction

Different attempts have recently been made to correct for NLXP and XA in PIXE tomographic images. The first approach, very restrictive and relevant only for specific applications, consists in assuming that the sample is uniform in density and composition [27,37]. The second method takes advantage of the knowledge of the 3D mass density distribution provided by STIM tomography, but still considers a uniform global composition. This is the approach used in the present work, leading to complete quantification of element content in g·cm\(^{-3}\). It has been also used in semi-quantitative studies (producing images of X-ray counts/voxel) [29]. This assumption appears to be suited for a wide variety of materials, and especially for biological samples, which are mainly composed of organic matter, \textit{i.e.} carbon, oxygen, nitrogen and hydrogen [39,40]. For samples inhomogeneous in composition, this assumption would remain suitable as far as the variations of stopping power of the incoming beam remain negligible, which is usually the case for light element compounds [35]. The third method, implemented in DISRA [36] and JPIXET [38], considers both the variations of mass density within the object (from STIM) and the variations of composition (from PIXE). The iterative reconstruction process is then performed simultaneously: at each iteration, STIM and PIXE information are combined. The element content is directly calculated in terms of mass fractions. In each voxel, the sum of all mass fractions is normalized to 1. In principle, this should obviously give the most precise results. However, it implicitly assumes that STIM and PIXE data are exactly superimposed, which experimentally is not strictly verified, because the beam size is different (so the material probed at each position of the beam is not rigorously identical). Moreover, this method may be more noise sensitive. Indeed, PIXE data are often noisier than STIM data (because PIXE is an emission signal, whereas STIM is based on the transmission of protons). For this reason, associating PIXE and STIM data in the reconstruction process may result in a noise amplification in the resulting images. For these reasons, we did not choose this method in TomoRebuild. In TomoRebuild, STIM is only used \textit{prior to} PIXE reconstruction to quantify the NLXP and XA corrections that are applied on the PIXE data. Moreover, the PIXE distribution of each element of interest is reconstructed independently of the others (because it is not necessary to assume any normalization condition on the sum of all elements). In this way, the reconstruction error that is associated to one specific element does not propagate to the other elements.

**Conclusion**

This study demonstrates the ability of PIXE tomographic reconstruction to quantify accurately the element content in biological samples. The new correction method implemented in the TomoRebuild code for NLXP and XA leads to an accuracy in density calculation < 4% in large ROI (little affected by partial volume effects) for phosphorus, a light element especially prone to attenuation. Without correction, a discrepancy of ~40% would be observed in the
same conditions. Geant4 proves to be a versatile tool for these benchmarking tests. A first advantage is that the Geant4 simulation is obviously totally independent of the reconstruction algorithm. This constitutes a breakthrough compared to previous PIXE tomography studies, in which the precision of the results was checked either by cross-comparison of different reconstruction algorithms or by projecting simulated data using the same (reversed) algorithm as used for reconstruction. A second asset of the Geant4 toolkit is the possibility to give access to data that cannot be reached in real experiments: for instance to collect X-rays at their point of creation, and/or to keep the energy of incident protons constant. In this way, by switching on or off some physical processes for specific tests, we could generate simulated projection data without XA and/or without NLXP effect, in order to quantify the accuracy of these two corrections independently. It is foreseen to propose this simulation tool for PIXE and STIM tomography on reference samples as an advanced example of Geant4, so that other laboratories could benefit of this benchmark.
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Tables

Table 1
Average density values obtained from the reconstructed PIXE tomographic images of phosphorus and titanium in the cubic and C. elegans phantoms, compared to the reference values. The considered ROI are displayed in Fig.5d for the cube and Fig. 6 bottom right (“Body”) for C. elegans. The uncertainty indicated for each calculated average density corresponds to the standard deviation in the ROI.

Table 2
Average density values obtained from the reconstructed PIXE tomographic images of phosphorus and titanium in the cubic and C. elegans phantoms, compared to the reference values, in three different conditions for the collection of X-rays in the Geant4 simulation, in order to test independently the effect of NLXP (first line) and of XA (second line) corrections. The third line allows one to see whether implementing the correction brings a supplementary error compared to the reconstruction process itself.

Supplementary data

Table A1
Average density values obtained from the reconstructed PIXE tomographic images of P, S, Cl, K, Ca, Ti in the C. elegans phantom, with and without NLXP and XA correction, compared to the reference values. The considered ROI are displayed in Fig. 6. The uncertainty indicated for each calculated average density represents the standard deviation in the ROI.

Figure captions

Fig. 1. Schematic view of the Cartesian coordinate systems, used both for Geant4 simulation and for TomoRebuild reconstruction. The z axis is vertical, oriented towards the top of the object, which is here represented by the 3D STIM reconstruction of the C. elegans phantom, showing the upper part of the worm (a). In the selected slice of interest (b), the u axis follows the direction of the proton beam (x = u when θ = 0). The position of the slice within the 3D volume is indicated by the dashed arrow on the left. The ellipsoids defining the “body”, the cuticle (“skin”), two cell nuclei, the intestine and a region rich in titanium inside the intestine are clearly visible by density contrast. A linear grey scale was used to code mass density values in the slice, from black (density = 0) to white (maximal density).

Fig. 2. Rotation of tomographic slices: the (O,x,y) Cartesian coordinate system is associated to the original STIM image (left) and (O,u,v) to the rotated image (right). The rotation center is in C. The darker square at the center of the matrix represents the object in the original image.
The density $P$ is calculated in each voxel $(u_i, v_j)$ of the rotated matrix, according to the initial values of the STIM image $P(x_i, y_j)$.

**Fig. 3.** Calculation of XA: the total mass density is integrated along the $d_k$ distance between the considered voxel $(i, j)$ of the STIM slice and the surface element $e_k$ of the detector. The average on all surface elements gives the final XA correction factor for this $(i,j)$ voxel.

**Fig. 4.** Correction matrices obtained for phosphorus in the cubic phantom, at projection 17 ($30.6^\circ$) arbitrarily taken as an example. Proton energy loss causes NLXP when going deeper in the sample (a); XA correction depends on the position of the emitting voxels according to the X-ray detector (b). The combination of NLXP and XA gives the final correction matrix (c). A linear grey scale was used to code correction values, from black (maximal correction) to white (1, i.e. no correction).

**Fig. 5.** Reconstructed density distributions of element phosphorus in the cubic phantom, taking into account NLXP and XA corrections (b) or not (a). The position of the reconstructed slice (c) and the ROI used for average density calculation are also shown (d). A linear grey scale was used to code mass density values in the slice, from black (density = 0) to white (maximal density).

**Fig. 6.** Reconstructed density distributions of elements phosphorus, sulphur, chlorine, potassium, calcium and titanium in the *C. elegans* phantom, taking into account both NLXP and XA corrections. The ROI used for average density calculation are also shown (*bottom right*) – see also Fig.1 for description. A linear grey scale was used to code mass density values in the slice, from black (density = 0) to white (maximal density).
**TABLE 1**

<table>
<thead>
<tr>
<th></th>
<th>CUBE</th>
<th></th>
<th></th>
<th>C. ELEGANS</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average density P (mg/cm$^3$)</td>
<td>Relative error</td>
<td>Average density P (mg/cm$^3$)</td>
<td>Relative error</td>
<td>Average density Ti (mg/cm$^3$)</td>
<td>Relative error</td>
</tr>
<tr>
<td>No correction</td>
<td>19.4 ± 2.3</td>
<td>-35%</td>
<td>18.4 ± 1.8</td>
<td>-38%</td>
<td>276 ± 22</td>
<td>-33%</td>
</tr>
<tr>
<td>NLXP correction only</td>
<td>22.3 ± 2.1</td>
<td>-25%</td>
<td>21.5 ± 2.0</td>
<td>-28%</td>
<td>374 ± 29</td>
<td>-8.7%</td>
</tr>
<tr>
<td>XA correction only</td>
<td>26.0 ± 2.3</td>
<td>-12%</td>
<td>26.2 ± 2.4</td>
<td>-12%</td>
<td>294 ± 24</td>
<td>-29%</td>
</tr>
<tr>
<td>Total correction</td>
<td>29.9 ± 2.4</td>
<td>1.1%</td>
<td>30.6 ± 2.7</td>
<td>3.7%</td>
<td>398 ± 31</td>
<td>-2.9%</td>
</tr>
<tr>
<td>Reference value</td>
<td>29.5</td>
<td></td>
<td></td>
<td>409</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 2**

<table>
<thead>
<tr>
<th></th>
<th>CUBE</th>
<th></th>
<th></th>
<th>C. ELEGANS</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average density P (mg/cm$^3$)</td>
<td>Relative error</td>
<td>Average density P (mg/cm$^3$)</td>
<td>Relative error</td>
<td>Average density Ti (mg/cm$^3$)</td>
<td>Relative error</td>
</tr>
<tr>
<td>X-rays at creation; NLXP correction</td>
<td>30.3 ± 2.1</td>
<td>2.5%</td>
<td>30.4 ± 3.4</td>
<td>3.1%</td>
<td>402 ± 29</td>
<td>-1.9%</td>
</tr>
<tr>
<td>Proton energy constant; X-rays at exit; XA correction</td>
<td>30.3 ± 2.2</td>
<td>-2.6%</td>
<td>30.7 ± 2.3</td>
<td>4.0%</td>
<td>401 ± 34</td>
<td>-2.1%</td>
</tr>
<tr>
<td>Proton energy constant; X-rays at creation; no correction</td>
<td>30.7 ± 1.9</td>
<td>-3.9%</td>
<td>30.4 ± 1.8</td>
<td>2.9%</td>
<td>405 ± 35</td>
<td>-1.1%</td>
</tr>
<tr>
<td>Reference value</td>
<td>29.5</td>
<td></td>
<td></td>
<td>409</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## TABLE A1 – Supplementary data

<table>
<thead>
<tr>
<th>Chemical element</th>
<th>Region of interest</th>
<th>Calculated density (mg/cm³)</th>
<th>Reference density (mg/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NO CORRECTION</td>
<td>NLXP &amp; XA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rel. error</td>
<td>Rel. error</td>
</tr>
<tr>
<td>P</td>
<td>Body</td>
<td>18.4±1.8</td>
<td>-38%</td>
</tr>
<tr>
<td></td>
<td>Nucleus 1</td>
<td>20.1±1.4</td>
<td>-47%</td>
</tr>
<tr>
<td></td>
<td>Nucleus 2</td>
<td>19.81±0.80</td>
<td>-47%</td>
</tr>
<tr>
<td></td>
<td>Cuticle</td>
<td>19.6±2.6</td>
<td>-17%</td>
</tr>
<tr>
<td>S</td>
<td>Intestine</td>
<td>3.11±0.75</td>
<td>-51%</td>
</tr>
<tr>
<td></td>
<td>Region Ti</td>
<td>4.3±1.3</td>
<td>-46%</td>
</tr>
<tr>
<td></td>
<td>Cuticle</td>
<td>8.5±1.8</td>
<td>-20%</td>
</tr>
<tr>
<td>Cl</td>
<td>Intestine</td>
<td>0.72±0.45</td>
<td>-42%</td>
</tr>
<tr>
<td></td>
<td>Region Ti</td>
<td>0.97±0.55</td>
<td>-40%</td>
</tr>
<tr>
<td></td>
<td>Cuticle</td>
<td>1.92±0.81</td>
<td>-16%</td>
</tr>
<tr>
<td>K</td>
<td>Intestine</td>
<td>7.2±1.8</td>
<td>-33%</td>
</tr>
<tr>
<td></td>
<td>Region Ti</td>
<td>9.1±2.3</td>
<td>-33%</td>
</tr>
<tr>
<td></td>
<td>Cuticle</td>
<td>20.3±4.7</td>
<td>-15%</td>
</tr>
<tr>
<td>Ca</td>
<td>Nucleus 1</td>
<td>73.1±7.1</td>
<td>-29%</td>
</tr>
<tr>
<td></td>
<td>Nucleus 2</td>
<td>59.9±5.3</td>
<td>-32%</td>
</tr>
<tr>
<td>Ti</td>
<td>Region Ti</td>
<td>276±22</td>
<td>-33%</td>
</tr>
</tbody>
</table>
FIGURE 6