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Abstract

This paper states a definition of homotopic rotation set for higher genus surface
homeomorphisms, as well as a collection of results that justify this definition. We
first prove elementary results: we prove that this rotation set is star-shaped, we
discuss the realisation of rotation vectors by orbits or periodic orbits and we prove
the creation of new rotation vectors for some configurations.

Then we use the theory developped by Le Calvez and Tal in [LCT18a] to obtain
two deeper results:

— If the homotopical rotation set contains the direction of a closed geodesic which
has a self-intersection, then there exists a rotational horseshoe and hence infinitely
many periodic orbits in many directions.

— If the homotopical rotation set contains the directions of two closed geodesics that
meet, there exists infinitely many periodic orbits in many directions.
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1 Introduction

The key invariant in the study of circle homeomorphisms dynamics is Poincaré’s rotation
number, which measures the orbits’ asymptotic mean speed of rotation around the circle.
It leads to the celebrated Poincaré classification, which asserts — among others — that
the rotation number is rational if and only if the homeomorphism possesses a periodic
orbit.

The generalisation of this invariant to the two dimensional torus leads to the definition
of rotation set, as the accumulation set of asymptotic mean speeds of orbits rotation
around the torus. More formally, given a homeomorphism f of the torus T? homotopic
to identity, and f : R?2 — R2 one of its lifts, the rotation set p( f ) is the set of all possible

limits of sequences W, for nj, going to +00 and 3, € R2. It is a compact convex
subset of R? | |, invariant under conjugation by isotopically trivial homeomorphisms.

As for the circle case, its shape is strongly related to the dynamics: for example, any point
with rational coordinates in the interior of the rotation set is associated to a periodic
point of the homeomorphism | |.

The literature exploring the properties of this set is now quite consequent and makes
use of a wide range of different techniques, from Brouwer theory and its improvements

by Le Calvez | |, culminating to the Le Calvez-Tal recent works | , ,
|, to Nielsen-Thurston classification | |, prime ends or Pesin theories (e.g.
[ ])... Even if there are still quite a lot of open questions (e.g. whether there

exists a torus homeomorphism having a rotation set with nonempty interior and smooth
boundary), the subject is now mature and rich enough to attempt tackling similar issues
in more complex situations.

A natural extension is to study rotation properties of homeomorphisms of higher
genus (closed) surfaces. Let us point out that for the torus, first homotopy and homology
groups coincide, while this is not the case for higher genus surfaces. Hence in this new
setting one expects to get two distinct definitions of rotation sets, both in homotopical
and homological senses. The latter, defined formally a long time ago | |, regained
attention in the last years.



Homological rotation sets

Let us recall one possible definition of the homological rotation set rotation set (see
[Pol92, SchT]).

Let S be a closed surface, and fix f € Homeoy(S). Let us denote by D the diameter
of S. For any two points x and y of S, we choose a geodesic path g, , of length lower
than or equal to D which joins the point z to the point y. Fix an isotopy (ft)te[o,l}
between fo = Idg and f; = f. As usual, we extend it to an isotopy (fi):cr by setting
fe=fip o flY where [t] denotes the lower integer part of t.

For any point = in S, we define [, ; as the loop obtained by concatenating the path
(fe(2))tefo,n) With the geodesic path ggn(y) .. This loop defines a cycle and we denote by
[ln.z] i, (s) the class of this cycle in H1(S) = H1(S,R).

Definition 1.1. The homological rotation set of f € Homeog(S) is the set pm, (f) of
points p € Hi(S,R) ~ R?9 such that there exists (x}); € S and (ng); going to +oo such
that 1, 2, |, /nk tends to p.

As we divide by ny, in this definition, this set does not depend on the chosen geodesic
paths g, 4.

When ¢(S) > 2, this set does not depend on the chosen isotopy, as two such iso-
topies are homotopic with fixed endpoints. Indeed, the topological space Homeog(S) is
contractible. If g(.S) = 1, this set depends on the chosen isotopy but two such sets differ
by an integral translation. Indeed, two isotopies between the identity and f are homo-
topic up to composition with an integral translation. Also, it is possible to associate a
homological rotation vector to any f-invariant measure (see | | for more details).

Let us describe a few known results about this homological rotation set:

e Entropy: Is it possible to get sufficient conditions on the homological rotation set
for the homeomorphism to have positive topological entropy? Here are some known
conditions:

— If there exist 29+ 1 periodic points whose homological rotation vectors do not
lie on a hyperplane of Hi(S,R) ~ R | |.

— If f is a C'-diffeomorphism, and if there exist g + 2 periodic points whose
homological rotation vectors form a g + 1-nondegenerate simplex | .

— If there exists two invariant probability measures whose homological rotation
vectors have a nontrivial intersection | |. This result implies the two
above results.

e Realisation of periodic points: in which cases some vectors of the homological
rotation set are realised by periodic points? Such results were obtained under
similar hypotheses to the ones for positiveness of entropy:

— If there exist 2¢g 4 1 periodic points whose homological rotation vectors do not
lie on a hyperplane of Hy(S,R) ~ R?9, then any rational point in the interior
of the simplex spanned by these rotation vectors is the rotation vector of some
periodic point | ].

— If f is a C'-diffeomorphism, and if there exist g + 2 periodic points whose
homological rotation vectors form a g + l1-nondegenerate simplex, then any
rational point in the interior of this simplex is the rotation vector of some
periodic point | |.



— Under the set of hypotheses called fully essential system of curves by the
authors', any rational point in the interior of the rotation set is the rotation
vector of some periodic point | |. In this case, the authors also get
convexity of the rotation set, uniform bounds on displacements, etc.

— If there exist two invariant probability measures 1 and v whose homological
rotation vectors p, and p, have a nontrivial intersection, then any point of
the simplex spanned by 0, p, and p, is accumulated by rotation vectors of
periodic points | |. In this thesis the author also gets uniform bounds on
displacements if 0 lies in the interior of the rotation set.

e Generic shape: for a generic homeomorphism, the rotation set is given by a union
of at most 2°973 convex sets | |.

Note also the work | | which (among others) gives conditions under which the
dynamics of an area preserving homeomorphism of S can be decomposed into dynamics
of lower genus surface homeomorphisms.

Homotopical rotation sets

Note that some rotational information is lost when using the homological rotation set:
for instance it does not see the difference between the trivial loop and a commutator
(see the path « in Figure 1). This incites finding a practical definition of homotopical
rotation set in the higher genus context.

Figure 1: The rotation around the path «, which is homologically trivial (it is a com-
mutator in the 1) is not detected by the homological rotation set. In this paper, we get
(among others) the existence of infinitely periodic orbits when there are rotation vectors
in both directions a and (5.

Unlike what we have seen in the homological context, there is no such commonly
accepted definition of a homotopical rotation set. To our knowledge, the only known
result is the one of Lessa | |, but it has no consequence on the initial surface home-
omorphism dynamics.

In this paper, we propose a new notion of homotopical rotation set for higher genus
surfaces homeomomorphisms. Let S be a closed surface of genus > 2, and f a home-
omorphism of S which is homotopic to the identity. The universal cover of S is the
hyperbolic plane H?, that we equip with its canonical metric. Let f be the unique lift
of f to H? that extends to identity to OH?. Remark that the set of geodesics of H? can

!That is satisfied under some hypotheses on stable/unstable manifolds of periodic points if f is a
C'*¢ diffeomorphism; in particular it implies that the homological rotation set has nonempty interior.



be parametrized by the set of couples of distinct points of OH?. For any (o, 3) € (0H?)?
with o # [ and any v € R%, we will say that the triple («, 8,v) is a rotation vector of
f if there exists a sequence (zj)ren of points of H2, and an increasing sequence (ny)ren
of natural numbers tending to infinity such that, if we denote by m, g the orthogonal
projection? on the geodesic linking o to 3,

d<ﬂa,ﬂ($k)7 ”aﬁ(fnk(xk))) — (a,B,v) (1.1)

Nk k—+o00

Tk fnk(xk) )

The (homotopical) rotation set p(f) of f is then defined as the collection of rotation

vectors of f, together with all the singletons {(c, 3,0)} for all the geodesics (o, 3) of H?

(to emphasize the fact that f has a contractible fixed point, by Lefschetz formula).
Note that this definition is a bit different from the one of Lessa | .

Review of the results

In this whole paragraph, we consider an orientable closed surface® S of genus g > 2, and
a homeomorphism f of S homotopic to the identity.

We will state quite a lot of different results, that in some sense give grounds for
our definition of homotopical rotation set, some of them rather elementary, others more
difficult. They are mainly of two different types: realisation of “rational” vectors by
periodic orbits, and convexity-like results (the presence of some kinds of orbits forces the
presence of others, which are “convex combinations” of the initial orbits). We will get
our results from three different techniques. The first one consists in using the property
of quasi-convexity of fundamental domains. The second one is also elementary, it uses
geodesics in the universal cover and their images by the lift of the dynamics to get
separating sets of the hyperbolic plane; it allows to get simple convexity-like results.
The third and last main tool we use is the forcing theory of Le Calvez and Tal | l;
it gives much stronger results at the cost of longer and more difficult proofs.

To start with, we prove quasi-convexity of fundamental domains. This result was
already known for the torus | |, we extend the proof to the higher genus case: there
exists R = R(S) > 0 such that for any path connected fundamental domain D of S
in its universal cover S, and any point z in the convex hull conv(D) of D, we have
B(z,R) N D # ) (Proposition 2.2).

As a consequence, we get that the rotation set p(f) is star-shaped (Theorem 3.5).

Theorem A. For any («, 8,v) € p(f), and any v' € [0,v], one has (a, B,v") € p(f).

As a byproduct of this theorem’s proof, we get that rotation vectors are realised by
segments of orbits whose endpoints stay at a bounded distance to the corresponding
geodesic (Proposition 3.6).

Section 4 is devoted to other realisation results for rotation vectors associated to
closed geodesics. These rotation vectors are directly related to the rotation set of the
annulus homeomorphism obtained by quotienting the universal cover Sof S by this closed
geodesic. Note that this is where the fact that in our definition of rotation set, speeds

2In other words, the projection to the closest point of the geodesic (a, B).

3In the core of the article, we will mention when our results trivially generalize to the case of a non
compact orientable surface of finite type; in this introduction we will simply give the statements in the
compact case.



are measured by means of projections on geodesics, is crucial. As a direct consequence,
an application of already known results for rotation sets of annulus homeomorphisms
leads to realisation of rotation vectors by periodic orbits, under “classical” conditions
(Proposition 4.1). As an application of | |, we also get that (still in the closed
geodesic case) the extremal rotation vector is realised by an orbit whose lift to S stays
at sublinear distance from the geodesic (Proposition 4.3).

We then get to forcing results. The ones of Section 5 use only elementary argu-
ments. To begin with, we consider geodesics of the surface with auto-intersection (see
Proposition 5.1 for a more formal statement).

Proposition B. Let 4 be a geodesic of S projecting to a geodesic v of S which auto-
intersects. Let 7' be the geodesic of S obtained as a “shortcut” of the geodesic .

If (3,v) € p(f), then (¥',v) € p(f).

The general case of two geodesics intersecting is treated in Proposition 5.4, with
weaker conclusions.

Proposition C. Let (aq,51,v1) € with v1 > 0. Let also (ag, B2) be a geodesic o
p B, o(f), , 9

H? that intersects (ay, B1), and such that there exists (yx) € H? and uy € N such that
Yy — ag and fU (yr) — Ba. Then, there exist v',v" > 0 satisfying v' +v" = vy such
that:

(7’) either (al’ﬁ% U/) € p(f) or (ala a27vl) € p(f)’

(i1) either (B2, B1,v") € p(f), or (ag, B1,0") € p(f).

The proofs of these results are heavily inspired by the forcing theory | |, where
geodesic play the role of leaves of Brouwer-Le Calvez foliations.

This last proposition is used in Section 6 to study what we call almost annular
homeomorphisms (Proposition 6.1).

Proposition D. Suppose that the only nonzero rotation vectors of f are associated to
the lifts of a single geodesic v of S. Then v has no self-intersection.

After exposing some examples in Section 7, we study in more detail the creation of
new rotation vectors for closed geodesics.

As a first step, in Section 8, we get weak consequences when the homotopical rotation
set contains two vectors associated to two closed geodesics which intersect, as in Figure 1
(Proposition 8.10 and Corollary 8.11; in particular we get positive entropy). These
statements rely on the notion of covering map associated to two distinct closed geodesics
(Definition 8.3). In our case, the covering surface is a single punctured torus, and the
homological consequences we mentioned are stated in terms of rotation set of the lift of
the initial homeomorphism to this torus.

This formalism is used in Section 9 to get the existence of a rotational horseshoe
(see Definition 9.15) when f has a rotation vector associated to a closed geodesic with
auto-intersection (Theorem 9.27).

Theorem E. Let v be a closed geodesic with a geometric auto-intersection (as in Fig-
ure 2) associated to the deck transformation Th (in the sense of Definition 8.1). Denote
Ts the deck transformation such that T =TTy is the deck transformation associated to
the closed geodesic 7.

Suppose that (v,£(7)) € p(f). Then, f7 has a topological horseshoe associated to the
deck transformations 11, T12, T, TVTs, 15Ty and T 15T .



Figure 2: A possible configuration for Theorem E: the geodesic v on the surface has a
geometric auto-intersection.

Note that our definition of rotational horseshoe is different from the one of | |
and | |, as it is stated in terms of Markovian intersection and not of semi-
conjugation to a shift (we get this semi-conjugacy as a consequence in Proposition 9.16).
In fact, this kind of rotational horseshoes appears as soon as the homeomorphism has
a periodic trajectory under the isotopy to identity which auto-intersects geometrically
(see also Proposition 9.18).

The proof of this theorem is much longer than the previous ones and based on the
recent forcing theory | , |. This is also the case for our last result (The-
orem 10.1 and Corollary 10.2). For any deck transformation 7' of the universal cover
S — S, we denote by 5(T) its axis.

Theorem F. Let v and 2 be two closed geodesics of S, that lift to S to geodesics 1
and Ay that cross (they can be for example the curves o and B of Figure 1, note also that
they can have auto-intersections). Let Ty and Ty be the deck transformations associated
to the respective closed geodesics y1 and 2 and which respectively preserve 1 and 7.

Suppose that there exist nonzero rotation vectors of directions 41 and 2 in p(f).
Then, for any element w in (T, T5)+ \ ((T1)+ U (Ts)+), there are nonzero vectors of
direction y(w) in p(f) which are realised by periodic orbits.

The proof of this theorem is quite long and divided in numerous sub-cases. One of
the difficulties is that the transverse paths associated to the trajectories realising the
rotation vectors do not need to have an F-transverse intersection (see Figure 37 for such
an example, due to Lellouch | D).

Some open questions

We state here some questions about homotopical rotation sets in higher genus that are
still open.

1) Clarify the links between homotopical and homological rotation sets. In particular,
when does a homological rotation vector gives birth to a homotopical rotation
vector? This would certainly bring into play hyperbolic geometry as in | |.

2) Get more realisation results: is every rotation vector realised by a single orbit of
the homeomorphism? What can be the sets of times nj appearing in (1.1)7

3) Get more forcing results, for example: if (au, S1,v1), (a2, B2,v2) € p(f), with
v1, vy > 0, and if the geodesics (a1, 1) and (a2, B2) cross, do we have (aq, 82,v') €



p(f) for some v' > 07 A first step may be to get such results under some recurrence
hypotheses about the geodesics, or to get it for a single (non closed) geodesic with
auto-intersection.

4) Obtain a wider collection of examples to illustrate the diversity of possible be-
haviours.

5) Explore more the notion of almost annular homeomorphisms.
6) If f is transitive, what can be said about the p(f) (see | D?

7) What is the shape of the rotation set of a generic homeomorphism?
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2 Quasi convexity of fundamental domains

A now well known result is the quasi-convexity of 2-torus fundamental domains, whose
first proof was given in | |, with an argument due to Douady. Based on the index
of a curve, it can be replaced by a very elementary one. Here, we adapt this elementary
proof to higher genus surfaces®.

Definition 2.1. We say that a set X C H? is R-quasi convex if for any point x of the
hyperbolic convex hull conv(X) of X, one has B(z, R) N X # (.

In what follows, we identify H2 with the unit closed disk in the complex plane C. In
particular, the complex numbers i and —i are identified with points of OH?. We endow
OH? with the distance induced by the euclidean distance on C. For any two distinct
points of the boundary «, 8 € OH?, we denote («, 3) the oriented geodesic of H? having
«a as a-limit and § as w-limit.

Proposition 2.2. For any orientable closed surface S of genus g > 2 there exists R =
R(S) > 0 such that any path connected fundamental domain D C H? of S is R-quasi
convetr.

Lemma 2.3. Let S be a closed surface of genus g > 2 and K a compact subset of H?.
Then, there erists a finite set F C m1(S) such that for any oriented geodesic 7 of H?
passing through K, there exists T € F' such that the right of T is a strict subset of the
right of the segment (—i,1), where (—i,1) is oriented from —i to i.

4A. Passeggi informed us in a private communication that he had a proof of this result, but it stayed
unpublished.



Figure 3: Configuration of the proof of Lemma 2.3.

Proof of Lemma 2.5. We will use the following classical fact: For any point x € OH?,
there exists a sequence of geodesic axis of deck transformations whose endpoints both tend
to x (and x is between these two endpoints). It comes from the following: there exists a
constant fy such that any geodesic 4 of H? whose projection to S is non-closed, crosses
axis of deck transformations, with an angle > 6y, syndetically. To see this, consider a
fundamental domain of S with boundary made of deck transformations axis.

First, by applying some iterate of some Ty € m1(S) with one axis endpoint on the
right of (—i,1) if necessary, one can suppose that K is contained in the right of (—i,1)
and moreover that the Hausdorff distance between these two sets is at least 1.

Now, take a geodesic 4 that crosses K. It has to have an endpoint a at the right of
(—i,4), and moreover, if we denote by b the other endpoint of this geodesic, the distances®
d(a,b), d(a,—i) and d(a,i) are bigger than some dy > 0 which only depends on K and
S. Take Fy a finite subset of m1(S) such that for any ¢ € OH?, there exists an element
of Fy whose axis endpoints belong to respectively |¢ — dy, ¢[ and ¢, ¢ + dp[. It exists by
the above fact. Moreover, we can take I finite by compactness of OH?.

Then, still by compactness of 9H?, there exists N € N, depending only on F, and
do, some n € Z with |n| < N and T € Fp, such that both points 7" (a) and T"(b) lie on
the right of (—i,4) (and thus T"4 is entirely contained in the right of (—i,%)), and that
the right of T™¥ is contained in the right of (—i,4). This proves the lemma for

F={T"|T € Fy,|n| < N}.

O

Proof of Proposition 2.2. In this proof, d denotes the distance in H?. Denote by 7o a
positive number such that any half-ball of radius 7 in H? contains some fundamental
domain of S. Let B be the closure of the connected component of B(0,ry) \ (—i,4) on
the right of (—i,7). Let F' C m1(S) be given by Lemma 2.3 applied to K = B, and set

R =max{d(0,Tz) | T € F,z € B}.

Now, take D a path connected fundamental domain of S, and z € conv(D). Suppose
for a contradiction that B(z, R)N D = ).

As x € conv(D), there exists a,b € D such that = € [a,b]. The property of quasi-
convexity being invariant under isometry, one can suppose that = 0 is the center of
the Poincaré disk, and that the geodesic line (a, b) is (—i,1).

5We have endowed the Poincaré circle 9H? with its canonical distance.



Contradiction

Figure 4: Proof of Proposition 2.2. Here, 5 = a U .

As D is path connected, there exists a path « contained in D whose endpoints are
a and b. By taking a subpath and changing a and b in v if necessary, one can suppose
that o does not meet v on its interior. Moreover, by applying a symmetry with respect
to «v if necessary, one can suppose that the interior of « is included in the right of 7. Let
B be the Jordan curve formed by the union of a with the geodesic segment [a, b].

As B contains a fundamental domain, there exists Ty € m1(S) such that Ty(a) € B.
By Lemma 2.3, there exists T" € F such that the right of TTy(—i,4) is included in the
right of (—i,1).

By the definition of R, one has TTy(a) € B(0, R). Then, the hypothesis B(0, R)ND =
() implies that TTp(a) belongs to the Jordan domain bounded by 8. Let m € « be such
that d(m, (—i,1)) = maxyeq d(y, (—i,4)). As TTy(—i,%) lies on the right of (—i,4), and
as Ty is an isometry, one has that

d(TTO(m)v (_7’-7 Z)) = d(m7 (TTO)il(_i’ Z)) > d(m7 (_i’ Z))a

so TTy(m) does not belong to the Jordan domain defined by 5. By continuity, there
exists a point xg € « such that TTy(xg) € B. But TTy(xo) belongs to the right of
TTo(—i,1), which is included in the right of (—i,1), so TTy(zo) ¢ (—i,i). This implies
that TTy(xg) € a. We have found a point z¢ and a deck transformation 7Ty # Id such
that x¢g and TTy(zo) both lie in D. This is a contradiction, thus B(0, R)ND # 0. O

3 Rotation sets: definition and star shape

We fix a distance on 0H?, given by the Euclidean distance on the circle in the Poincaré
disk model. We denote by A the diagonal in (0H?)?, that is to say

A= {(z,7) |z € OH*}.

In the whole paper, S will be an orientable surface of negative Euler characteristic
of finite type. We will specify in each statement when the additional assumption of
compactness of S is necessary.

Let f € Homeop(S) (where Homeog(S) denotes the set of homeomorphisms of S that
are homotopic to identity). We denote by f the lift of f to H? which is isotopic to the

10



Figure 5: Definition of the rotation set.

identity (and thus it extends to the circle OH? by the identity by Lemma 3.8 p.53 in
[ ]). Tt is well-known that the homeomorphism f has a fixed point: otherwise, by
associating to each point & € H? the vector at & pointing towards f (), we would obtain
a nowhere vanishing vector field on our surface S, a contradiction.

Definition 3.1. A point (o, 8,v) € ((OH?)?\ A) x R*. is a rotation vector of f if there
exists a sequence (21 )ren of points of H?, and an increasing sequence (ng)zen of natural
numbers tending to infinity such that, if we denote by 7, g the orthogonal projection®
on the geodesic linking « to 5,

d(ﬂa,ﬁ(fﬂk)» Waﬂ(fnk(xk))) — (@, B,0) (1.1)

N k——+o0

T , fnk(wk) )

The rotation set of f is the union of rotation vectors of f, together with the singleton
{(, 8,0)}, and quotiented by the relation

(o, 3,0) ~ (c, 3,0).

We add the point {(a, 3,0)} to the rotation set to stress out the fact that the home-
omorphism f has a fixed point (by Lefschetz formula), hence an orbit with speed 0.

Note that the first two elements of Equation (1.1) define a geodesic of H?, and the
last element corresponds to a speed. Hence, a rotation vector is made of an asymptotic
direction and an asymptotic speed.

Be careful, this set is not necessarily closed (see Subsection 7.3).

Remark also that, as isotopically trivial homeomorphisms of higher genus surfaces
have a canonical lift (the one extending to the identity on OH?), the rotation set is
uniquely defined for the homeomorphism. It contrasts with rotation sets of torus or
annulus homeomorphisms, which depend on the choice of the lift to the universal cover.

Proposition 3.2. If f € Homeog(S), then

p(f1) = {(B.a,0) | (a. B,v) € p(f)},

5In other words, the projection to the closest point of the geodesic (a, B).

11



and for any n > 1,

p(f™") = np(f) = {(a, B,n) | (o, B,v) € p(f)}
For any deck transformation T of S, if («, B,v) € p(f), then (Ta, TS,v) € p(f).

Proof. The first part is immediate.
For the second part, the inclusion p(f™) C np(f) is trivial. For the other inclusion,
it suffices to remark that any & € N can be written as k = ng + r, with 0 < r < n,
and that there exists C' > 0 such that d(f",1d) < C for any 0 < r < n. Hence, for any
z € H?, one has d(f*(z), (f")(x)) < C.
The last property comes from the fact that f commutes with deck transformations.
O

Remark 3.3. One can translate our definition of rotation set in the case of the torus T? ;
it gives a rotation set which is formed of couples (direction, speed), where the direction
is a line of R? passing through the origin (which is the same as fixing an angle in R/277)
and the speed of orbits of a lift of our homeomorphism is measured via an orthogonal
projection on this line. From this definition of rotation set, it is possible to recover the
classical rotation set for torus homeomorphisms (and reciprocally): fixing one direction
D (a line through the origin) in R?, one can consider the set of points whose projection
on D is v, where (D, v) is in the rotation set. This set of points is a band of R?, and the
intersection of such bands over all directions D of R? gives us the classical rotation set.

Remark 3.4 (Dependence of the rotation set on the hyperbolic metric). Fix f €
Homeog(S). Denote by S the universal cover of S. We call set of directions of the
rotation set of f the set

D(f) = {(a,ﬁ) €83 %85| Fv >0, (a,8,v) ep(f)}.

This set does not depend on the hyperbolic metric we chose on the surface S. To under-
stand this better, we describe below another way to see D(f). We see the fundamental
group m1(S) of S as the group of deck transformations of S. We embed 1 (S) in S by
taking one orbit of its action on S. The Svaré-Milnor lemma (see Lemma 8.9) ensures
that this embedding is a quasi-isometry so that it defines an isomorphism between the
Gromov boundary dm(S) of the fundamental group of S and the boundary S of S.
Denote by T : S — 71(S) a quasi-inverse of this quasi-isometry and endow 71 (S) with a
distance induced by wordlength. Then, via this isomorphism, the set of directions of p(f)
is the set of (o, 8) € 9m1(S) x Om1(S) \ A such that there exists a sequence (zj)k>0 of
points of S a sequence of intergers ny — +oo such that the sequence (T'(z)) converges
to o, the sequence T'(f (1)) converges to 8 and

lim inf ——d(T(F™ (z4)), T(a)) > 0.
k—+o00 N
Changing the hyperbolic metric on S changes the map T into a map T’ such that
d(T(z),T'(x)) is bounded. Hence it does not change the above set.
Moreover, for any direction («, 8) € D(f) which corresponds to a closed geodesic
on S, we understand how the associated speeds change when we change the hyperbolic
metric on S thanks to Lemma 4.2. Indeed, take two hyperbolic metrics g; and go on S
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and, for i = 1,2, denote by p;(f) the rotation set of f with respect to the hyperbolic
metric g;. Fix an isotopy class of loops on S. For i = 1,2, denote by 7; the unique closed
geodesic in this homotopy class and by («a, 5;) a lift of 4; to S. Then, by Lemma 4.2,

v

{5(21) | (a1, Br,0) € Pl(f)} = {M | (a2, B2,0) € P2(f)}-

Note that some our results of Section 8 and the next ones only concern closed geodesics:
how these results change after a metric modification is completely explicit.

For nonclosed geodesics, how speeds change in directions which correspond to non-
closed geodesics after a modification of the hyperbolic metric depends on the restriction
of this metric to the geodesic. However, the general picture of these changes remains
quite mysterious to the authors.

For the torus case, a consequence of the quasi-convexity of fundamental domains is
the convexity of rotation sets (see | |). In the case of negatively curved surfaces, the
outcome is weaker: the rotation set is star-shaped with respect to 0 (Theorem A of the
introduction).

Theorem 3.5. If S is closed, then the rotation set of any f € Homeog(S) is star-shaped:
for any (o, B,v) € p(f), and any v' € [0,v], one has (a, 8,v) € p(f).

As a byproduct of the proof of Theorem 3.5, we obtain the realisation of rotation
vectors by pieces of orbits whose extremities stay at a finite distance to the geodesic.

Proposition 3.6. Suppose that S is closed. Let f € Homeoy(S) and (a, B,v) € p(f)
such that v > 0. Then, there exists a sequence (Xi)ren of points of H2, and an increas-
ing sequence (ng)gen of natural numbers tending to infinity such that (1.1) holds, and
moreover,

max (d(xk, (a, B)), d(F™ (x1), (a, 5))) <R+1+30,

where R is the constant of Proposition 2.2, and 0 the smallest diameter of fundamental
domains of S in H2.

Proof of Theorem 3.5. We fix a fundamental domain D of S in H?, and choose («, 8,v) €
p(f), with v > 0. Let v’ € (v/2,v).

By definition, there exists two sequences z;, € H? and nj € N, with limn;, = +o0,
such that Equation (1.1) holds.

Fix one point ap on the geodesic defined by a and §, and € > 0 such that v/2 +
e < v'. Then, by taking a subsequence if necessary, at least one of the two sequences
d(ag, T 5(x))/nk and d(ag, 7o, 5(f™ (xx)))/n4 is eventually bigger than or equal to v/2—
e. By taking f~! instead of f and applying Proposition 3.2 if necessary, one can suppose
that it is the second one. Moreover, by taking a subsequence again, one can suppose
that d(ag, 7o g(2k))/nk is eventually smaller than or equal to v/2 + ¢.

Let T, be a deck transformation such that xy € Ty (D). Then, there exists py € Tx(D)
which is a fixed point of f . As deck transformations are isometries, the distance d(xy, px)
is uniformly bounded (by diam(D)). In particular p; tends to «, and the distance
between 7, g(p) and 7y g(xy) is bounded by diam(D).

Hence, the fundamental domain D, = f™ (T} D) contains both points py = froe (pk)
and f”k (zx). By Proposition 2.2, this fundamental domain is R-quasi convex for some
fixed R > 0: for any y € [pg, f™ (zx)], one has B(y, R) N Dy # 0.

13



Figure 6: Proof of Theorem 3.5.

Let us choose yp € [pk, f™(xx)] such that d(mas(pk), Tas(yk)) = ngv', and
2z € B(yg,R) N Dy. This implies that limd(ma g(pk), Tas(2x))/me = V. As
lim d(7q,8(pk), ao)/nr < v/2 + ¢ (because py is at a bounded distance of xj), we have
limd(ao, ma,8(2k)) /e > V' —v/2 —e > 0, so the sequence zj tends to S (this is here
where we need v’ > ).

Moreover, f‘"’“(zk) € TpD is at a bounded distance of xi, so it tends to «, and
ln (7 (" (20)) s 5 (20)) /i =

We have proved that for any v' € (v/2,v], one has (o, 3,v") € p(f). The theorem
follows easily from an induction using this property (in fact, one only has to use this
property twice: once for f and once for f~1). O

Proof of Proposition 3.6. We fix a fundamental domain D of S in H?, with minimal
diameter ¢, and choose (o, 3,v) € p(f), with v > 0. Let (xx) and (ny) be such that (1.1)
holds. Fix one point ag on the geodesic defined by « and .

Let Ty be a deck transformation such that xp € Tp(D). Then, there exists py €
Ti(D) which is a fixed point of f. The distance d(x,py) is uniformly bounded (by
diam(D) = 6). In particular p; tends to o, and the distance between 7, g(pr) and
Ta,8(2y) is bounded by 4.

Hence, the fundamental domain Dy, = f™ (T}, D) contains both points py = f™ (py,)
and fm (zx). By Proposition 2.2, this fundamental domain is R-quasi convex for some
fixed R > 0: for any y € [py, f™ (zx)], one has B(y, R) N Dy # 0.

Let us choose yy € [pg, f™* (x1)] such that

(a0, T3 () = d(ao, Tas(F (21))) — /d(a0, a5 (F7 (ar)). (3.1)
The following claim is a consequence of basic hyperbolic geometry.

Claim 3.7. If k is large enough, then d(yk,ﬂaﬂ(yk)) <1/2.

Proof of the claim. Let us consider the half-plane model of H?, such that a = co and
B =0 (in this case, («, ) is the positive imaginary axis). The set of points at distance
1/2 of («a, ) is the union of two Euclidean half-lines starting at 0 = 3, making angle 6
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with the imaginary axis, with |sin 6| = tanh(1/2). As the choice of ay was arbitrary, one
can choose ag = 1.

a =00
ap =1 T
ie\/ﬁ*h i
e .
[ (k)
B=0

Figure 7: Proof of Claim 3.7.

Denote h = d(ao, 7ra75(f”k (xk))) Then, 744(yx) can be computed in terms of d: the
hyperbolic distance satisfies, for p,q > 0, d(ip,iq) = |logp — log q|. Hence, by (3.1)
je— VR _ joVho—h

Tag(f™(zr)) =ie™" and map(yk) = e

Hence, the point y; lies on the Euclidean circle centred at 0 with radius eVheh,

Fix A > 0, then for any k large enough the geodesic passing through py, and f™ (x,)
is either a Euclidean circle with one extremity inside [~e™", e™"] and the other outside
[—A, A] or a line which is orthogonal to the real axis and with one extremity inside
[~e~", e7"]. Simple Euclidean geometry shows that if A and h are large enough, then
the intersection y; of this geodesic with the Euclidean circle centred at 0 with radius
eVhe=" is inside the Euclidean cone made of the points at distance at most 1 /2 of («, B).
Indeed, the angle between the imaginary axis and the straight line between 0 and yy
tends to 0 when A — 400 and h — +o0.

Hence, for any k large enough, d(yk, 7Ta75(yk)) <1/2. O

Pick some 2, € B(yg, R) N Dy. This implies that d(zx, (o, 5)) < R+ 1/2. By the
definition of y, one has limg—, o0 Y& = B, so we also have limy, 100 2, = 8. Moreover,
f7™(2) € Ty D, hence limg_ 4o f7™(2x) = o, and

A(7as (f7"4 (1)) Tap(2)

ny

= .

At this point, we have no information about the distance between f~"*(z;) and the
geodesic («, 3), but we know that d(f~"*(zx),zr) < 6. To solve this issue, it suffices to
make the same argument a second time, with f~! instead of f and zj instead of ;. We
then get a point x; with the desired properties. O

4 Realisation of rotation vectors for closed geodesics

We now state a realisation result, which is a direct consequence of already known reali-
sation results for annulus homeomorphisms | , |
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Proposition 4.1. Let f € Homeoy(S) and take a # 3 € OH? which define a closed
geodesic in S, of length ¢ > 0. Suppose that (a, 5,v0) € p(f), with vo = €p/q (p/q
irreducible), and that one of the following conditions holds:

(i) vo is mazimal, i.e. vo = max {v € Ry | (a, B,v) € p(f)}:
(ii) f is chain transitive;

(i1i) there exists (a1, B1,v1), (a2, B2, v2) € p(f), with vi,va > 0, such that (ay, 1)
crosses (a, B) positively and (g, f2) crosses (a, ) negatively.

Then f possesses a periodic point of period q and rotation vector («, [3,v).

We will need the notion of rotation set of an annulus homeomorphism, which we
recall now. Let g : S! x [~1,1] = R/Z x [~1,1] — R/Z x [~1,1] be a homeomorphism
which is isotopic to the identity. Let us denote by g : R x [—-1,1] — R x [—1, 1] one of
its lifts and by p; : R x [—1,1] — R the projection. The rotation set p(g) of g is the set
of limits of sequences of the form

<P1 (§™ (zx)) —m (%))

Nk

with ny — 400 and x € R x [—1,1].
We will need another way to see this rotation set of g. Denote by M(g) the set of
g-invariant probability measures. Then the rotation set of g is also

{/ (p1(9(2)) = p1(2))dp(z) | p € M(g)}-
Stx[-1,1]

Indeed, denote by p,(g) this second rotation set. As sequences of probability measures

of the form
< b3 )
> 0y
g*(xr)
K 1=0 k>0

have a limit point, we obtain that p(g) C p.(g). The other inclusion is the consequence
of the connexity of p(g) and of the following facts.

1. Extremal points of p,(g) are realised by ergodic measures.

2. The Birkhoff ergodic theorem applied to x +— p1(g(Z)) — p1(Z) with those ergodic
measures implies that those extremal points belong to p(g).

We use notation from the proposition Let T be the deck transformation associated to
the closed geodesic (a, ). Let f H2/T — H2/T be the quotient map of f; as f extends
by identity to OH?2, this map f can be seen as a map of the closed annulus S' x x [—1,1],
homotopic to the identity. Hence, it has a well defined rotation set p(f) C R.

Lemma 4.2. Under the above hypotheses,

)= {veR | (a,8.0) € p(f) or (B.0,~v) € p()}.
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Figure 8: Realisation of periodic points.

Proof of Lemma /.2. Let L be a geodesic of H? orthogonal to (a, 3), and D C H? the
fundamental domain of the open annulus H? /T, consisting of the points that are between
L and TL (see Figure 8). For any xz € H?, we denote by i, the integer satisfying
x € T%(D). As L is orthogonal to (o, 8), for any x,y € H?,

Uiz — iy = 1) < d(map(@) . Tap(y) < iz — iyl + 1). (4.1)

Suppose that (o, 8,v) € p(f). Then, there exists (zx) and (ng) such that Equa-
tion (1.1) holds. Applying Equation (4.1) to # = 2, and y = f™(x},), one gets that
v/l € p(f). Conversely, any sequence Z;, € H?/T realising a rotation number v’ € p(f)
lifts to a sequence x; € H? with rotation vector of the form (o, 3,£v') if v/ > 0, or
(B, a, =) if ' < 0. O

Proof of Proposition 4.1. By applying Lemma 4.2, and lifting the points to H?, we are
reduced to prove the proposition in the case of the closed annulus. Point (i) comes from
the fact that any extremal rational rotation number is realised by some periodic orbit
( , Theorem 3.5]), point (ii) from | , Theorem 2.2|, and point (iii) is a direct
consequence of a generalization of Poincaré-Birkhoff theorem | , Theorem 9.1]. O

The following proposition means that any extremal point of p(f) in a closed geodesic
direction is realised by an orbit which stays at sublinear distance from the geodesic line.
It uses results from | | and | |.

Proposition 4.3. Let (a, 3) be a geodesic line of H? which projects to a closed geodesic

v. Suppose («, B,v) is an extremal point of p(f), with v # 0. Then there exists a point
T in S = H? such that

lim Ld(f(3),7) = v

n—+oo n ) o
1 ngr—ﬁr-loof (x) o B
lim —d(f"(&), ma,s(/"(&) = 0

n—-+oo N

Moreover, either the orbit under f of & stays within a bounded distance of the geodesic
line (o, B) and its closure (inH?) does not contain any fized point of f or, for any rational

number 0 < r < e(%), there exist a periodic orbit realising the rotation vector (o, B,74(7)).
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To explain why the vector (o, 5,v) € p(f) is realised by the orbit of Z, let T" be the
deck transformation associated to (a, ). Fix any sequence of integers (k;, ),>0 such that

lim k, = +o0
n—-+o0o
lim — = 0.
n—4+oo n
Then
tin—d(map (T7(2)), 0 (P70 (0))) = i 5(8), 7o (F(0) = v
n—+oo n ’ ’ n—+oo N ’ ’ ’
and
lim T % (%) =«
) n—i;ll-oo -
i fT (3) = B,

This means that the rotation vector («, 3,v) is realised by the orbit of Z.

Proof of Proposition 4.3. During this proof, we will need the following elementary result
of hyperbolic geometry.

Claim 4.4. For any ai, a9, f € OH? such that aq # B and ag # 3, we have :

lim d(ﬂ'az B(y)77ra1,[3(y)) =0.
yEH?

y—pB

Proof. We see H? as the upper half-plane in R? so that OH? is the union of the line
R x {0} with the point co at infinity. As, for any isometry o of H?,

d(U(Wozz ﬁ(y) 70 7r0¢175 ))
= d(To(a2),0(8) (1Y) To(ar),0(8) (1(1)))

d(7ra275(y), Toy,B (y))

and as the group of isometries of H? acts transitively on the boundary 9H?, we can
suppose that § = oo and that a; and «ag are two points of R x {0}. To carry out this
proof, we will use the distance dgy. on H? which is induced by the Euclidean distance
on R2. In this model, the geodesic lines (a1, 3) and (a9, 3) are respectively the sets
{on} x RY and {az} x R%.

B =00
R3

Ry
Ry

< e

(6751 (%)

Figure 9: Proof of Claim 4.4.
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Fix y € H2. The geodesic line passing through y and orthogonal to (g, ) is the inter-
section of H? with the Euclidean circle of center oy and of radius Ry = dguc(y, a1). Hence
Tay,8(y) = (a1, R1). In the same way, if Ry = dpyc(a2,y) and R3 = dpyc(ma, 3(Y), a2),

then Wazﬁ(y) = (052, Rg) and Tay,B © 71—041,5(3/) = (a2, R3).
We have

d(ﬂ'm BY) Tas,8 (y)) < d(ﬂ'al BW): Tay,5(Tay 8 (y))) + d(ﬂ'amﬁ (Ta1,8(Y)), Tay,8 (y)) :

When the point y tends to 5 = oo, the distance d(7q, g(y), Tas,8(7a1,5(¥))), which is the
(hyperbolic) distance between the point 74, 3(y) and the geodesic line (as, ), tends to
0 as the point 74, g(y) remains on the geodesic line (o, §).

To prove the claim, it suffices to prove that, when the point y tends to oo, the distance
A(Tay,8(Ta1,8(Y))s Tas,3(y)) tends to 0. To do this, it suffices to prove that the Euclidean
distance dguyc(Tay,8(Ta1,8(Y))s Tay,3(y)) remains bounded. We have

| Ry — Rs|

dEuc(Wag,B(Walﬁ(y)%7r012,f3(y)) =
< |R2 — Ri| + |R1 — R3|.

However,

{ |R2 — Ri| = |dpuc(y, @2) — dEuc(y, a1)| < dpuc(az, a1)
|R3 - Rl’ = |dEuc(7Ta1,5(y)a a2) - dEuc(ﬂ—ahﬁ(y)?al)‘ < dEuc(alv aZ)

and
dE“C (71-@275 (7ra1,ﬁ (y))a Tas,B (y)) < 2dEuc(0417 042)-

O]

Let T be the deck transformation associated to («,3). Let A be the open annulus
S/(T) = H?/(T) and A be the closed annulus H2 — {a, 8} /(T). Denote by f the lift of
f to A induced by f and recall that, as f is isotopic to the identity, the homeomorphism
f pointwise fixes the boundary of the closed annulus A. Fix coordinates on A so that
we can make the following identifications:

H2 - {a,8} = [-1,1] xR
(.8) = {0} xR
A = [-1,1]xR/Z

and the projection po : H2 — {a, 8} = [~1,1] x R — R on the second coordinate is equal
to T 8-
By Lemma 4.2, the point f(vT) is an extremal point of p(f). Hence there exists an

f-invariant ergodic probability measure 2 on A such that

/Apz(f (z) — ) da(z) = o

As the homeomorphism f pointwise fixes the boundary 94 of A, observe that ji(A) = 0.
Indeed, otherwise, we would have i = fi(A)fi1 + @(0A)f2, where fi; = ﬁﬂ(z‘l N.) and
flo = o éZ) f(0A N ), which contradicts the ergodicity of fi (observe that the definition
of f1 imposes that 1(A) > 0).
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By Birkhoff ergodic theorem, the subset C of A consisting of points # such that

1 ~ v
lim — "z)—)=—
Jim () ) =
where the point & € H? is any lift of #, has full ji-measure.
Going back to the hyperbolic distance on A, this means that, for any point & of §
which projects to a point of C,

lim ld(ﬂawg(f”(i’)),i) = .

n——+oo N

Let 7 be the covering map A — S and u = 7, ji. The probability measure p is f-invariant
as fi is f-invariant. The following lemma is a consequence of Corollary 21 of | |.
This statement is actually valid for any f-invariant ergodic probability measure.

Lemma 4.5. There exists a full p-measure subset B of S such that, for any point T in

771(B), there exists a geodesic line (az, 3z) such that

Now take any point # in H? which is a lift of a point in #~1(B) N C (this set has full
fi-measure and is hence nonempty). As the point Z is a lift of a point of C, then

lim Ld(ras(F(@)), mas(@) = o

n—+oo N _
. n/s\

so that 83z = 8. Moreover
d(f"(), ma,5(f" (%)) < d(F"(2), Tz 6 (/" (2))) + d(Taz 6 ([ (2))s Ta5(f(E)))-

However, by Lemma 4.5,

lim (&), 7o, 5(F(#)) = 0

n—+oo n

and, by Claim 4.4,

lim d(ma, 5(f"(%)), ma,s(f"(#))) = 0.

n—-+00
Hence 1
lim —d(f™(&),mas(f"(Z))) = 0.
Jim —d(f"(2), ma,5(f"(2))) = 0
The last part of the proposition is a consequence of a result by Handel (see | D-

If the orbit of Z does not stay within a bounded distance of the geodesic («, 3), then
the closure of this orbit meets the boundary of the closed annulus A. However, recall
that this boundary is fixed under f, so that a fixed point of f lies in the closure of the
orbit of &, which in particular does not have the same rotation number as Z. Then, by
the proof of Lemma 2.1 p.343 in | | and by Lemma 4.2, for any rational number

0 < r < {(y), there exist periodic orbits for f with rotation number («, 3, r4(7)). O

See Example 7.1 for an example of a homeomorphism of the genus 2 closed surface
with an ergodic probability measure p for which an uncountable set of geodesics is
necessary to describe the rotation set of y almost every point.

20



5 Creation of new rotation vectors: elementary results

In this section, we state forcing results about rotation vectors: the existence of orbits
with nontrivial rotation vectors, whose associated geodesics of H? cross, force the exis-
tence of other rotation vectors (and hence other orbits, with different rotation vectors).
The two results we get, Propositions 5.1 and 5.4, are heavily inspired by Le Calvez-Tal’s
fundamental proposition | , Proposition 20|, although they use only basic plane
topology (and in particular, no Brouwer-Le Calvez plane dynamical foliation, see Sec-
tion 9.1 for some results of this theory). Note that similar arguments without the use of
Brouwer-Le Calvez plane dynamical foliation appeared recently in | ]

The first proposition concerns geodesics of the surface with auto-intersection (Propo-
sition B of the introduction), and the second one treats the general case (with weaker
conclusions).

Proposition 5.1. Let (a, 3) be a geodesic line of H? and T a nontrivial deck transfor-
mation such that (o, B)NT (e, B) # 0. Denote {po} = (o, 3)NT (e, B), and suppose
that Tpy € (v, B) is such that for the natural order on («, B), the sequence (o, po, T'po, )
1S tNCreasing.

Suppose there exists v > 0 such that (a, 5,v) € p(f). Then (T, B,v) € p(f).

Of course, under the hypothesis of this proposition we also deduce that
(@, T71(B),v) € p(f).

If the sequence («, T'po,po,B) is increasing instead of («, po, T'po, 5), then we can
apply Proposition 5.1 to the homeomorphism f~! and use Proposition 3.2 to obtain that

(a, TB,v) € p(f) and (T, B,v) € p(f) when (a, B,v) € p(f).

Figure 10: Configuration of Proposition 5.1.

Proof. By definition, there exist a sequence (z3)ren of points in H? and a sequence
(nk)ken of integers such that

lim zp =«
k—+o00

) =
d(ma,g(f™ (x1)), Tag(2k))

lim =
k—+o00 ng
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For any k > 0, denote by G (respectively G'a 1) the unique geodesic line passing through
xy, (respectively f™ (zj)) which is orthogonal to («, 3) (see Figure 10). Extracting a
subsequence if necessary, we can suppose that both sequences

(raalen) maslpol) (d(wmpo) ras (" <xk>>>>
k k

ng n

converge with respective limits v} and v}. Observe that v] + v} = v.

Lemma 5.2. For any large enough k,

(T (Grp)) N Gag # 0.

Proof. If k is large enough, the sets Ti(GLk), for ¢ € Z, are pairwise disjoint and so
are the sets Tj(Gg,k), for j € Z. Each set G, defines an interval I ; on OH?, as the
connected component of OH? \m containing «. Similarly, the set G2 defines an
interval I, on OH?, as the connected component of OH? \ Gok, containing 8. There is
an orientation on OH? such that the following intervals are all ordered positively:

Il,k‘? TIl,k‘a I2,k‘a TIZ,k" (51)

These orientations of the I;;’s induce orientations of the G ;’s. For now we fix a
large enough k so that the above properties hold.
Suppose for a contradiction that f™ (G1x) NT Gy, is empty.
Let us parametrize the oriented geodesic Gy by the arc length. Let ¢ € R be such
that
f"k(G1k| Oot))ﬂTiszZ@ for all 7 >0
f"k(G1k| —oo)) VTG # 0 for some ig > 0.

Such a ¢ exists as the intersection f™ (G1x) N Gy is nonempty and as f”k'(Glyk) N
T iGQ’k = () for any 7 large enough. Remark that the number i( satisfying this property
is unique.

Let ¢ € R be such that f”k(GLk](,oo,t]) TGy kl(=oo,r) is Teduced to the point
f"’f(Gl k(1)) = TGy k(t/) , and denote by  the path which is the concatenation of
(G, Kl oot]) and TGy |(—oop]. It is a path linking OH? to OH2. We now prove
that this path is disjoint from its translate by T'. Indeed, the fact that the TlGLk and
TJ G are pairwise disjoint reduces the possible intersections to

F™ (Gl (—oos) NTOM G gl (oo
or
(TG k| (—o0) N TPGapl(—oow) = T(f”’“ (G1kl(—o0) N Tio_lGQ,k‘(—ooJ’])a

but these intersections are empty by uniqueness of ig, and the fact that by contradiction
hypothesis, f™ (G1x) NT1Gay = 0 (to treat the case ip = 0).

But, by the ordering of the intervals given by (5.1) (this is where we use the order
on points «, po, T'po, B), if ig > 0, then the two endpoints of T'¢ lie in different connected
components of H? \ §, a contradiction. O
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We now prove that (T'(«), 5,v) € p(f). By Lemma 5.2, for any large enough £,
(TG ) N Gay, # 0.

Hence there exists a sequence (yz)x of points of H? such that, for any &

1. yr € TG -

2. f™(yx) € Goy.

Observe that the sequence of points (yx) converges to the point T'(a) and that the
sequence of points f™ (yy) converges to 3.
To prove Proposition 5.1, we need the following hyperbolic geometry lemma.

Lemma 5.3. Let a1, a9, B1, B2 be pairwise distinct points of OH?. For any point py of
HZ,

d(7r0qﬁ1 (y)’ Taq,B (pO)) d(ﬂ-ahm (y)a Taq,B1 (pO))

lim = lim = 1.
yeH? d(TrOc2751 (y)7 Tag,B1 (po)) yeH? d(wahﬁz (y)a Tay,B2 (pO))
y—b61 Yy—raq

Before proving the lemma, we prove Proposition 5.1. Recall that we fixed a point
p € H2. For any sufficiently large index k,

(77,5 (F™ (), T1(0),5 (k)
ng

_ A1), 5 (F™ (k) 71 (0),5(P)) N d(7r(0),5(P)s T1(0),5(Yk))

ng N

as the point w7, 3(p) lies between the points WT(a)ﬂ(f”’“ (yx)) and 7p(4)8(yk)) on the
geodesic (T'(«), 5). Hence

A1), (F™ (Uk)) 71 (0,5 (Yr))
ng

y T, B (p)) Nk
P),mr),sWk) ATy 1) (P) )i (Uk))
(77 (0),1(8) (P), T1(0)7(8) (Uk)) Tk

Now, the points y; and T'(xj) both belong to the geodesic line T'(Gy ) which is
orthogonal to (T'(«),T(5)). Hence

d(m7r() 78 Wk), T 1) P) = d(Tr@) e (T (@), Tr@)r5) (P))
= d(mas(zk), Tas(T7L(p)))

so that

d » T (cx
-~ (m1(0) 1) (Uk), T1(0).7(8) (P)) _ o
k—-+oo Nk

In the same way, .
lim d(ﬂ—a,b’ (p)a Wa,ﬁ(fnk (yk))) _ Ué.
k—4o00 ng
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Hence, by Lemma 5.3,

lim d(7r(0),5(F™ (U8))s 1(),8 (yK))

=] + vy =v>0.
k—+o00 ng

Recall that the sequence of points (f™ (y;)), converges to the point 8 and that the
sequence of points (yx)r converges to the point T'(a). Therefore

(T(e), B,v) € p(f)
and Proposition 5.1 is proved. ]

Proof of Lemma 5.5. As the proof of both items are similar, we will only prove the first
one.
Let p1 = Ta, 5, (o) and pa = T, g, (Po). For any point y of H?, we have

d(ﬂal,& (y),p1) > d(ﬂ'azﬂl (y),p2) — d(p1,p2) — d(ﬂal,& (Y), Mo, 81 (¥))-

Similarly,

d(ﬂ-ﬂlmﬂl (y),p2) > d(ﬂ-ahﬁl (¥),p1) — d(p1,p2) — d(TrOélﬂl (y), Moy, B Y))-

Hence Lemma 5.3 is a consequence of Claim 4.4. O

We now come to the general case concerning two intersecting geodesics. Our re-
sults are weaker than when the second geodesic is the image of the first one by a deck
transformation (Proposition C of the introduction).

Proposition 5.4. Let f € Homeoy(S), and (ay,B1,v1) € p(f), with v1 > 0. Let also
(a2, B2) be a geodesic of H? that intersects (a1, B1), and such that there exists (yi,) € H?
and uy, € N such that y, — o and f* (yz) — Ba. Then, there exist v',v" > 0 satisfying
v + 0" = v such that

(i) either (a1, B2,v") € p(f) or (a1, a2,v") € p(f);
(”) either (627 617’0”) € p(f)) or (a27517vﬂ) S p(f)

Remark that this result can be applied when moreover (ag,32,v2) € p(f), with
vo > 0.

Proof. By definition, there exist a sequence (zj)ren of points in H?, a sequence (t;)ren
of integers, a sequence (yx)ren of points in H? and a sequence (uy)ren of integers such
that

lim zp = aq lim yp = as
k—+oo k—+oo

1 the _ 1i o — 3,
S (k) =5 ) Jm U () = 5

lim d(ﬂ-alﬁl (xk)’ T, (ftk (xk))) =1
k—+o0 tk

For any £k > 0 and i = 1,2, denote by L;, (respectively R;) the left of the unique
geodesic line passing through zj if ¢ = 1, yg if @ = 2 (respectively}he right of the
unique geodesic line passing through f(zy) if i = 1 and through fu*(y) if i = 2)
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which is orthogonal to («;, §;)), the left /right being defined with the help of the oriented
geodesics (ay, 3;). Let p € H? be the intersection between the geodesics (a1, 31) and
(a9, B2). Extracting a subsequence if necessary, we can suppose that the sequences

(d(ﬂ'al,lﬁ (7)), T ,B1 (P))) and (d(ﬂ—al,& (p), Tan,B1 (ftk (:Ck)))>
k k

ty 172

converge with respective limits v’ and v”. Observe that those limits do not depend on
the chosen point p and that v’ +v” = v;.
The reader can refer to Figure 11. Fix k € N, and set Ly, = Lo, and Ry = Roy,. If k

is large enough, the closure of these sets in the disk A° contains neither aq nor By. Then
there exists L € N such that for any ¢ > L, the sets L, = L and R. = Ry are disjoint
from the set

X = fu(Ly) U Ry.

Note that the set X separates the sets L, and R. (that is, these sets lie in different
connected components of X E). Moreover, the trace of the closure of X on 9H? is the
same as the trace of the closure of Ly U Ry.

Rq

Ly

Figure 11: Proof of Proposition 5.4.

Take £ > L such that ty > ug. Asx € L, and fte (z¢) € Re, theset Y = ftf(La)URc
is (path) connected. This implies that X N f%(L,) # 0, hence one of the following
intersections is nonempty:

f‘te (La) N Ry or ftZ_Uk (La) N Ly.
Remark that this conclusion is similar to the one of Lemma 5.2. Reasoning as in the
proof of Proposition 5.1, and in particular using Lemma 5.3, we deduce that there exist

a sequence of points (z;) in H2, and a sequence of times n; going to infinity such that
lim z; = o1 and

d(Tqu,,BQ (21)771—011,52 (fnz (ZZ))) /

either f”l(zz) — B and lim sup

Z U,
i—+00 i—400 n;
~ d . fn; .
or fMi(z) — as and lim sup (7T011,a2 (Zl)aﬂ'ahaz(f (1)) > o
t—+00 i—+00 n;
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which implies, together with Theorem 3.5, that either (a1, 82,v") € p(f), or (a1, a9,v’) €

p(f)- i .
Considering f~%(R,) instead of f¥(L,) gives the following similar conclusion: one
of the following intersections is nonempty:

F™R)NRy  or [T (Re)N L.
As before, this implies that either (82, 81,v") € p(f), or (a2, B1,v”) € p(f). In conclusion

either (aq, B2,v") € p(f), or (a1,a9,v") € p(f), and
either (B2, B1,v") € p(f), or (ag,B1,v") € p(f).

6 Almost annular homeomorphisms

In this section, we study the situation where the rotation vectors are all associated to a
single geodesic of the surface. We will prove that this implies that the geodesic has no
auto-intersection.

Let o and 8 be points of OH? and p : Sg = H? — S be a covering map. For
f € Homeoy(S), we say that the rotation set of f is contained in the geodesic p(«, 3) if

p(f)c U T(aB)xRy.

Teni(S)
Next proposition is Proposition D of the introduction.

Proposition 6.1. Let f € Homeoy(S) and «, 3 € OH?. Suppose that the rotation set
of f is not reduced to {0} and is contained in p(a, ). Then, for any T € w1 (S), the
geodesics (o, ) and T(c, B) have no common point in H2.

In particular, this proposition implies that the geodesic p(a, §) has no transverse
auto-intersection.
This proposition is still true (with the same proof) if we suppose that

pHic| U T@BxRi|Jul |J T(Ba) xRy

Tem (S) Tem(S)

Remark 6.2. The only examples we know of homeomorphisms f such that the rotation
set of f is not reduced to {0} and is contained in p(c, 3) are those for which p(a, ) is
a closed geodesic. We can wonder whether there are other examples.

Proof. Take v > 0 such that («, 3,v) € p(f). We take the same notation as in the proof
of Proposition 5.1: there exist a sequence (3)zen of points in H? and a sequence (ny)ren
of integers such that

lim zp =«

k—+o0

lim ™ (ay) =
LS f (:vk)~ B

lim d(ﬂ—a”@(fnk(l’k))y 7Ta”3($k)) -
k—4o00 N
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For any k > 0, denote by G (respectively G'a 1) the unique geodesic line passing through
zy, (vespectively f™ (xy)) which is orthogonal to («, 8). Fix a point p in H?. Extracting

d(”a,ﬁ(wk)aﬂ'a,ﬁ () > and
ng k

a Subsequence if necessary, we can suppose that both sequences (
(d(ﬂ'a,ﬁ (p)yﬂaﬂ(fnk (xk)))

o )k converge with respective limits v}, v5. Observe that those limits
do not depend on the chosen point p and that v} + v}, = v.
Suppose for a contradiction that the geodesic line p(«, §) has a transverse autointer-

section: there exists T' € m1(S) such that
Card (T(a, 8) N (o, B)) = 1. (6.1)

By Proposition 5.1, either (o, T'(8),v) € p(f) or (T'(), B,v) € p(f).
Let us finish the proof of Proposition 6.1 in the first case (o, T(8),v) € p(f). The
second case is similar. We will use the following classical lemma.

Lemma 6.3. Let n; and ng be nontrivial transformations in w1 (S). If the respective azis
A1 and As of n1 and ny have a common endpoint, then A1 = As and there exists nonzero
integers n1 and no such that
ni no
mo =M

To prove this lemma, observe that, otherwise, for any point p € H?, there would
be infinitely many points of the form 775 (p) in a compact subset of H2. This is not
possible as the group m(S) acts properly on H?.

By hypothesis on p(f), there exists a deck transformation 7 such that T3 («, 5) =
(o, T(B)). Then

1. either T1(a) = o and Ty (B) = T'(B);
2. or Ty(a) =T(B) and T1(5) = a.

Suppose first that 71 () = o and T1(8) = T(B). Then « is an endpoint of the axis
of Ty. Let Th = T~ 'Ty. As the deck transformation T, fixes the point 3, either T is
trivial or 8 is an endpoint of the axis of T5. If T, was trivial, we would have T7 = T but
this is not possible as T'(a) # a = Ty ().

Hence Ty # 1. Now, let us prove that p(«, ) is a closed geodesic. This will lead to
a contradiction: by Lemma 6.3, the axis of T} would be (a, 3), which is not possible as,

by (6.1), T1(B) = T'(B) # B.
Denote by («, aq) the axis of T and by (3, 51) the axis of Th. Let A (respectively As)

be the closed annulus obtained by quotienting the closed band i \ {a, a1} (respectively
m \ {8, B1}) by the action of the group generated by T} (respectively T3). For i = 1,2,

denote by f; the homeomorphism induced by f on A;. Denote by p(f;) the rotation set
of f, on A;.

Recall that both sequences (d(ﬂ'a,ﬁ(xk)aﬂ'aﬂ(p)))k and (d(”a,ﬁ(l’)vﬂ'a,ﬂ(fnk(zk))))k con-

Nk Nk

verge with respective limits v}, vy with v] + v4 = v > 0. Therefore, by Lemma 4.2 and
Lemma 5.3, v} € p(f,) and v} € p(f,). Hence, one of those two rotation sets contains
a nonzero rotation number. But this implies that there exists v/ > 0 such that either
(a,a1,v") € p(f) or (B1,8,v") € p(f). As we supposed that p(f) was contained in a
geodesic line, this means that either (o, 1) or (1, 8) is the image of (a, ) under a deck
transformation. Hence, as p(«, aq) and p(fy, B) are closed geodesics, so is p(a, 3), what
we wanted to prove.
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Now, let us suppose that Ti(a) = T(B) and Ty(8) = a. Then T7'T%(B) = B
and T'T~!Ti(«) = . If one of the deck transformations 7172 or TyT Ty is trivial,
then T = T?. Then there exists an orientation of the circle 9H? such that, when one
follows this orientation of the circle, one successively meets the points 3, T2(8) = T(8),
T1(B) = a and T?(B) = T(a). This is not possible as the dynamics of T} on 9H? is a
north-south dynamic (see Figure 12, left).

T(B) = T{(B) = Ti(a) T(8) =Ti(a)

11 axis

o =Ti(5) v a = Ti(B) b

T(a) =T (B) T()
Figure 12: End of proof of Proposition 6.1.

So both deck transformations T*1T12 and T'T~ 1T, are nontrivial. Remark that the
point 3 (respectively ) is an endpoint of the axis of T~1T? (respectively TYT~'T}). As
in the above case, this implies that the geodesic line p(a, ) is closed and that (o, )
is the axis of both deck transformations T-'T? and TYT~'Ty. Then T71T%(a) = a.
However, we will see that this relation is not possible. This will complete the proof of
Proposition 6.1.

Indeed, orient the circle 9H? in such a way that, following this orientation, we suc-
cessively meet the points «, T'(«), B, T(5) (see Figure 12, right). As T1(8) = a and
T () = T(B), both endpoints of the axis of 77 have to belong to the oriented open
interval (3, T(8)) of OH? and the point TZ(a) = T1(T(B)) belongs to the open inter-
val (8,T(B)) C (T(a),T(B)) C OH2. Hence the point T~!(T2(a)) belongs to the open

interval (3, ) and, in particular, T~1(T2(a)) # a. N
7 Examples

See also Section 10 of | | for other interesting examples, based on a technique due
to Kwapisz | |.

7.1 A uniquely ergodic diffeomorphism with uncountable rotational
directions

Let us give an example of a homeomorphism of the punctured torus with an ergodic
probability measure p for which an uncountable set of geodesics is necessary to describe
the rotation set of u almost every point.

Let « € R\ Q and X = (1,a) be the constant vector field on T? = R?/Z2. Let
k : T? — R, be a continuous nonnegative function such that k(zr) = 0 <= z = 0,
and that x(z) ~ ||z||* for some 0 < a < 2 (|| - || is the Euclidean norm). Let (¢:) be
the flow associated to the vector field kX (Cauchy-Lipschitz theorem applies on T2\ {0}
as kX is locally Lipschitz on it; we set ¢!(0) = 0 for any t). It is of class C%, and its
flow curves are straight lines with slope a (apart from two half-lines). By Section 2 of
[ |, this flow has two ergodic probability invariant measures: dy and an absolutely
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continuous one p with total support. The rotation number of this measure p is nonzero,
hence the rotation set (as a homeomorphism of T?) of this flow is a nontrivial segment.
As 0 is a fixed point for it, it induces a flow on the noncompact manifold T2 \ {0}; we
denote by f the time 1 of this flow. Then, seen as a homeomorphism of T? \ {0}, f is
uniquely ergodic.

By Lemma 4.5 (from | |), to p-almost every point = and every lift  of =
to the universal cover of T2 \ {0}, there exists a geodesic line (az,3z) such that
d(f"(z), (az, Bz)) = o(n).

Let (z;)ier an uncountable set of p-typical points, such that any two of them are on
a different flow line. Using Svaré-Milnor lemma (Lemma 8.9), one can easily see that
for i # j, the orbits of z; and x; move away one from the other at least at linear speed.
This implies in particular that that (ag,, 8z,) # (@, Bs,). Indeed, any two lifts of the
flow curves to R? are separated by a lift of the point 0 € T?.

If1 <a < 2,it is possible to blow up the fixed point of the homeomorphism to a circle
and gluing two such examples along the two obtained circles; it gives a homeomorphism of
the compact surface of genus 2. The ergodic invariant measures of this homeomorphism
are either one of the two absolutely continuous invariant probability measures, each one
supported in a domain homeomorphic to a punctured torus, or supported in the fixed
point set which is a circle. Then there is no positive Lebesgue-measure set A such that
any two points x and y of A have the same rotational direction (i.e. the geodesic defined
by the flow line passing through x or y).

7.2 A diffeomorphism with trivial rotation set but unbounded dis-
placements in all directions

This example is the higher genus counterpart of the torus example of Koropecki and Tal
[ ]. In this paper, the authors build an open topological disk embedded in T? whose
lift meets each fundamental domain of T2 in R?, and whose complement has zero measure.
They then define a smooth Lebesgue measure preserving Bernoulli” diffeomorphism of
the torus which is equal to the identity outside this disk, using a method due to Katok
[ |: there exists a smooth Bernoulli diffeomorphism of the unit disk, equal to identity
on the boundary of the disk, which gives a smooth Bernoulli diffeomorphism of the torus
via the embedding of the disk.

The torus example of Koropecki and Tal | | can be generalized to any positive
Euler characteristic connected surface, with an (almost) identical proof. The construction
of the example from the existence of the embedded disk follows from Katok | | and
is not specific to the torus. For the construction of the embedded disk, the only part of
the proof that is specific to the torus is Lemma 4, that can be replaced by the following.

Lemma 7.1. If T and y are two points 0f§ ~ H? that do not project on the same point
of S, then there is an arc o joining T to y whose projection to S is injective.

Proof. Fix a point T € S , and consider the set
Az = {gj es | 3a arc joining T to ¥ s.t. « is injective}.
Equip S with a metric that lifts to the canonical metric on H?. For € > 0, let

E. = {ﬂ €s | the projection of B(y,€) to S is injective}.

"And hence ergodic.
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Let ¥y € Az N E.. Then there exists a path & joining T to ¥ whose projection
to S is injective. Remark that it is possible to make this path smooth if necessary.
Then, consider a diffeomorphism h of S, equal to identity out of B(y,€), such that any
point in B(y,e€) \ {y} has its w-limit included in dB(y,¢). Then, for n large enough,
h"(a) N B(y,€/2) is a connected path. In particular, for any point z € B(y,¢/2) \ h"(a),
it is easy to build a path joining y to z and included in B(y,e/2) \ h™(&). This shows
that B(y,€/2) C A;.

The uniformity of € in this property shows that the connected component of z in F
is included in Az. But for any x,y € S, there exists ¢y > 0 such that for any 0 < € < €,
7 and 7 lie in the same (path) connected component of E,.. Hence, Az = H?2. O

Finally, we get the following result.

Proposition 7.2. For any surface S with negative Euler characteristic with finite mea-
sure, for any fixed compact connected fundamental domain D C H? of S, there is a
C™ area-preserving diffeomorphism f : S — S homotopic to the identity, with a lift
f:H? = H? such that

e p(f) is reduced to a single rotation vector (with zero speed):

e f is metrically isomorphic to a Bernoulli shift (in particular, f is ergodic) with
Lebesgue measure;

e For Lebesque almost every point © € H?, the forward and backward orbits of T
accumulates in every direction at infinity, i.e.

0so{ ["(@) | n €N} = S = 0o {f (@) | n € N}

Moreover, the forward and backward orbits of T wvisit every fundamental domain
TD, with T € m1(S5).

This example can be modified in a simple way to get other rotational behaviours. For
example, consider a simple essential closed annulus A C S, such that S\ A is connected.
Then, one can apply Proposition 7.2 to S\ A to get a homeomorphism & of S\ A which
is equal to identity on 0A, and extend h to A such that h|4 has a nontrivial rotation
set. This gives an example of an almost annular (in the sense of Section 6) that has
unbounded displacements in all directions not intersecting the direction of A.

7.3 An example of homeomorphism with non closed rotation set

Fix a closed surface S with negative Euler characteristic which is endowed with a hy-
perbolic metric. Take two disjoint closed simple geodesics o and 8 of S and a simple
geodesic v whose a-limit is a and whose w-limit is 5 and which is disjoint from both «
and 3. Let Ag be a tubular neighbourhood of 8 which is disjoint from « and such that
ApgNy is connected. Let B, be a tubular neighbourhood of v which is disjoint from both
a and § such that By N Ag is connected. We denote by & = (o, o), B = (81, B2) and
4 the respective lifts of o, 8 and ~ to the universal cover S = H?2 of S such that 7 joins
the points a1 and 5 of OH?2.

Let fi; be a homeomorphism in Homeoy(S), which is supported on Ag, with the
following properties.

1. The canonical lift fl of f1 preserves /5’ and acts as a translation of 8 € R on B
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2. There exists an open neighbourhood Ug of 3 such that

f1(Ug) C Up
ﬂnzo f{l(Uﬁ) =p
Un € Zf1'(Us) = Ap

3. For any n € Z, the set f'(Ug) N By is connected.

Figure 13: The right drawing is the universal cover of the left one. On the left, the
red closed curve « (left) is made of fixed points, and the green closed curve /5 (right)
rotates. The blue geodesic v is heteroclinic to a and 5. On the right, T is the deck
transformation associated to a lift & of «.

Let fs be a homeomorphism which is supported in E with the following properties.

1. For any point « € By, the sequence (f3(x))n>0 accumulates to 5 and the sequence
(f3 " (x))n>0 accumulates to .

2. For any n € Z, fo(f'(Up)) C f1(Up)-

Observe that the homeomorphism fs pointwise fixes o and 5.

Finally, let f3 = fo o fi. The dynamics of f3 is described on Figure 13. Observe
that the recurrent orbits of f3 consist of its fixed points and the points of 5. Observe
also that (81, f2,0) € p(fs) and, because of the orbits on  with asymptotic speed 6,
(a1, B2,0) € p(f3). Let T be the deck transformation associated to &. As the set p(f3)
is invariant under deck transformations, we obtain that, for any n > 0,

(T"ay, T"Be,0) = (a1, T B2,0) € p(f3).

Observe also that
lim TTLIBQ = (9.
n—-+oo

However, (a1, az,0) ¢ p(f3). Indeed, otherwise, by Proposition 4.3, there would exist a
recurrent orbit of f3 with a nontrivial rotation vector which stays at a bounded distance
from the geodesic &. But there exists no such orbit as the only nontrivial recurrent orbits

of f3 are contained in 5. Hence the rotation set of f3 is not closed.
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8 Intersections of closed geodesics: consequences on the ho-
mological rotation set

In this section, we get the first consequences of the fact that two closed geodesics that
cross and are associated to a nontrivial rotation vector. In this case, we get the existence
of a toral covering in which the induced rotation set has nonempty interior (Proposi-
tion 8.10). This implies positive topological entropy and the existence of an infinite
number of periodic orbits (Corollary 8.11). This is somehow a first step towards the
results of Section 10, in which we will get stronger conclusions under weaker hypotheses.
It will be the occasion to introduce and study the notion of associated covering map
(Definition 8.3) that will be used in the three last sections.

8.1 Background on covering maps

In the sequel, S will be chosen as either the closed surface S of genus g > 2, or the
domain of an isotopy dom I C S of f (see Subsection 9.1). The surface S is endowed
with a complete hyperbolic metric so that its universal cover S is identified with the
hyperbolic plane H?2.

Let zg € S, and a1 and as two loops of S. Denote by Zg, &1 and éo lifts of respectively
o, a1 and ao to the universal cover Sof S. Suppose that Ty € &1 N ag; we take Ty as a
basepoint for both those loops.

Note that each of the paths &1 and as stay at a finite distance to a closed geodesic
of S (and this geodesic is determined by the deck transformation associated to the loops
a1 and ).

Definition 8.1. We say that a; and ag have a geometric transverse intersection at xg
if some geodesics associated to their lifts to S intersect in H2.

We say that a loop « of S has a geometric transverse autointersection at xg if there
exists a deck transformation T of S — S such that & and T'@ intersect transversally.

Note that by definition, a transverse intersection stays transverse in any covering
space.

Lemma 8.2. Let F' C S be a closed set, and « a loop of S\ F which has a transverse
geometric transverse auto-intersection at xg for a deck transformation T of S — S.

Then, there exists a deck transformation Ty of S\ F — S\ F, projecting to T in S5 —8S,
such that o has a geometric transverse auto-intersection at xo for Ti.

Proof. Let v be a geodesic of S \ F (for a hyperbolic metric on S\ F'), and ¥ a lift of
7 to S. By hypothesis, the lift to S of the geodesic of S associated to 7 intersects its
translate by T'. Hence, ¥ and T'% intersect in S. Hence, there is a deck transformation

Ty of S\ F — S\ F, projecting to T', such that if 4 is a lift of v to ﬁ, then 4 and
T17 intersect. O

Recall that there is a bijective correspondence between subgroups of the fundamental
group m1(S,2o) of S at zg and the covering maps of S: to any subgroup G of m1(S, zo)
can be associated the covering map S = S/G’ — S, where G is seen as a subgroup of the
group of deck transformations of 7 : S — S. Moreover, G = 7r1(S , ¥g) for some lift g of
xo..

Denote by [a1]z, and [asg]s, the respective classes of the loops ay and g in 71 (S, xp).
Recall that any nontrivial class of m(S) contains a unique closed geodesic.
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Definition 8.3. We call covering map associated to (a1, ag,zp) a covering map S8
associated to the subgroup ([a1]s,, [@2]z,) of 71(S,zo) generated by [a1]z, and [oe]s,-
The loops & and &z which represent respectively [aq]z, and [a2]z, in G = wl(g , o) and
respectively lift the loops a1 and «o are called canonical lifts of cq and as in S.

A covering map associated to (a1, a9, z¢) depends on the choice of the lift £y of the
point xg. However, two such covering maps are isomorphic one to each other.

A closed geodesic 7 : [0,1] — S of S is called primitive if no strict restriction of ~
defines a closed geodesic of S®. Observe that it amounts to saying that the element of
71(S) induced by 7y is not of the form a™, with n > 2 and a € m1(5). A loop of a surface
is called essential if its free homotopy class is non-trivial and if it is not freely homotopic
to a small loop around a puncture.

Proposition 8.4. Suppose v1 and 2 are two primitive closed geodesics which meet
transversely at the point xg. Denote by S — S a covering map associated to (1,72, xo).
Then

1. The surface S is homeomorphic to either the torus with one puncture or the sphere
with three punctures.

2. If one of the loops v1 or o is simple, then the surface S is homeomorphic to the
torus with one puncture.

3. If the surface S is homeomorphzc to the torus with one puncture, then the canonical
lifts of v1 and 2 in S are essential loops ofS generating the homology ofS

4. If S s homeomorphic to the sphere with three punctures, then none of the lifts of
the loops 1 or 2 is simple.

Figure 14 displays an example showing that case 4. of this proposition is nonempty:
there exists two based loops of the genus 2 closed surface whose associated covering map
is the sphere with three punctures. Indeed, Proposition 8.5 shows that the covering map
associated to the two loops formed by the red loop with auto-intersection is the sphere
with three punctures. Hence, if we call ¢ and b some generators of the fundamental
group of the sphere with three punctures such that the lift of the red curve is homotopic
to ab, then the lift of the blue curve to the sphere with three punctures is homotopic to
ab?. In this case, the lifts of the curves generate the fundamental group of the sphere
with 3 punctures. This proves that the associated covering map is the sphere with three
punctures.

Proposition 8.5. Suppose v1 and o are loops based at a point xg and that the con-
catenation of vy1 and yo is a closed primitive geodesic of S with a geometric transverse
autointersection at the point xg. Denote by S — S the covering map associated to
(v1,72,x0). Then

1. The surface S is homeomorphic to the sphere with three punctures.

2. Suppose that the lifts 41 and 42 of y1 and vo to S relatively to To are homotopic to
simple curves. Denote a,b, c the canonical classes of the curves, each one winding
once around one of the three punctures A, B and C of S, and not winding around
the others, and such that ab = c. Then there exists a homeomorphism ofS' sending

([M1lzo» [F2)z0) to (a, b1 (see Figure 15, left).
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Figure 14: Left: for some generators a,b,c,d of 71(S), where S is the genus 2 closed
surface, the left red curve is homotopic to ab and the left blue curve is homotopic to
ab®. On the right, the associated covering map is the sphere with three punctures, and

for some generators a, b of the fundamental group of the three punctured sphere, the red
loop is homotopic to ab and the blue one to ab?.

Figure 15: Configurations of Proposition 8.5. The right one is impossible.

Proof of Proposition 8./. 1. Denote by ¢ the map 7r1(5’,af0

which is the composition of the Hurewicz map 7r1(5’,:1,j0) — Hy(S,Z) =
7T1(S,fo)/[ﬂl(s,fo),ﬂl(s,fo)] with the map Hl(S,Z) — Hl(S,R) = Hl(S, Z) ®7 R.
As the elements [1], and [y2]z, generate the group 71 (S, 2), the vectors ¢([v1]s,) and
©([72]z,) generate the vector space Hi(S,R) and dim(H;(S,R)) < 2. Hence the surface
S is either the sphere with 0, 1, 2 or 3 punctures or the 2-torus with 0 or 1 puncture, as
S is orientable.

However, a closed geodesic of S has a non trivial free homotopy class: otherwise,
there would exist closed geodesics in H2. Hence (S, 4) is not trivial and S is not
homeomorphic to the sphere nor to the sphere with one puncture.

Moreover, the classes [y1]z, and [y2], are distinct and [v1]z, # [v2]z, as the geodesics
~1 and 7 are transverse and there is a unique geodesic representative in a free homotopy
class of a loop. More generally, as 1 and 7, are primitive closed geodesics, it is not
possible that there exist nontrivial integers n1 and ng such that [y1]! = [y2]32: otherwise,
a geodesic representative of this class is obtained by turning lem(ng, ng) times around
a closed geodesic and v; as well as 2 would not be primitive. Hence Wl(S’ ,%o) is not
isomorphic to Z either and S is not homeomorphic to the sphere with two punctures.

Finally, as the surface S is endowed with a hyperbolic metric, the group m (.S, zo)
does not contain Z2. The surface S cannot be homeomorphic to the 2-torus. Hence the

surface S is either the sphere with three punctures or the torus with one puncture.

2. We will prove point 4., point 2. being a consequence of it. For ¢ = 1,2, denote
by 4; the lift of 4; to S which contains the point #y, i.e. the connected component of
771 (7;) which contains the point £. In what follows, we will use a fixed covering map

8Note that it does not force the geodesic to be simple.
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S —S.

Suppose for a contradiction that the loop 471 is simple and that the surface S is
homeomorphic to the sphere with three punctures. Then the loop 41 is freely homotopic
to a small loop 4] around a puncture which is disjoint from 4,. However, it is impossible.
Indeed, the geodesic lines 7; and A2 meet transversely at the point p and hence the lift
of 41 to S , which is as a finite distance to 71, has to meet the geodesic line 7».

3. Suppose the surface S is homeomorphic to the torus with one puncture. If one
of the loops 41 or 42 is not an essential loop of S , then it represents the trivial class in
H,(S,R). But this is not possible as dim(H;(S,R)) = 2 and the classes of 41 and 4 in
Hi(S,R) generate the vector space H;(S,R). O

We now come to the proof of Proposition 8.5. As a first step, we get a weak version
of it, similar to the conclusion of Proposition 8.4.

Lemma 8.6. Under the hypotheses of Proposition 8.5, the surface S s homeomorphic
to either the sphere with three punctures, or the torus with one puncture.

Proof of Lemma 8.6. Quite similarly to the proof of Proposition 8.4, one can get that
the surface S is homeomorphic to either the sphere with three punctures, or the torus
with one puncture. As in Proposition 8.4, we can prove that dim(H;(S,R)) < 2.

Denote by ~ the primitive closed geodesic which is the concatenation of the loops 71
and 7o based at p. As the loop v has minimal length in its free homotopy class, it is
not possible that either [y1]g, or [y2]sz, is trivial. Moreover, if there existed integers ng
and ng such that [y1]7! = [y2]}2, then the free homotopy class of [y1]}! is represented
geodesically by turning n = lem(ng, ng) times around a closed geodesic 4'. Then the
free homotopy class of v would be represented by turning n/nj 4+ n/ny times around ~'.
Hence v would not be primitive, a contradiction.

The rest of the proof goes through as in the proof of Proposition 8.4. O

Hence, to prove the first point of Proposition 8.5, it remains to prove that S cannot
be homeomorphic to the torus with one puncture. We will need the following classical
result of | |.

Lemma 8.7 (Nielsen). Cardinal two generating families of the free group {a,b) on two
generators are obtained from the canonical one (a,b) by so-called Nielsen transformations:
permutations of elements of the basis, inversion of one of them, and multiplication of one
of them by the other one (on the left or on the right).

Proof of Proposition 8.5. 1. Suppose by contradiction that S is homeomorphic to the
torus with one puncture. In this case, the classes of the loops 41 and 49 span the
fundamental group (S, o).

Observe that any Nielsen transformation corresponds to a homeomorphism of the
torus with one puncture. Hence, by Lemma 8.7, there exists a homeomorphism of S
sending the pair of classes ([1]z,, [92]2,) to the canonical generators of 71 (S, Zg). So from
now we suppose that these classes are the canonical ones. An example of configuration
of the loops 41 and 43 is depicted in Figure 16. The curves &; and &y can be homotoped
to curves having only one intersection. In particular, the curve 4 can be homotoped to
a one with no self intersection (see Figure 17) has no transverse intersection in S. This
implies that v has no transverse intersection in S for one of the deck transformations 7y
or T, associated respectively to the loops 1 and 79, contradiction.
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Figure 16: Example of trajectory & in . ' .
S ~ T2 \ {0}, obtained as the concate- Figure 17: Modification of 4; and 49 close
nation of &; and Gy (left). to Zo in proof of Proposition 8.5.

2. It is a classical fact that the only homotopy classes of simple loops in the three
punctured sphere are the ones winding once around one puncture and not around the
others (and the trivial one), in other words there are 7 of them: 0,a,a™',b,b=!,¢,c7!. As
(F1)a0, [F2]2,) generates (S, &), there are two distinct classes of such couples of classes
up to homeomorphism, represented by (a,b) and (a,b~'). But only one of them corre-
sponds to a curve 4 with a transverse self-intersection (see Figure 15), which concludes
the proof. O

8.2 Preliminaries on homological rotation sets

As the main result of this section (Proposition 8.10) is stated in terms of homologi-
cal rotation sets, we state here some facts about these sets, which were defined in the
introduction (Definition 1.1).

Suppose S = T? = R?/Z2?. Then the homology classes of the loops t ~ (t,0)
and t ~ (0,t) form a basis of H1(T?) and induce an identification H(T?) = R?. Via
this identification, the set pg, (f) is identified with the rotation set p(f) as defined by
Misiurewicz and Ziemian | |.

There is no obvious relationship between homotopical and homological rotation sets.
However, we have the following proposition.

Proposition 8.8. Suppose that S is closed, and let (o, B) be a geodesic line which projects
to a closed geodesic y of S. Suppose (v, 3,v), with v > 0, is an extremal point of p(f).
Then the homological vector z(vT)MHl belongs to the homological rotation set p, (f).
Moreover, there exists a point x € S such that the orbit of x realises TUW)MHl in pm, (f)

and (7y,v) in p(f).

Proof. Fix a generating set G of the group 71(S), which we see as the group of deck
transformations of the covering map S = H? — S. We denote by lg the wordlength
with respect to this generating set G. The proof of Proposition 8.8 is a consequence of
Proposition 4.3 and of the well-known Svaré-Milnor lemma.

Lemma 8.9 (Svaré-Milnor). Fiz & € H? = S. Then there exists a constant C > 1 such
that, for any T € 7 (9),

%d(:z«,:r:z«) <14(T) < Cd(#, T#).

Take a point & of H? given by Proposition 4.3 and let = 7(Z). Recall we called I, ,
the loop which is the concatenation of the path (fi()).c[0,,) With a geodesic path gsn (4 4
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between the points f™(z) and z of length lower than or equal to D = diam(S). Denote
by T), € m1(S) the deck transformation corresponding to the loop I, , with basepoint Z.
By definition of [,, 5, for any n > 1,

d(T(2), [*(2))) < D.
For any n > 1, let k, = %J Denote by T the deck transformation corresponding to

(cr, B8). Then, for any n > 1,

(a5 (F1(2)), F1(2)) + d(F(2), To()).
However, for any n > 1,

D
d(Z, m0,5(2))

=%
e

3

—
IS
:—/
5

)

N

Il IA

(
{ d(T*(2), T* (7a,5(1)))

and, by Proposition 4.3,

lim S d(mas(F(2), J(7)) = 0

n—+oo n
and
im (T (5 (2)), (7 ()
= i (T (), s () — (2, T (7))
=lv—v|=0.
Hence

lim ld(T’fw (&), Tn(%)) = 0.

n—+oo n

1
By the Svaré-Milnor lemma, this implies that lim —Ig(T~*"T,,) = 0 so that
n—+oo n

o1 R S _
nllgloo E[ZTMSL’]HI = nlﬂloo ﬁh Jm, = ngf}rloo ;[’Y]Hl = mmm
and the orbit of x realises Z(UT)M m,- The orbit of x also realises (v,v) in p(f) by the
remark below Proposition 4.3. O

8.3 Homological consequences when two geodesics intersect

Let f € Homeop(S) and let 79 and 1 be two closed geodesics of S, one of which is
simple. Suppose that these closed geodesics meet at a point zg of S. Let us denote by
71 (S,40) = (S,20) a covering map associated to (70,71, 20). By Proposition 8.4, the
surface S is homeomorphic to T2\ {zs, }, Where o is a point of T2. We set S = T2\ {z}.
We fix a lift Zg of the point x.

By the lifting theorem, there exists a homeomorphism f in Homeog(T?2 \ {0 }) such
that # o f = f o #. Observe that T2 is the Alexandroff compactification of T2 \ {2} s0
that the homeomorphism f extends to an element of Homeog(T2) which fixes the point
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Too- By abuse of notation, we also denote by f this element of Homeog(T?) and we also
call it a lift of f.
As there is only one homotopy class of isotopy (fi)ic[o,1] between Idg and f, there

is only one homotopy class of isotopy between Idp2 and f which lifts ( ft)te[O,l]- We fix
such a lift (ft)te[071]~ We denote p(f) = le(Tz)(f) the rotation set of f with respect to

this isotopy. We denote by (ft)te[o,l] a lift of the isotopy (ft):c[0,1) to HZ2. Of course, all
those isotopies can be extended in the usual way to any ¢t € R.

Proposition 8.10. Let vy and 1 be two closed geodesics of S, one of which is simple.
Suppose that there exist vo > 0 and vy > 0 such that (vo,vo) and (vy1,v1) belong to p(f).
Then the convex hull in Hy(T?) of 0, e(?y—oo)[%]Hl(TQ) and g&%)[%]Hl(T?) is contained

in p(f).
With this proposition, we can use known theorems about the rotation set of a home-
omorphism of the 2-torus in order to deduce the following corollary.

Corollary 8.11. Let v and ~1 be two closed geodesics of S, one of which is simple.
Suppose these closed geodesics meet and that there exist vg > 0 and v1 > 0 such that

(70, v0) and (y1,v1) belong to p(f). Then
1. The topological entropy of f is positive.

2. Any rational point of H1(S,R) in the interior of the triangle T formed by the points

0, g(sz%)[’YO]Hl(S) and @(1)7711)[71]%(5) is realised by a periodic orbit.
Note that point 1. of this corollary was already known, even in the case where both

geodesics are not simple (we will handle this case in next section). It was done in | ,

, | by using a different technique based on Nielsen-Thurston classification
as in | | for the torus case: one removes some fixed points of the homeomorphism
and proves that the homeomorphism defined relative to these fixed points has a pseudo-
Anosov component. However, it seems to us that this technique cannot give informations
about the existence of new rotation vectors as in point 2. of this corollary, or as in the
results in the next two sections.
Proof of Proposition 8.10. We can suppose that (79, vg) and (7y1,v1) are extremal points
of p(f) as the set p(f) is convex by a result by Misiurewicz and Ziemian (see | ). We
denote by (ag, o) the lift of 7 containing the point Zy and by T the deck transformation
associated to (ap, Bo). By Proposition 4.3, there exists a point Z in S = H? such that

i, ZA(@.3) =
i ~d(mags(F7(2), (7)) = 0.

Let us set, for any n >0, k, = | e’(l;jg)] Then

lim ld(7To{0,50 (fn(j))v T (.0 (j)))

n—-+oon

= lim L d(ﬂocoﬁo (]En(j))’ﬂ'aoﬁo (Z)) — d(7ay,p0 (j)kan (Ta,80 (j)))‘

n—4+oco N

= |vg —vo| = 0.
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Hence

lim  Ld(F(&), T (g g (7)) = 0.

n—4+oo n

Let & be the projection of # on T? \ {zs}. We endow T? with the Euclidean metric
gEue Which turn the simple closed curves 4p and 47 into length 1 orthogonal geodesics.
Let us call gpy, the hyperbolic metric on T?\ {2} induced by the hyperbolic metric on
S =H2.

Recall that the metric gp,, is complete so that gp,, — 00 as we get closer to the
point z. Hence there exists C' > 0 such that gg,. < Cgpyp. Therefore, if we call dpy.
the Euclidean distance on S induced by ¢zmye, we have, for any n > 1,

dEuc(fnG:)? T (77040,60 (‘%))) < Cd(fn(‘%)7 T (ﬂ-aoﬁo (i)))

so that .
TLEI-{I:IOO ﬁdEUc(fn(‘%)’ Tkn (7[-060760 (,f?))) =0
and §
. M1 A Vo R A~
1 - = -~ .
n—1>r-l-1<>o n [olm, () [Folm, € p(f)

N

In the same way, we prove that 6(1;701)[%] m, € p(f). Observe also that the point o is

fixed under f with homological rotation number 0. It suffices to recall that the rotation
set ppi(72)(f) is convex | | to conclude. O

To prove Corollary 8.11, we need to recall some facts about topological entropy. Fix
a compact metric space (X, d) and a homeomorphism A of X. In our specific case, X = S
and h = f. For any integer n > 1, we define the Bowen distance

dp: X xX — Ry
— d(h*(z), h*
(x,y) (Jmax d(h" (), h"(y))
which is topologically equivalent to d. For any € > 0 and n > 1, a subset A of X is
said to be (n,e€)-separated if, for any distinct points = and y of A, d,(z,y) > €. By
compactness of X, such a set has to be finite. Denote by a, the maximal cardinality
of an (n, €)-separated subset of X. Then

1 n,e . X 1 ne
htop(h) = lim lim inf M = lim lim sup M

e—0 n—+oo n e—0 p—stoo n

Let us recall another way to compute the topological entropy. For any integer n > 0
and any € > 0, we call (n,€)-ball any open ball of radius € for the distance d,,. We will
denote by By, (z, €) the (n, €)-ball of center z € X. Denote by by, ¢ the minimal cardinality
of a cover of X by (n,€)-balls. Then

1 ™,€ 1 3 1 n,e
htop(h) = lim lim inf M = ]lim lim sup w

e—0 n—+o0o n e—0 p—stoo n
We will use the two following classical properties of the topological entropy.

L. If Y is an h-invariant closed subset of X, then hyop(h) > hiop(hyy)-
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2. If X is a compact metric space, if #: X — X is an onto continuous map, and
h: X — X is a homeomorphism such that th = h#t, then hyp(h) < hiop(h).

To prove Corollary 8.11, we need the following general result about topological en-
tropy.
Proposition 8.12. Let # : X — X be an onto local 1sometry between the compact
metric spaces Xand X. Let h: X = X and h: X — X be homeomorphisms such that
#h = hir. Then )
hiop(h) = hiop(h).

Now, we use this proposition to prove Corollary 8.11. We will prove Proposition 8.12
afterwards.

Proof of Corollary 8.11. 1. By Proposition 8.10, the rotation set of f has nonempty
interior. By Theorem 1 of the article | | by Llibre and MacKay, there exists an
f invariant compact subset K of T? such that:

1. The set K does not contain any fixed point of f . Hence the point x,, does not
belong to K and K C S = T?\ {7}

2. The homeomorphism f‘ i is conjugated to a subshift with positive topological en-
tropy.

In particular, htop(fjf() > 0. Now, apply Proposition 8.12 to h = f|K and h = fig, where
K is the image of K under the covering map S — S. Then

huop(fixc) = huop(fi)-

However hiop(f) 2 hiop(fix) so that hiep(f) > 0.

2. Take a rational point n of H;(S,R) such that there exist real numbers 0 < Ao < 1
and 0 < A\ < 1 with A\g + A1 < 1 such that

— )\, 0 -
n= )\01(70) [VO]Hl(S) + A l(’)/l) h/l]Hl(S)'

Let
2]

7= gy ok + M bl

and observe that the class 7 is a rational point of Hy(T?).

Write 7 = g['ﬂ H,(12), Where p and ¢ are positive integers and [J] g, (12) is an integral
undivisible class in H1(T?) and is hence represented by a simple loop 4 of T2.

Then the class 7 is a rational point which lies in the interior of p( f) by Proposi-

tion 8.10. By Theorems by Franks | | and Llibre-MacKay | |, the class 7 is
realised by a primitive periodic orbit, that is:

1. there exists a point & of T2\ {zs} such that f9(&) = &;

2. the loop (f¢(& ))tel0,q s homologous to the class p[y] g, (r2)-

40



Let z = 7(&) be the projection of the point & on the surface S. Then f?(x) = = and the
loop (fi())ie(0,q is homologous to the class

plF oA (s) = an
so that the vector n € H;(9) is realised by a (primitive) periodic orbit. O
>

Proof of Proposition 8.12. The relation #h = h# gives immediately that htop(ﬁ)

hiop(R). Hence it suffices to prove that hip(h) < hiop(h). Let & = sup #aL({z}).
zeX

Note that § is finite by compactness of X and as 7 is a local isometry.

As 7 is a local homeomorphism and X is compact, there exists o > 0 such that, for
any distinct points & and § of X such that (&) = 7(3), we have d(&,§) > a.

Take € > 0 small enough so that the following properties hold:

(6%
1. €<§

2. For any points # and § of X with d(,§) < €, we have d(h(&), h(§)) <

(Sl

3. The restriction of the map & to any ball of radius € is an isometry onto a ball of
X.

Fix n > 0 and take a maximal (n, €)-separated subset A,  of X for h. The central
point of the proof is the following claim.

Claim 8.13. .
X = By (&, €).
ZET1(An,e)

Before proving the claim, let us see why it yields Proposition 8.12. The claim implies

that 10y
hiop(h) < lim lim inf #A (Ane)

e—0 n—+oo 1 571 A

< lim lim inf 7og( #Anc)
e—0 n—+oo n

< hiop(h).

O

Proof of Claim 8.13. Let § € X and y = 7(y) € X. By maximality of the set A,, ., there
exists a point x of A, ¢ such that, for any 0 <k <n —1,

d(R*(y), k¥ (z)) < e.
Let
F () = o 1< < 1),

where the points &; are pairwise distinct. As d(x,y) < ¢, there exists an index i such
that d(y,2;) < e. Likewise, as d(h(y),h(x)) < e, there exists an index j such that

d(h(9), h(iy)) < .
Let us prove that ¢ = j. Indeed, we have

d(h(i;),

>
=
IN
SN
—~
>
£
=
>
S
=
+
X
>
<
\.b”
&
<
=
AN
\
+
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Moreover, 7 (h(i;)) = h(z) = #(h(i;)). By the definition of «, this implies that /(i;) =
h(i;) and thus that &; = ;.
In the same way, an induction proves that, for any 0 < k < n,

A A ~

d(h*(9), h* (1)) < e.

Hence

9 Closed geodesics with auto-intersection

This section is the first one where we use le Calvez and Tal forcing theory. Its aim is to
prove Theorem E if the introduction, that we will state as Theorem 9.27.

After introducing some tools of forcing theory in Subsection 9.1, we will define rota-
tional horseshoes and prove some properties of them (Subsection 9.2). We will then get
the fact that geometric auto-intersections of closed trajectories give rise to F-transverse
intersections in Subsection 9.3. This will lead us to the main theorem of this section in
Subsection 9.6, which will be preceded by a first step of independent interest, about the
forcing of new periodic orbits, performed in Subsection 9.5.

9.1 Some results of forcing theory for transverse trajectories

This paragraph is a short introduction to the techniques and the results of Le Calvez
and Tal | , | that will be used in the sequel.

In the sequel, we will call line any properly embedded topological line of the plane.
For any surface S, we call singular foliation of S any foliation F of an open subset dom F
of S. The set S\ dom F is called the set of singularities of F. We will call end of a leaf
¢ either its a or its w-limit in S or in S (depending on the context).

Let F be an oriented nonsingular foliation of the plane. By classical plane topology
(see Haefliger-Reeb | |), each leaf ¢ of the foliation is a line, hence its complement
possesses two connected components: the left of ¢, denoted by L(¢), and the right of ¢,
denoted by R(¢) (that are chosen according to a fixed orientation of the plane and the
orientation of ¢).

Definition 9.1. Let F be an oriented nonsingular foliation of a surface’ S and « :
[0,1] — S be a path. For z € S, we denote by ¢, the leaf of F passing by . We say
that « is positively transverse to F (abbreviated by F-transverse) if for any ¢t € [0, 1], in
the universal cover'” of S one has

a([0,1)) € L(dawy)  and  a((t,1]) C R(daw).

Let F be a (singular) foliation of a surface. The following result can be obtained as
a combination of | | with | |.

9Not necessarily closed.
10This universal cover is always homeomorphic to R?, as there is no nonsingular foliation on the
sphere.
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Theorem 9.2. Let S be a surface and f € Homeog(S). Then there ezists an iso-
topy I linking 1d to f, a transverse topological oriented singular foliation F of S with
(dom ]:)B = ﬂte[o,l] Fix I' C Fix f, and for any z € dom F, a F-transverse path linking
z to f(z) which is homotopic in dom F, relative to its endpoints, to the arc (I'(2))iejo1)-

Definition 9.3. Let ¢, ¢1 and ¢ three oriented lines of the plane. We will say that ¢o
is above ¢1 relative to ¢ if

e these three lines are pairwise disjoint;
e none of these lines separates the two others;

e if a;, i = 1,2, are two disjoint paths linking a point of ¢; to a point ¢(¢;), then'!
to > 1.

Let F be an oriented nonsingular foliation of the plane, Ji, Jo be two intervals and
a; = J; — R2%, i =1,2, two F-transverse paths.

Definition 9.4. We say that a1 : J; — R? and ao : Jo — R? intersect F-transversally
and positively if there exists a; < t; < b; € J; such that

° qbal(tl) = ¢a2(t2) =9¢;
® (u,(ay) 15 abOVE @y (4, Telative to ¢ ;
o ¢a2(b2) is above ¢a1(b1) relative to ¢

___The same notion can be defined in dom F, by asking that some lifts of the paths to
dom.F intersect F-transversally.

In the sequel, when it is obvious from the context, we will omit the mention “and
positively” when talking about F-transverse intersection.

Fix a homeomorphism f € Homeoy(S) and let F be a singular foliation of S given
by Theorem 9.2. We denote by f the canonical lift of f to the universal cover domF of
dom F.

Definition 9.5. We say that a F-transverse path « : [a,b] — dom F is admissible of
order n if there exists a lift & of a to domF such that f”(d)d(a)) N Gap) 7 0.

The following is the fundamental proposition of | | (Proposition 20).

Proposition 9.6. Suppose that oy : [a1,b1] — dom F and ay : [ag,bs] — dom F are
transverse paths that intersect F-transversally at aq(t1) = aa(ta). If o is admissible of
order ny, and g is admissible of order na, then ailja, 4,102|[ts,60] A O2|[as,15) 01 [ts,b]
are both admissible of order ny + no.

A consequence of this proposition is the following (| |, Proposition 23).

Proposition 9.7. Suppose that « : [a,b] — dom F is a transverse path admissible of
order n and that o intersects itself F-transversally at a(s) = «a(t), with s < t. Then
ja,5]pp) i admissible of order n and o), 4 (a][s,t])qa\[tb] is admissible of order nq for
every q > 1.

" Each line is parametrized according to its orientation.
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We finish this crash course by a result on admissibility of trajectories. It uses the
following definition.

Definition 9.8. We say that a transverse path « : J — R? has a leaf on its right if
there exists @ < b in J and a leaf ¢ in L(¢q(q)) N R(Pa(p)) that lies in the right of o[-
Similarly, one can define the notion of having a leaf on its left.

The following is Proposition 19 of | |

Proposition 9.9. Let o : [a,b] — dom F be an F-transverse path that is not admissible
of order n but is a subpath of an F-transverse path of order n. Then any lift & of a to
domF has no leaf on its right and no leaf on its left.

9.2 Markovian intersections

We now study Markovian intersections. They will be used to get topological rotational
horseshoes.

Definition 9.10. Let S be a surface. We call rectangle of S a subset R C S satisfying
R = h([0,1]?) for some homeomorphism & : [0,1]2> — h([0,1]?) C S. We call sides of R
the image by h of the sides of [0,1]2. We call horizontal the sides R~ = h([0,1] x {0})
and RT = h([0,1] x {1}) and wvertical the two others. We say that a rectangle R’ C R
is a strict horizontal (resp. vertical) subrectangle of R if the horizontal (resp. vertical)
sides of R’ are strictly disjoint from those of R and the vertical (resp. horizontal) sides
of R are included in those of R.

Given z € R? we will denote by 72(z) its second coordinate. Following | |, we define
Markovian intersections in the following way:

Definition 9.11. Let Ry and Rs be two rectangles of a surface S. We say that the inter-
section R1 N Ry is Markovian if there exists a homeomorphism h from a neighbourhood
of R U R» to an open subset of R? such that:

o N(Rz) = [0,1)%

e cither h(R]) C {x|m(z)>1} and h(Ry) C {x|m(z) <0}, or h(Ry) C
{z | m2(z) > 1} and h(R]) C {z | ma(x) < 0};

e h(Ry) C {x | ma(x) <0} U[0,1]2 U {x | ma(x) > 1}.

The proofs of the following two results can be obtained as a combination of Theorem
16 and Corollary 12 of | |.

Proposition 9.12. Given a homeomorphism f of a surface S and three rectangles Ry,
Ry and Rs, if the intersections f(R1) N Ry and f(R2) N Rs are Markovian, then the
intersection f2(Ry) N Rz is Markovian too (and in particular is nonempty).

Proposition 9.13. Let f be a homeomorphism of S and R a rectangle such that f(R)NR
is Markovian. Then there exists a fixed point for f in R.

The following is a particular case of Homma’s generalization | | of Schoenflies
theorem, it will be used to find rectangles and Markovian intersections.
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h(EY)

Figure 18: A Markovian intersection

Theorem 9.14 (Homma). Any homeomorphism of
((a& x {0}) U (R x {1})U ({0} x [0,1]) U ({1} x[o,u))rwzzaxlo))LJazzaL10)

to its image in R? can be extended to a self-homeomorphism of R2.

The following definition is a variation over the concept of rotational horseshoe defined
in | | and used in | ].

Definition 9.15. Let S be a surface with negative Euler characteristic and f a homeo-
morphism of S. We denote by f the canonical lift of f to S ~ H2.

We say that f has a rotational horseshoe with deck transformations Uy, ..., Uy if there
exists a rectangle R of S such that, for any 1 < ¢ < k, the intersections U; R N f (R) are
Markovian.

For any finite set {1,...,k}%, we denote by o : {1,...,k}* — {1,...,k}* the shift
map, i.e the map which, to a sequence (a;);cz, associates the sequence (a;4+1)icz-

From Propositions 9.12 and 9.13, it follows the following “semi-conjugacy” result
(which allows to link our notion of horseshoe with the one of | D).

Proposition 9.16. Suppose that f has a rotational horseshoe with deck transformations
Ui,...,Us, and suppose that these transformations form a free group. Then there exists
g > 0, a compact invariant subset Y of S, a homeomorphism g of Y and a surjective
continuous map hy : Y — {1,...,k}” such that the following diagram commutes:

1, k2 % 11, k)2

hl hl

~e— < —

|
S

(m denotes the canonical projection) and moreover
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e the preimage by hy of every p-periodic sequence for o contains a point which projects
to a p-periodic sequence for f4;

o for any j €Y and any n > 0, one has

Fqn [~ q q q ¥

F7@) € Uy, an-an U (- - Ui (¥)> and
F—qn(~ —q —q —q v
P70 €U, onn Ui acmen @y Untr=oan (V-

Similar properties hold for f instead of f9: we get some classical consequences of the
semi-conjugacy to a shift without the semi-conjugacy property itself.

Proposition 9.17. Suppose that f has a rotational horseshoe with deck transformations
Ui,...,U,. Then

o For any word T € (Uy,...,Uy)y of length q, there exists & € S such that fq(j) =
TZ (in other words, x is a g-periodic point associated to the deck transformation
T);

e There exists D > 0 such that, for any word (w;); € {1,... kY%, there exists & € S
such that, for any i >0,
d(fi(#),Uu, ... Un) <D, d(f(),U," ..U, &) <D.

o if Up,...,Ux form a free group, then the topological entropy of f is bigger than
log k.

Proof of Proposition 9.16. We use notation from Definition 9.15.

As R is compact, as the group generated by Ui, ..., Uy is free, and as m1(S) acts
properly discontinuously on S, there exists ¢ € N* such that for any nontrivial word T
in U,..., U], one has TRN R = 0.

For (w;) € {1,...,k}%, let us define

R, =Rn (f—qi(Ug]i_l...Ug]OR) N fqi(qufi...U;flR))

0<i<n

Y= ﬂ U R?wi)'

n>0 (w;)e{l,... k}%

and

We will denote by Y the projection of ¥ on S. Note that Y is a decreasing intersection
of compact subsets of R, so it is compact.

Remark that, if (w;) € {1,...,k}* and ¥ € Mo R{,,)» then (because of the def-
inition of ¢) for any ¢ € Z there is a unique deck transformation T; € (U{,...,U})
such that f9(%) € T;R. By the very definition of R, one has f40+)(z) € UL TiR.
Then T, 1 = U}, T; and there exists a unique sequence (w;) € {1,...,k}? such that
T €Nuso Ry,

Moreover, the previous remark also implies the following equality:

venN U Bw-= U NEL

n>0 (w;)e{l,...,k}2 (wi)e{1,....k}% n=>0
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Indeed, if a point & belongs to the left-hand side set, then, for any ¢ € Z, there exists a
unique T; such that f‘”( ) € T;R and a unique w; such that T; 11 = UJ,T;. Hence the
point Z belongs to ﬂnZO R(w). The other inclusion is trivial.

Then, for any & € Y, there exists a unique sequence (w;) € {1,... ,k:]LZ such that
T € N0 R?wi). This allows to talk about the trajectory of a point £ € Y, which we

define as the unique sequence (w;) € {1,...,k}? such that & € Mo R?wi). We define

hi:Y — {1,... k}*
x — (w;).

as the map which, to any point of }7, associates its trajectory.

Repeated applications of Proposition 9.12 imply that for any (w;) € {1,...,k}%, the
sets R, ., are nonempty (and compact), hence ﬂn>0R (w2) is also a nonempty compact
set. Thlb shows that the map h; is surJectlve

We define the map g by g|f R)AR = = Uy?o f4. As the sets f~9(UZ. R) N R are

all at positive distance one to the others, the map § defines a homeomorphism of Y. By
the very construction of hi, the diagram of Proposition 9.16 commutes.

Fix (w;)iez € {1,...,k}*. Let n > 2. Observe that R{,, 1s a neighbourhood of

R’(”% so that R( ) NY is an open subset of ¥ and projects to an open subset of Y.
Observe that the projection on the coordinates between —n + 2 and n — 1 of the map hq
is constant on this open subset so that the map hy is continuous.

Finally, Proposition 9.13 implies that in the preimage by h; of any periodic word,
there is a periodic point of f of the same period. This finishes the proof. O

Proof of Proposition 9.17. The first point of the proposition is a simple application of
Propositions 9.12 and 9.13.

For the second point, we can use again the strategy of the proof of Proposition 9.17,
by considering the compact set

=Rn ) (f U, - - wOR)mfi(U;}i...U;_llR))

0<i<n

One gets easily as a consequence of Proposition 9.12 that the set ﬂnzo R?wi) is nonempty,
and any element of it can be used to get the desired conclusion (taking D as the diameter
of R for instance).

Concerning the entropy, let us change a bit the definition of R?wi) to consider only

positive times:

=RN () F'Uu, - -UnyR).

0<i<n
Note that, as R is compact, as the group generated by Uy, ..., Uy is free, and as m(5)
acts properly discontinuously on S, there exists Ny € N such that for any nontrivial word
T in Uy, ...,Uy of length bigger than Ny, one has TRN R = ().
This implies that, for any words (w;)o<i<n, (W})o<i<n € {1,...,k}" L, if there exists
No < ig < n such that wy, # wj,, then Uy, ...UyyR N Uy ... Uy R = 0, and so
Ruy N By = 0.

10
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By | |, there exists a finite cover S of S such that R projects injectively on'?

S. We denote by f the map induced by f on S. Fix n > Ny. Consider & the minimum
distance between the projections of the compact sets 4?(11”7;) on S, with (w;) € {1} x
{1,...,k}"=No. By the previous paragraph, these sets are pairwise disjoint in S, and as
they are subsets of R, they project injectively on S: we have € > 0.

Now, take £ > 0 and consider the family of words (w;) € {1}V x {1,...,k}»=No)t,

Taking one point in each of these sets, we get a subset of S of cardinality &/~No) which
is (¢n,e) separated. This implies that (taking ¢ — +o0)

n—NO

htop(f) Z log kv

and so, taking n — +o0, that htop(f) > log k.
We get the conclusion of the proposition by using Proposition 8.12 which tells us

A~

that hiop(f) = hiop(f)- -

9.3 Geometric vs. F-transverse intersections

In this subsection, we prove that an F-transverse loop on a surface that has a geometric
auto-intersection (in the geometric meaning of Definition 8.1) must have an F-transverse
auto-intersection, associated to a deck transformation that projects to the deck trans-
formation of the geometric auto-intersection.

In the sequel, we will denote paths with marked points to denote their lifts to the
universal cover starting on the common marked point. For instance, - and §- denote
some lifts of respectively a and 8 whose right ends coincide.

We fix a surface S' (not necessarily closed) of negative Euler characteristic, a singular
foliation F of S, and an F-transverse loop a : R — domF (which means that for
every t, one has a(t) = a(t + 1)). We suppose that « auto-intersects geometrically
(see Definition 8.1) at a(t1) = a(tz), with t; <ty <t1 +1. We let a1 = al, 4, and
g = Ay 4, +1)- Let a be a lift of a to S and & be the lift of aq which starts from the
same point as @. Also, let T" and T; be the deck transformations of the universal cover
S — S respectively associated to aly, 4, and o and which respectively preserve a and

aj. Lgt T5 be the deck transformation such that T' = T577. Finally, let F be the lift of
F to S.

Proposition 9.18. If a auto-intersects geometrically, then there exists u1 and us such

that the paths T1a|[yy uy+1) Ond Ay, uy41) intersect F-transversally at Tia(ty) = alta).
In particular, the paths arag - a1 and asay - asaq intersect F-transversally at the

marked point. More generally, for i,j, k,¢ > 1, the paths aial - o/fag and aza] - ozéoq

intersect F-transversally at the marked point.

Remark 9.19. The proof of this proposition shows that if none of the deck transforma-
tions T and T5 is a prefix/suffix of the other, then the conclusion is stronger: the paths
ag - a1 and aj - ap intersect F-transversally at the marked point.

127 group is residually finite if, for any finite subset F C G, there exists a finite quotient G/H in
which F' projects injectively. By | |, any surface group is residually finite, and we can apply this
property to the finite set I of deck transformations T' such that TRN R # (). The finite index resulting
subgroup H corresponds to a finite cover of the surface in which R projects injectively.
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Remark 9.20. In the end of the proof one has to consider the case where T3 is a suffix
of Ts, and T5 is a suffix of T57T;. This case can happen, as can be seen by considering
the words wy = 1221 and wy = 21 1221: wy is a suffix of ws, and ws is a suffix of wow;.
This suggests that in general, the conclusion of the proposition cannot be improved.

Proof. We denote a1 = aly, 4, and ag = 4,41 Let dom(F) be the covering of
dom(F) associated to (o, as, o). By Proposition 8.5, the surface dom(F) is homeo-
morphic to the three punctured sphere S? \ {4, B,C}. The lifts of @, a; and as to
dc;m(]-" ) are respectively denoted by &, a1 and ais. We denote a resp. b two simple loops
generating 71 (S? \ {A, B,C}), winding once around A and not around B or C (resp.
once around B and not around A or C).

During the proof we will use the following fact: if F is a singular foliation on S?,
and « is a F-transverse Jordan curve in S?, then each connected component of b has
to contain at least one singularity of the foliation F.

Let /1 = d|[81,s/1] be a subpath of & which is a simple loop. As ¢ is transverse, 31
is essential: indeed, this Jordan curve separates S? in two connected components, and
each of them has to contain a singularity of the lift F of F to dom(F) C S?, because /3
is transverse; it then suffices to remember that the only singularities of F in S? are the
punctures. Hence, as the only essential simple loops in the three punctured sphere are
the ones winding once around one puncture and not around the others, we can suppose
(up to a permutation of A, B and C) that the loop (1 is homotopic to a.

Consider the loop (1 = d|[s/1731+1]. It is not contractible : otherwise, the loop &
would be homotopic to 51, which is not possible as & has a geometric self intersection.
Again, let By = E\[Sm/ﬂ be a subpath of B; which is an essential simple loop. If 35 is

homotopic to a or a™!

the loop /1| (s
a power of (1, by definition of dom(F))... Eventually, we find an essential simple loop
Bn, which is a concatenation of pieces of the path &, which is neither homotopic to a
nor to a~'. As before, we can suppose that this loop 3, is homotopic to b (changing b
to b1 if necessary).

From now on we will denote 84 = (1 and S = 5,. Let &4 be the union of the
leaves met by B4, and ®p the union of the leaves met by Sp. These are open annuli,
® 4 separating A from B and C, and ®p separating B from A and C. Remark that
the complement of ®4 (resp. ®p) in S? is made of two connected components, that are
closed.

, we can iterate the process by considering the loop E“s/wSQH] or

1,s0]" ONE of them is homotopically non trivial as & cannot be homotopic to

Claim 9.21. The loops 4 and Bp are F-equivalent to disjoint loops.

Proof. Replacing 84 and Bz by F-equivalent loops if necessary, we can suppose that the
number of intersections between them is finite.

Suppose that 54 and Sp are disjoint, otherwise there is nothing to do. the only
nontrivial case is when 84 meets the connected component O of ,8% that contains B.

Let t1 < t3 be such that Baly, 4,) meets Bp at its endpoints, and that Baly, 4, is
included in O. Then A|]t1,t2[ separates O into two connected components, one of them
containing B and the other one, denoted by O’, not containing it. Suppose that O’ is
locally on the right of B4lj, +,[ (the other case being identical). Each leaf meeting O’
has to get out of it as O’ does not contain any singularity of F. In particular, each leaf
entering in O through Baly, 4, has to get out of O" by Sp. This implies that Salj, ¢,
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stays in @5, and hence that 84 does not meet the connected component of <I>EB containing
B.

By local compactness, the distance between §4 and the connected component of
CIJ% containing B is positive. Remark that the leaves of resp. ®4 and ®p are naturally
indexed by the transverse loops 84 and g, and in particular are endowed with a natural
cyclic order. By considering a continuous parametrization of the leaves of ®5 by S! x R
(S! corresponding to the point of S met by the leaf and R to the parametrization of
the leaf itself), by flowing S5 along the leaves of ®p in the direction of B, one can easily
find a loop F-equivalent to S and which is disjoint from 54. O

Claim 9.22. The loop & stays in @, U ®g. In particular, @4 NP # 0.

Proof. The second part of the claim follows from the first one as the union of the leaves
met by & is connected.

Suppose for a contradiction that & does not stay in ®4 U ®p. Let x be a point of
& outside of &4 U ®p, and ¢ = ¢,. Then, by Poincaré-Bendixson theorem, the ends of
¢ are either topological circles, or contain singularities of F. In the circle case, either
it contains a singularity, or both connected components of its complement contain a
singularity.

Remark that ¢ and its ends are disjoint from ® 4 U® g, and that 4 and ® 5 separate
all singularities of F.

In the case where ¢ is a circle, then it separates S? into two disjoint connected
components and so it prevents transverse trajectories passing through it (e.g. &) to be
recurrent, which is a contradiction.

The same argument can be applied when both ends of ¢ contain a singularity: in this
case, as ¢ is contained in a single connected component of (®4 U ® B)C, this singularity
D € {A, B,C} is the same for both ends of ¢. Then, the ends of ¢ are made of the union
of D with possibly leaves of F that are homoclinic to D. In the case such leaves exist, they
all separate S? in two connected components, one of which containing the whole loop ¢.
So it does not change anything dynamically to quotient by these connected components,
and this crushing allows to reduce to the case where both ends are reduced to {D}.
Replacing the circle by ¢ U {D} in the previous paragraph leads to a contradiction.

Suppose now that ¢ is not a circle and that at least one end of it is a closed leaf. Then
this leaf L separates S? into two disjoint connected components. As ¢ is a transverse loop,
it cannot meet L. As the loop & meets ® 4, g and ¢, one of the connected components
of LL contains ® 4, Pp and ¢, and the other one contains a singularity. Observe that the
other end of ¢ cannot contain a singularity: it is a closed leaf L’. Moreover, ¢ belongs
to the connected component of the complement of L’ that does not contain ® 4 and ®p,
a contradiction as ¢v cannot meet L’. ]

Recall that the leaves of resp. ®4 and ®p are naturally indexed by the transverse
loops B4 and g, and in particular are endowed with a natural cyclic order.

Claim 9.23. The set of leaves of 4 N ®p is an interval of leaves of P4 (resp. Pp).

Proof. Les us reason in the plane S? \ {C}.

By Claim 9.21, there exist transverse loops 34 and S}, which are respectively equiv-
alent to 4 and Sp and which are disjoint. Note that in this plane, the two Jordan
curves (4 and 5 bound bounded domains that are disjoint: if one bounded domain was
included in the other one, it would have to contain both A and B which is impossible.
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Also, by considering a leaf of ®4 N ®p, which meets both 5/, and %, we see that 3
and (% turn in opposite directions (relative to a fixed orientation of S? \ {C}).

Now, let ¢1 and ¢2 be two distinct leaves of ®4 N P g; we want to show that a one of
the intervals of leaves of ® 4, [¢1, p2]a,, Or [P2, P1]s,, is contained in @4 NP p (the proof
is identical for ®p). Denote by ¢} and ¢, the leaf segments of resp. ¢; and ¢o that are
bounded by £/, and f. In this case, the open set

C
(BauBE UG L)
is made of four connected components (the considered paths bound four different Jordan
curves), one of which, denoted by D, is containing no singularity. Part of its boundary
is made of a segment of 3/, between ¢; and ¢5. All the leaves crossing this segment
have to get out of D (because D is a disk containing no singularity), and it can make it
only by crossing 5. Hence, a whole interval of leaves between ¢ and ¢ is included in

PN Ip. OJ
b4\ OB oB \ ¢4
$aNop
Y . 1l - 7
A B
> <

Figure 20: The set of leaves
of ® 4 N ®p has topologically
this shape (be careful, this
space is not Hausdorff: the
boundaries of ®4 \ ®p and
®p \ @4 do not coincide).

Figure 19: One possible shape for the set of leaves that
meet B4 and Bp. The four red leaves are the boundaries
of the sets P4 NPy, P4\ Pp and Pp\ P4.

From now on, replacing the transverse loops 84 and g by F-equivalent ones if
necessary, we suppose that they are indexed by R/Z, and that they meet at a single
point 54(0) = Bp(0). By changing a to an F-equivalent loop if necessary, we can
suppose that a(t1) = 54(0) = BB(0) = a(te).

Let ¢pq € ®4 \ g and ¢, € Pp \ P4 (these sets are nonempty, otherwise it would
contradict the fact that 84 and fp are simple and bound different singularities of F).
Changing the speeds of 54 and (g if necessary, we suppose that 54(1/2) € ¢, and
Bp(1/2) € ¢p. By Claims 9.21 and 9.23, the set ® 4 NP p is a nonempty open topological
disk.

Claim 9.24. For any transverse loop 7 contained in ® 4UPp, there exists a unique word
ai...an on the letters A and B such that 4 is F-equivalent to the loop Bay - Ba,- In
particular, there exists a unique word w = wy, ..., w, € {A, B}¥ such that Ay 141 8
F-equivalent to the loop Buwy - - - By, -

Proof. Such a loop ¥ cannot be contained in ® 4 N ®p, as it is recurrent. Similarly, it
cannot be contained in ®4 \ ®p, nor in &5\ ®4. Hence, the projection of this loop ¥
on the set of leaves of ® 4 N @5 has to follow the oriented paths of Figure 20.
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Hence, the homotopy class of the transverse loop ¥ is determined by the sequence of
leaves ¢q, ¢p met by 4: for instance, if ¥ meets successively ¢q, dq, ¢p and ¢4, then the
homotopy type of ¥ is the one of BiBBBA. So the homotopy type of & is a word in 54
and fp (it does not contain neither 6;11 nor Bgl). This implies the claim. O

Claim 9.25. The transverse paths

5A|[1/2,1}5B|[0,1/2] and ﬁB|[1/2,1]5A|[0,1/2}

have an F-transverse intersection at $4(0) = Sp(0).

Proof. Let EZ and B/E be two lifts of resp. 84[[0,1] and Bglo ] to Jdﬁl(]’) that meet at
BZ( 1) = /B/E( 0). We denote T4 (resp. T) the deck transformation of dom(]:) — d(;m(]:)
corresponding to the essential loop Ba (resp. BB) Wthh preserves B A (resp. ﬁB) Then

(see Figure 21) we have BA( ) = BB( ) = TABA( ) = lﬁB( ). As ¢q € P4\ Pp and
oy € Pp \ Py, we deduce that

R(0g512) VB, 530/2) = LOrs1550/2) N L(9551/2) = -

Moreover, the fact that all pairs of curves that are homotopic to 3 A|[1 /2,118 B‘[O,l /2]» T€SP.
BBli1/2,1184l[0,1/2) meet (this comes from the fact that the curves S84 and fp turn in
different directions in S\ {C'}) implies that
e LKither qbég(l/?) is above
¢E,\3(1/2) relative to ¢,§§(0)

¢T§1,§1\3(1/2) relative to ¢5/1\3(0) and d)TA,B/E(l/Q) is above

e Or ¢B§(1/2) is below ¢T§16AB(1/2) relative to ¢B§(o) and ¢TA,@(1/2) is below ¢@(1/2)
relative to gb@(o)

In both cases we have an F-transverse intersection between @][1/2,1]@“071/2} and
TglﬂB\[1/2,1}TA5A\[0,1/2}- o

We are ready to prove that the paths Tia|p, u,4+1] and Qly, u, 4+1) intersect F-
transversally at Tha(t1) = a(ta).

By Claim 9.24, the transverse loop &l 4,) is F-equivalent to a subword Buwr -+ B,
of w= By, ... Luw,-

Let us periodize the word w, and consider the word w’ such that w}, = w;_, for
any ¢ € Z. Observe that the loop ovz|[t17tl+1] is F-equivalent to Bun Bws - - - Bw, and that
the loop d|[t2 to41] 18 F-equivalent to B, ﬁw2 . Bw As & and T1a& have a geometric
transverse intersection, we cannot have w = w’. As both words w and w’ are periodic of
period k, this implies that there exists ig < 0, jo > 0, with jo — 49 < k + 1, such that

—; . / . /
W {ig 41, jo—1} = W lgig+1,jo—1} s Wig 7 Wi, and  wj, 7 wy,.

As the curves 34 and fBp intersect at a single point, and as the homotopy group they
generate is free, the union of lifts of these two loops to dom(F) is a complete binary tree
(as in Figure 21).

Because of this, and because the intersection between & and Ti& is geometrically

: _ / _ R !/ R / _ R

transverse, either w;, = wj = A and wj, = w;; = B, or w;, = wj;, = B and w;, =
wl/-o = A. In particular, denoting u_o, u_1, u; and us the times in & corresponding to

resp. Buy, (1/2), Buiy (1), Buw;, (0) and By, (1/2), and uly, uly, w) and us the times in
Tia corresponding to resp. B, (1/2), By (1), Bw; (0) and 5% (1/2)
%0 0 0 0
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Ty axis

Tp axis

Figure 21: The configuration of Proposition 9.18 in domF ~ H2: the trajectories that
are lifts of S4 are in green, and the ones that are lifts of Sp in blue; the leaves of the
foliation are in orange.

e Either ¢a(u72) is above ¢T1&(uL2) relative to ¢a(u71) = ¢Tla(u/,1)’ and (ba(uz) is
below ¢7,5(uy) relative to da(u,) = dTya(u))-

o Or ¢g(y_,) 1s below ¢T1&(u/_2) relative to ¢g(,_,) = ¢T1a(u’_1)> and @g(y,) is above
¢T1&(u'2) relative to ¢a(u1) = ¢T1&(u’1)-

In both cases the two transverse paths &l _, ., and Tia/|}, , ) intersect F-transversally.
Because jo — ip < k+1, we have that ug —u_s <1 and u) — v’ , < 1. In particular, this
implies that the two paths ajag - ajag and agay - gy intersect F-transversally at the
marked point.

We now prove that for i, j, k, £ > 1, the paths aja} - afas and aga{ - abay intersect

F-transversally at the marked point. To fix notations, we suppose that the leaf passing
through the left end of aj - is over the leaf passing through the left end of s - relative
to the leaf passing through the right end of both paths ajas- and asay-. We want to
prove that the leaf passing through the left end of a0 is over the leaf passing through
the left end of asa- relative to the leaf passing through the right end of both paths
alaé- and aga{-. This will prove the proposition, as the reasoning for the right parts of
the paths -ajas and -asaq is identical.

Suppose first that the leaves passing through the left ends of respectively «ay- and ao-
are not comparable (meaning that none of them is in the left of the other). Then, the
leaf passing through the left end of as- has to be above the leaf passing through the left
end of «a;- relative to the leaf passing through their common right end, as by hypothesis
the leaf passing through the left end of ajas- is over the leaf passing through the left
end of asay- relative to the leaf passing through their common right end. This suffices
to get the desired property.

Suppose now that the leaves passing through the left ends of respectively a;- and aq-
are comparable (meaning that one of them is contained in the left of the other). This
means that one of the two paths a;- and apg- is homotopic (relative to endpoints) to a
subpath of the other; more precisely, exchanging «; and asg if necessary, there exists a
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path (3 and p > 0 such that (up to homotopy) ag- = f2af, that a;- is not equivalent
to a suffix of B+, and that B2 is not homotopically trivial (otherwise the homotopy type
of ay would be a power of the one of a;, which is impossible).

When «; and (2 are seen as words in 84 and Sp (the loops generating the funda-
mental group of domF ), the length of ayf2- is bigger than the length of ay-. Moreover,
aq- is not a suffix of B-. This implies that the leaves at the left end of aq- and aqfs-
are not comparable. Recall that by hypothesis, the leaf passing through the left end
of agB2a- is over the leaf passing through the left end of ﬁgaﬁ’ﬂ- relative to the leaf
passing through their common right end, so the leaf passing through the left end of a; Bo-
is above the leaf passing through the left end of a;- relative to the leaf passing through
their common right end.

Now, let us compare the leaves on the left ends of ala’éo and ozgoz{-. As ozlozé- =
a1(B2ah)t, if we compare successfully the leaves on the left ends of suffixes of them,
namely oy 5208 and o/fﬂ -, we are done. But we already know that the leaf on the left
end of a1 82- is above the leaf on the left end of «ay- relative to the leaf passing through
their common right end, so the leaf on the left end of ajad- is above the leaf on the left
end of aga{- relative to the leaf passing through their common right end. This proves
the proposition. O

9.4 Setting

We set here some notations for the two next paragraphs.

Let f € Homeop(S), and v a closed geodesic with a geometric auto-intersection
associated to the deck transformation 7 (in the sense of Definition 8.1). Denote 7% the
deck transformation so that T" = T5T] is a deck transformation associated to the closed
geodesic . We suppose that (v, 4(7)) € p(f).

By (iii) of Proposition 4.1, there exists a fixed point x of f having rotation vector
(7,€(7y)). Consider the foliation F and the isotopy I given by Theorem 9.2. We denote

by f the canonical lift of f to domF. As lifts of z to S are not fixed by the lift f of f to
S, the point 2 belongs to dom F; this allows to consider a closed transverse loop o of S
associated to the trajectory of & which is homotopic to the closed geodesic . This loop
is admissible of order 1. We denote by & a lift of a to S which corresponds to the deck
transformation 7" and by & a lift of & to dom(F).

By Proposition 9.18, the loops & and Ti& intersect F-transversally at a(t1) =
Tfld(tg), for t1 < t9 < t1 + 1. We denote o1 = a|[t17t2] and ag = A, ¢,]-

Note that, for any n > 1, the transverse paths (aja2)™ and (agaq)”
of order n + 1.

are admissible

9.5 Creation of new periodic points

We use notation from Subsection 9.4.

As a preliminary to the existence of a rotational horseshoe (Theorem 9.27), we prove
the existence, for any finite word (w;) € {1,2}*, of periodic orbits rotating in the direction
T, - .- T, (Proposition 9.26). Note that the periods we get for these periodic orbits are
better than the ones that can be obtained from Theorem 9.27.

Let (w;) € {1, Q}Z/kz be a periodic word of length k. We suppose that its period k
is minimal.
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Let us consider the smallest periodic word (w;) € {1,2}%/™% of the form (12)* or
(21)* obtained from (w;) by adding some letters (hence m = 2¢).

It can be seen that if we break the word (w;) into blocks (bj)?‘):1 of consecutive
identical letters (counting the first and the last blocks together as only one block if they
contain the same letters), then (notice that jg is even)

1 & Jo
(=5 |k+ > (length(b;) —1) | =k — 5 <k

J=1

For example, if (w;) = (122121), then the smallest word of the form (12)¢ or (21)
obtained from (w;) by adding some letters is (12121212) and so ¢ = 4.

Proposition 9.26. Let w = (w;) € {1,2}2/*2 be a periodic word of length k, such that
wy = wg. Let £ = L(w;) be defined as above. For any r > 1 and any q¢ > rl + 3, there
exists a periodic point x for f, with a lift T to S such that

&) = (T, ... Tw,) ().

Proof. If k > 2, as (w;) is periodic of period k > 2, either it is equal to (12)*°, and
there is nothing to prove (as this word corresponds to the initial rotation vector), or it
contains at least one block b; of length > 2. By cyclically permuting the letters of the
word w, we can suppose this block is b;. Indeed, if we find a point § such that

FUH) = TweTwe,s - Ty T - Twg 1

for some integer £ € [1, k|, then the point & = T, ... Tw,_,y will satisty the proposition.
Changing the roles of 1 and 2 if necessary, we can suppose that this block b; is made of
1s (hence the word (w;) starts as 11ensth(01),

Consider the finite word

a=aas...a, = 12(@3 .. .@mﬁlwg)rl2

(note that W3 = wo = 1 and Wo = 2). As a = (12)"*2, the associated transverse path
Qay - - g, = (1) 2 is admissible of order r¢ 4 3.

The last statement of Proposition 9.18 implies that for any k,k’ > 1, the marked
path aQOz’f S - o/f/ag has self F-transverse intersection at its marked points (and the
same holds for alo/g S - a’zf/al). Using Proposition 9.7 and the first self transverse
intersection, we can remove a letter 2 between the positions 2 and n — 3 from the word
a1 ...a, to obtain a new word which is admissible of order ¢ + 3. In the same way,
by using the second self transverse intersection, we can remove a letter 1 between the
positions 2 and n — 3 from the word aq ... a, to obtain a new word which is admissible

of order ¢ + 3. So, by successive applications of Proposition 9.7, we get that the path
T T
8 =aias (aw2 .. awkawl) g, 1 Qg = Q2 (al .. .awkal) Qo Qg

is also admissible of order ¢ + 3. Let 8 be the lift of B corresponding to the
deck transformation TlTQ(Tw2...kaTwl)TTQTlTQ. Remark that the paths S and

T, (T wo -+« Lwy Ty ) "T. 2*1T fl B intersect F. -transversally, simply because [ starts with
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Figure 22: Configuration of Theorem 9.27. Note that we do not know a priori whether
the leaf ¢, is located in the left of To¢, or is below Th¢, relative to T1T22¢)a.

10 - oﬁiag ... and ends with ...aga{ - agapag (Proposition 9.18). Thus, by Theo-
rem 9.30 (which is Theorem M of [LCT18b]), for any g > ¢ + 3, there exists a point
Y € S such that

F1@) = (T - T Tuy) T T (3).

We can then take £ = T)T: 2_1T1_ 1(§). to obtain a point # which satisfies the conclusion
of the proposition.

The arguments work identically when the initial word (w;) is constant (i.e. is equal
to either 1°° or 2%°). O

9.6 Horseshoe

We now come to the main theorem of this section, that concerns the existence of a
rotational horseshoe (Theorem E of the introduction). Again, we use notation from
Subsection 9.4.

Theorem 9.27. Let f € Homeoy(S), and v a closed geodesic with a geometric auto-
intersection associated to the deck transformation Ty (in the sense of Definition 8.1).
Denote Ty the deck transformation such that T = T1T5 is the deck transformation asso-
ciated to the closed geodesic 7.

Suppose that (v,£(v)) € p(f). Then, f7 has a topological horseshoe associated to the
deck transformations 11, Tf, T, TVTs, 15T and T1T5TY.

In particular, this implies that hsp,(f) > log 7/5.

Proof. The configuration of the beginning of the proof is depicted in Figure 22. In
particular, &; and &g are two lifts of a; and a to dom(F) that have G&(t2) as final point.
By abuse of notation, we denote by 77 and 75 the lifts to cgr/n(]: ) of the corresponding
deck transformations of S which are respectively associated to &; and Go.

In domF, denote ¢q = Ty *T; (dar,)) and ¢p = T3T1Ta (s 1))-

Remark that any lift of (ajan)* or (apaq)” is admissible or order k4 1. By successive
applications of Proposition 9.7, allowed by Proposition 9.18, we get that

o f5(¢a) Ny # 0 because 1o is admissible of order 6;
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° fG(qua) NTi¢p # O because aja3aja3aias is admissible of order 6;

. f7(qba) NT2¢y, # () because ayasa?a3alay is admissible of order 7.

% is admissible of order 6, hence so does

For example, for the first one, the path (aja2)
0110/210(10[2.

Note that, by Proposition 9.9, we also have f7(¢q) N ¢y # 0 and f7(¢q) N Ticpy # 0.

Construction of the rectangle R — As in Section 3.1 of | |, one can define

Ra = m R(le(ﬁa)a

kEZ

and the set &), of paths joining 77" L$a to ¢, whose interior is a connected component of
Tff_7(¢b) N R,. The following lemma proves that Xy, X7 # ().

Lemma 9.28. Every simple path ¢ : [c,d] — dom.F that joins Ty ¢, to TV ¢, with
po,p1 > 0, and which is Ty -free, meets L(¢g).

Similarly, for anyt € R, if f_7(¢b((—oo,t])) meets Ty Y ¢o for some p > 0, then it
also meets L(¢y).

For the first part of the lemma, the idea of proof is that, if the path J meets neither
L(¢q) nor TP P04, then this path, together with the leaves T} 7° ¢, and TP ¢, separates
the leaves ¢, and TP°™P1¢,, which implies (by an application of Jordan theorem) that &
is not Tj-free. The case where the path § meets TP 7°¢, but not 77 17270 5 leads to a
similar contradiction, and so on. For a more detailed proof, see Lemma 10 of | |.
The proof of the second part of the lemma is identical.

By what we have just said, using Lemma 9.28 (and similarly to Lemma 11 of
| ]), the sets Xy and A} are nonempty. Moreover, because the sets TF f~7(¢y)
are pairwise disjoint, two elements of respectively Xy and X are disjoint.

Lemma 9.29. There is a path 61 € X1, and a path dg € Xy lying in the connected
component of the complement of RE U d1 containing Tl_1¢b.

Before proving the lemma, let us point out that because of F-transverse intersections
(last conclusion of Proposition 9.18), we have, for any k € Z* and any n € Z,

M (TEg) N gy, = 0. (9.1)

This implies that d; is disjoint from 77 L#p, and hence that T Ly lies in the complement
of REUG;.

Proof. Note that the union of elements of A} forms a compact subset of T f*7(¢b),
so there are finitely many elements of Xj. Consider the first one, d;, for the order
on Tlf*7(¢b) induced by some parametrization of ¢y, and denote f7((51) = T10|[t, 1)
By Lemma 9.28, second part, Ty f~7(¢p(t2)) is the first intersection point of 71 f~7(¢y)
(again, for the order induced by some oriented parametrization of ¢,) with 77 Loy 5 in
particular the path T} f‘7(q§bl(,oo,t2]) meets 17 L$q at a single point. The complement
of L(Tflqba) U Tlf_7(qbb|(_oo’t2]) has two connected components. We denote by A the
one containing ¢p.
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Figure 23: Configuration of Theorem 9.27, the image of the rectangle R by f 7 has Marko-
vian intersections with Ty R, T?R, ToR and T1ToR. It also has Markovian intersections
with ToT1 R and T1T5T1 R (not represented in the figure). Note that the relative position
of ¢, and Thr¢, is different from Figure 22, but a priori possible.

As the set f_7(qbb) meets Tflqzba, this set is not contained in A. Consider the
first intersection point f~7(¢)(t;) between A and f~7(¢y). This point must belong
to Tfl(qﬁa) as f_7(¢b) NTigy, = 0 by (9.1). Lemma 9.28, second part implies that
f_7(¢b|(—oo,t’1]) N R(p,) # 0, which gives a path §p and proves Lemma 9.29. O

Consider two paths §g € Ay and d; in X given by Lemma 9.29. Similarly to what is
done in the proof of Proposition 12 of | |, take 8 the path made of the bounded
connected component of T~ 1¢a\(60U51), and ' the path made of the bounded connected
component of ¢, \ (dp U dp).

It allows to define the topological rectangle R bounded by the four curves 3, 3, g
and d;. Lemma 9.29 implies that in the direct orientation, the paths are ordered as:
518d05". Note also that the set f7(R) is a topological rectangle, with two edges which
are subsets of resp. ¢y, and T ¢y, the two others being images of pieces of resp. T ¢,
and ¢,.

Proof of the existence of Markovian intersections — Because of F-transverse
intersections (last conclusion of Proposition 9.18), we have, for any £ > 0 and any
n €7,

F(6a) NTETT o = 0; (9.2)
for any k € Z* and any n € Z,
o) NTiToge = ["(Tfg) Ty ey = [(Togp) NToy = 0, (93)
and similarly, for any k,n € Z with (k,n) # (0,0),
™ (ha) N TFGa = 0. (9.4)

The rectangle f7(R) is disjoint from :
L4 ¢a7 T1¢a and T12¢a7 by (94)7

o T1Th¢, and T Ted,, by the first intersection of (9.3);
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e Trdy. Indeed, the closure of the set L(¢y) U f7(R) U L(Ti¢p) has two unbounded
connected components in its complement, we denote by C' the one containing ¢,.
Because of the the orientation of OR (which is a consequence of Lemma 9.29), the
closure of C' contains f7(ﬁ), but is disjoint from f7(ﬁ’ ) (recall that g is a piece
of T{ '¢,). But by the first intersection of (9.3), Tag, is disjoint from F1(8), so
FT(R) is disjoint from They, as Tode N C # 0.

o 1T, 1<Z>a and T1T5T, 1¢a. Indeed, by the same argument about orientation as
before, it suffices to prove that the intersections f7(¢q) ﬂTngld)a and f7(Tf1<;5a) N
TyTo T ¢4 are empty, which is true by (9.2).

The rectangles TF R (for k € Z) are disjoint from the sets T} ¢, by (9.1).

The rectangle ToR is disjoint from the sets ¢, and T1¢p. Indeed, by the same
reasoning about orientation as before, we just have to prove that the intersections
Tgf_7(T1¢)b) N ¢p and Tgf_7(q5b) N Ti¢p are empty, which is true by the two last in-
tersections of (9.3) .

All these facts, combined with Homma’s theorem (Theorem 9.14), imply that the
intersections of f7(R) with the following sets are Markovian (see Figures 23 and 18):
TR, T12R, ToR, TiT5R, T5T1 R and T1T5T1 R. For example, Homma’s theorem asserts
that there exists a homeomorphism A : S — R? such that

h(pa) = {0} x R, h(T1¢,) = {1} xR, h(dy) = [0,1] x {0}, h(d1) =1[0,1] x {1}.

Hence, because R(¢,) UTi R U L(T1¢,) separates ¢, and Tj¢; (this is a consequence of
the previous listed facts),

h(f7(80)) € h(gp) C]0,1[x(—00,0[, h(fT(61)) C h(Tods) C]O, 1[x]1, 400l

and similarly, because R(¢p) U f7(R) U L(T1¢p) separates ¢, and Tida, h(f7(R)) C
(0,1) x R. The fact that the other intersections are Markovian can be proved similarly,
using the previous listed facts. O

By a proof which is very similar, we can get the following statement, which is a
reformulation of | , Section 3] to fit with the definition of rotational horseshoe we
use here.

Theorem 9.30. Let S be an orientable surface, f € Homeog(S), F a transverse foliation
in the sense of Theorem 9.2 and « : [0,1] — dom(F) an F-transverse curve. Denote &
a lift of o to the universal cover df(;r/n(}') of dom(F).

Suppose that o is admaissible of order 1, and that there exists a deck transformation
T of dom(F) and 0 < t; < to < 1 such that & and T'& have an F-transverse intersection
at a(te) = Ta(ty).

Then, for any r > 2, f" has a topological horseshoe associated to the deck transfor-
mations T, T?,...,T".

The proof of a similar statement can be found in | |, however, as it is very
similar to the one of Theorem 9.27, we include a short sketch of proof.

Sketch of proof. We give a sketch of proof for r = 2.
Denote dg = dljos,), G1 = Gy, 4,) and do = @y, 1) (see Figure 24). We also set

ba = da(0) and ¢p = P4 (1)
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Figure 24: Configuration of Theorem 9.30.

Then, applying Proposition 9.7, the paths Godido and GoT'd&s are admissible of
order 1, and the path &pdy(T'é;1)(Té) is admissible of order 2. As in the proof of
Theorem 9.27, it is possible to find two pieces of resp. f ~2(¢h) and f*Q(T@,), each
of one meeting ¢, and T'¢, only at its endpoints. The set R bounded by these paths
and the bounded pieces of ¢, and T'¢, linking their ends is a rectangle, such that the
intersections f2(R) NTR and f2(R) N T2R are Markovian. O

10 Two transverse closed geodesics

Recall that S is an orientable surface of finite type and negative Euler characteristic.
Let 41 and 72 be two geodesic lines of S = H? which project to closed geodesics of S.
We denote by T; the deck transformation associated to 4;, for ¢ = 1,2. For any element
w of the semigroup (77, T3)4+ generated by 77 and T, we denote by 4(w) the geodesic
axis of the deck transformation w.

In this last section, we prove Theorem F of the introduction. As the previous one, it
is based on forcing theory of le Calvez-Tal. It deals with the case where in the rotation
set, there are two closed geodesics with geometric intersection, each one associated with
nonzero rotation speed. Contrary to the last section where we got the existence of a
rotational horseshoe, here the proof does not give such an object associated to the deck
transformations 77 and T5 (in fact, we even do not know if the two initial rotation vectors
are realised by periodic orbits or not), but we get similar consequences.

The following is Theorem F of the introduction.

Theorem 10.1. Suppose that there exist nonzero rotation vectors of directions 1 and
o2 in p(f) and that the geodesics 41 and A2 cross. Then, for any element w in (T1,Ts) 4,
there are nonzero vectors of direction ¥(w) in p(f).

In the course of the proof of the theorem, we can also recover the fact that, in this
situation, the topological entropy of f is positive. It was already known as a conse-
quence of Theorem 9.27 in the case where one of the closed geodesics 71 or v2 has an
autointersection and a consequence of Corollary 8.11 otherwise.

Observe that, if the element w does not belong to the cyclic groups (T31) nor (1),
such a geodesic 4(w) has a positive transverse intersection with one geodesic among 7,
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and 92 and a negative transverse intersection with the other one. By Proposition 4.1,
this implies the following corollary.

Corollary 10.2. Suppose that there exist nonzero rotation vectors of directions 41 and
2 in p(f). Then, for any element w in (11, T2)+ which does belong neither to the cyclic
group (Th) nor to the cyclic group (Ts), there are infinitely many periodic orbits whose
rotation vector is in the direction y(w).

Observe that the above corollary is equivalent to Theorem 10.1. Actually, to prove
Theorem 10.1, we will prove Corollary 10.2. The rest of this section is devoted to the
proof of Theorem 10.1. In the first subsection, we will distinguish two cases in which the
proof must be carried out. The second subsection is devoted to a useful notion that we
use. The two following subsections are devoted to the proof of Theorem 10.1 in each of
those cases.

10.1 Two cases

Fix i = 1,2. Take a rational number £ > 0 such that (%;, 224(;)) belongs to p(f) but is

not an extremal point of p(f).

Recall that f extends continuously to S ~ H2 by fixing all the points of OHZ. Denote
by v;,— and 7; + the endpoints of 7; on OH?, where 7; is oriented from ~; _ to Vi,+- Denote
by A; the closed annulus (@\ {vi,—.7i,+})/(T:), by m; the projection from the interior
of A; to S, and by f; the homeomorphism of A4; induced by f on A;.

Lemma 10.3. There exists a f;-birecurrent point x; of A; with lift &; to H? such that
the two following properties are satisfied.

1.
lim f"(%;) = i+

n—+oo

lim ld(ﬂ%(i'i),ﬂ%(fn(i'i))) = > &E(%)

n—+oo N, )

3. The orbit of T; under f stays within a bounded distance from the geodesic 7;.
4. The closure of the orbit of x; does not contain fized points of*> f.

Moreover, if the closed geodesic v; has an autointersection, we also require the point x;
to have a periodic orbit.

Proof. Suppose first that «; has no autointersection. Take w > 0 such that (%;,w) is an
extremal point of p(f). Use Proposition 4.3 so that one of the following is true.

1. Either there exists a point x;, which lifts to a recurrent point of A;, with one lift
#; € H? realising the rotation vector (7;, w). Moreover, the orbit of Z; stays at a
bounded distance from the geodesic 4; and the closure of the orbit of z; does not
contain fixed point of f. In this case, take v; = w.

13Meaning that the closure of the orbit in S does not contain points that lift to fixed points of f.
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2. Or, for any r rational strictly smaller than ( L there exist a periodic orbit whose
rotation number is (%;,7¢(7)). In this case, take v; = rol(7y) > 2;6( ), for some
ro > % to find a point which satisfies the lemma.

If the closed geodesic +; has a transverse autointersection, fix a number v = r;¢(~y) >
%E(’y) where 7; is rational and (%, 7;4()) belongs to p(f). Then, by Proposition 4.1,
there exists a point x; whose orbit is periodic and which realises this rotation vector.

This point z; satisfies the requirements of the lemma. ]

We denote by F a foliation of S so that Theorem 9.2 is satisfied, by F; the lift of
the foliation F to A;, by F its lift to S and by F its lift to domF. Denote by IZ () a
Fi-transverse trajectory associated to the orbit of x; under f;. We use similar notation
for F, F or F-transverse trajectories. Choose respective lifts 1 and Zo9 of x; and xo
to S such that the trajectories I;ZE(xl) and I;ZE(@) have the same endpoints on H as

the geodesics 41 and A». In particular, the trajectories I;ZE(@) and I?__(.fz) meet at some

point ¢o. Finally, choose respective lifts &1 and %2 of Z; and Z2 to domF so that the
trajectories Ié(il) and IJ%(:EQ) meet at some lift gy of go. We will use the following
properties of the transverse trajectory.

Lemma 10.4. For i = 1,2, the transverse trajectory Ijzf(i‘i) can be chosen in such a
way that the following properties are satisfied.

1. There exists a closed neighbourhood K; of I]Z_-(asi) such that the supremum M; of
the diameters of Tz(Z), with z € Kj, is finite.

2. There exists R; > 0 such that the transverse trajectory IJ%(@) stays in the R;-
neighbourhood of the geodesic 7;.

Proof. Denote by U C S the complement of the projection on S of fixed points of f.
For any point = € U, it is possible to find a neighbourhood V of x so that, changing
the trajectories to equivalent ones if necessary, the diameters of the lifts to S of Zr(y)
are uniformly bounded for y € V. As the closure of the orbit of the point z; is compact
and projects to U (Lemma 10.3), we can choose the transverse trajectories of x1 and x4
so that they project on compact sets contained in U. Compactness of those trajectories
and the fact that the transverse trajectories can be chosen locally bounded yields the

first point.
The second point is a consequence of the first point and the fact that the orbit of z;
stays at a bounded distance from the geodesic 7;. O

As I]Z:_(fri) is an oriented immersed line, there is a natural order relation <; on this set.
By abuse of notation, we also denote by <; the order relation on I?_—(-fi) induced by the
orientation on those immersed lines. For any two points z and y on I]Z:_({ii) (respectively
on I]Z:_(:%i)), we let
2oyl = {2 € T2(@) | 2 < 2 <}
(respectively
vyl = {= € TE@) | @ < 2 <i ).
For any two leaves ¢1 and ¢9 of JF which meet I;Zr:_(i“i), we set ¢1 <; @9 if P1 OZ;ZE(:i'i) <
b2 ﬂIJ%(aEi). In this way, we can also define [¢1, ¢2]; = [$1 ﬂI]ZE(fci), b2 ﬂI]ZE(ici)]i. We
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use a similar notation for leaves of F. When we use it in the case of leaves of F, we
tacitly choose points in the intersection between the leaf and the trajectory. Each time
we use this notation, the choice of those points will be irrelevant.

Finally, for any segment .J contained in IJ%(@-), and for any leaves ¢1, o, ..., Py

of F, we say that J meets the leaves ¢1,da, ..., ¢, in this order if there exist points
71,92, . . - , Un. which belong respectively to ¢ ﬂI;ZE(:Z‘i), o OIJ%(;T:Z-), e, On OIJ%(JEZ-) such
that the segment J meets the points 1, 9o, ..., Y, in this order.

The following lemma, which is roughly a simple consequence of Lemma 10.3 in terms
of transverse trajectories, will be useful.

Lemma 10.5. Let k>0, e = £1, i = 1,2 and 0 < v} < v;. Let (¢5)1<j<e be a sequence
of leaves such that the segment [xl, fk(asl)]l meets the leaves o1, @2, ..., ¢p outside T; and

nq

fk(x,) and in this order. Then, for infinitely many n; > 0, there exists r > ;}( y such

that the segment [f%(Z;), f™ 15 (2;)]; meets the leaves TS g1, T pa, ..., T ¢y in this
order.

Proof. By Lemma 17 in | |, there exists a small disk D around ; such that, for any
point § in D, the transverse trajectory Z% ( ) associated to (f;(y))o<t<k meets the leaves

o1, P2, . . gbg in this order. By Lemma 10. 3 for infinitely many n; > 0, f(&;) € T (D),
with r > Z;“) Hence the trajectory Z% (f”“( ~"%;)) meets the leaves ¢1, @2, ... ¢ in

7
this order. Taking the image under T“’ proves the lemma. O

For ¢ = 1,2, observe that the trajectory IJZE(iti) satisfies one of the following condi-
tions:

(C1) either there exists a deck transformation 7; € 71(S) \ (T;) and a leaf ¢ of F such
that ¢ meets the trajectories I%_(ii) and TZ-I]Z:_(EJZ-);

(Ca) or, for any deck transformation 7 € m1(S) \ (7;), any leaf which meets IJZ%(@) does
not meet TI_%_(:E').

To give some geometric intuition around this notion, observe that condition (C5)
amounts to saying that, on the surface S, the union of leaves which meet ZZ(m;(z;)) is
contained in an annulus which is embedded in S.

To carry out the proof of the theorem, we will distinguish the two following cases :

Case 1 : both trajectories I_%_(i‘l) and IJZ%(:iQ) satisfy the condition (C1).
Case 2 : one of the trajectories satisfies (Cs).

The two following sections are devoted to the proof of Theorem 10.1 in each of those
two cases. In the first case, we prove that the trajectories If;_(:il) and IJ%(:EQ) have an

F-transverse intersection, which allows us to prove Theorem 10.1. In the second case,
however, it is possible that such trajectories never have F-transverse intersection, but it
is possible to change one of the trajectories to obtain two trajectories with F-transverse
intersection.

The next paragraph is devoted to a notion which will be useful for our proof.
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10.2 Essential intersection points

Take any two points Z and § of S which are not singularities of the foliation F. For any
point Z = I%(:Z‘)(tl) = I;ZE(Q)( 2), with t1,t3 € R, of IZ( )HIZ( ), we call lifts ofl?_(i)
and I%_(g]) associated to % any respective lifts Z, and Z, of I]Z3( Z) and I]Zi_(gj) to domF

which meet at a lift 2 = Z,(t;) = fy(tg) of Z. In case of multiple intersection points, e.g.
when Z is an autointersection point of I]Zi_(fc), notice that the values of the parameters t;
and to are important in this definition. However, to simplify notation, we will frequently
drop the mention of those parameters when we use this notion.

Definition 10.6. A point Z on IZ( ) ﬁIZ( ) is an essential intersection point between
IZ( ) and IZ( j) if there exist lifts 7, and Iy of I]Zi_(:?:) and I]Zi_(g]) to domF associated to
% such that Z, \ (I nZ, ) has two unbounded components which lie in different connected

components of domF \ Z,.

__Note that this definition is supported by the fact that all transverse trajectories in
dom(f ) are proper. Observe that, if this definition holds, then any two lifts Z, and Z,
of Ijzf( Z) and If__( ) associated to Z will satisfy the above property.

Two trajectories I]ZE(j) and I.%;(g), with & € S and § € S, are said to be geometrically

transverse if there exist a,, oy, Be, By € OH? such that the three following conditions are
satisfied:

1. The sequence f™(i) converges to a, € dH? when n — —oco and to w, € dH? when
n — +00.

2. The sequence f"(jj) converges to oy € OH? when n — —oo and to w, € OH? when
n — +00.

3. The geodesic lines (g, wy) and (ay, wy) meet in H2.
Lemma 10.7 (Properties of essential intersection points).

1. (symmetry) Let Z be an essential intersection point between I]ZE(:Z‘) and I]ZE(Q).
Then, for any two lifts I, and fy ofI]Z:_(JE) and Ijzz_(gj) to domF associated to Z, the
two unbounded components of fy\ (7:'33 ﬁfy) lie in different connected components
of domF \ Z,.

2. (geometrically transverse implies essential) If the trajectories I;ZE(JE) and I;ZE(Q) are
geometrically transverse, then there exists an essential intersection point between

Z(x 7 (s
Ij_(ac) and Iﬁ(y).
3. (F-transverse intersections) Let Z be an essential intersection point between I%;_(:i)

and IZ(~) and let I, and f be two lifts ofIZ(~) and IZ(~) to domF associated

to Z. Suppose that the unbounded components Co and 02 ofl' \ (I Nz ) meet

respectively leaves ¢o and qS’ of]: which do not meet I, and that the unbounded
components C1 and C] ofI \(I NZ, ) meet respectively leaves ¢1 and ¢} of}' which

do not meet I,. Then the trajectories ZZ(~) and IZ~(~) intersect F-transversally
at zZ. More precisely, any segment on IZ( ) joining ¢1 and ¢} is F-transverse to

any segment on I]Z__( ) joining ¢a and ¢f.
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Figure 25: Configuration of the proof of 1. of Lemma 10.7.

Proof. 1. Fix two lifts fx and fy associated to Z. Note that the fact that fx and
T, are proper implies that if Z,, \ (Ix N Iy) has two unbounded components, then

i'y \ (fx N fy) also has two unbounded components.

Suppose that the property we want to prove does not hold: the two unbounded
components Co and C% of Z, \ (Z, N Z,) are contained in the same connected

component L of dom F \ Z,.

Claim 10.8. There exists an arc « joining the two components Cs and CY, which
meets I only at its endpoints and which is disjoint from Z,.

Proof. See Figure 25. Take a closed disk D whose interior contains the closure of
the union of the bounded components of fy \fx N fy and of Z, \fx N fy. Then
we claim that the closure of some connected component of D \ (Z, UZ,) gives
the desired path. Indeed, the closure of some connected component of 9D \fm is
contained in L and joins the two unbounded components of T, \fw ﬂfy: otherwise,
the endpoints of those unbounded components would be contain in the exterior of
the disk D, a contradiction. Among those connected components of 9D \fw which
are contained in L and which join the two unbounded components of 7, \fx ﬂfy,
one of those has to meet both Cy and CY, otherwise the ends of both Cy and
C4 would be contained in the exterior of D. Now, the closure of some connected
components of S\ (CoUCY) has to join Cy and C}, giving the path o we want. [

Then some unbounded component K; of domF \ fy contains . Hence K; \ «
has one bounded component Kj; and an unbounded component K12 which is
surrounded by Co U aU C). As the latter set does not meet Z,, the trajectory T,
does not meet K7 2. Hence the unbounded components of I \I N I have both

to lie in the other unbounded component Ky of domF \ Iy, in contradiction with
the definition of essential intersection point.

2. Observe that the algebraic intersection number between the trajectories I;ZE(J?) and
I;ZE(Q) is equal to 1: it is well-defined as those trajectories meet in a compact
subset of S. If those trajectories had only inessential intersection points, then the
algebraic intersection number between those two trajectories would be equal to 0.

Let us give some details. We define an equivalence relation on intersection points
between I;ZE(QNU) and I%;_(gj) (or more precisely on couple of parameters which cor-
respond to an intersection point). Two such intersection points Z; and Zy are
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equivalent if there exist lifts of IJZ%(JE) and I]Zi_(g]) associated to Z; which are also
associated to Zo. Observe that, if this property is true, then it holds for any lifts of
I%_(i) and I%_(gj) associated to ;. For each equivalence class C of this equivalence

relation, fix lifts Z; ¢ and Zy ¢ of I]Z:_(fv) and IJ%(@]) associated to this class C. The
algebraic intersection number between I]Z:_(ic) and I;ZE(Q) is then the sum over such

classes C of the algebraic intersection numbers n¢ between Z; ¢ and Zp ¢. For any
class corresponding to an inessential intersection point, ng = 0.

3. Denote by ¢; and ¢ (respectively ¢ and ¢) the two leaves met by Z,, (respectively
fy) mentioned in the statement of the lemma. We choose them in such a way that
7, meets ¢ first and fy meets ¢o first. Denote by ¢ the leaf going though the
lift 2 of Z which belongs to 7, N fy. The definition of essential intersection point
guarantees that, if the leaf ¢ is above ¢ with respect to ¢, then ¢} is above ¢} with
respect to ¢: otherwise ¢ and ¢} would be in the same connected component of the
complement of i'y, a contradiction with the definition of an essential intersection
point. In the same way, if the leaf ¢; is below ¢3 with respect to ¢, then ¢ is below
¢} with respect to ¢. This implies that we have an F-transverse intersection.

O]

10.3 Case 1

In this subsection, we suppose that both trajectories Z]Zi_(:i*l) and I]Z:_(fg) satisfy condition

(C1) there exists a deck transformation 7; € m1(S) \ (T;) and a leaf ¢ of F such that ¢
meets the trajectories I%(ﬁci) and TJJ%(:EZ-).

For ¢ = 1,2, recall that, by Lemma 10.4, the trajectory IJ%(@) stays at distance strictly

less than R; from the geodesic 7;. For any subset A of H? and any real number R > 0,
we let
Ap={z e H*|d(z,A) < R}. (10.1)

For notational convenience, we will identify the indices ¢ = 1,2 with an element of
7)2.

The heart of the proof is to find suitable leaves of the transverse foliation in S so
that some orbits realising the rotation vectors in resp. directions 77 and 75 have an
F-transverse intersection (Paragraph a.). Once finished this preparatory step, the two
following paragraphs — still quite technical — are rather straightforward.

a. Leaves and trajectories

In this section, we state some preliminary results on the possible behaviours of the leaves.

Take a point & € H? and suppose that the F-transverse trajectory I]Z:_(i) has an
w-limit set in H2 which is reduced to a point v, of 9H? and has an a-limit set in H2
which is reduced to a point y_ of OH? which is different from ..

Denote by Sp (respectively Sg) the segment of OH? which is on the left (resp. on
the right) of the geodesic joining y_ to v4+. Denote by L(IJ%(JE)) (resp. R(ZJ%(%))) the
unbounded connected component of H? \I;ZE(QNU) whose trace on H? coincides with S,
(resp. Sg).
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Lemma 10.9. Let ¢ be a leaf of F. Suppose that the leaf ¢ meets the trajectory IJ%(:%)
in two points Z1 and Za. Then one unbounded component of ¢ \ {21, Z2} is contained in
a disk bounded by a closed piece of I]Z:_(:E).

Proof. Let St be the segment of trajectory between Z; and Z3 and Sy be the segment be-
tween Z; and Z3 on the leaf ¢ (see Figure 26). Denote by Fxt the unbounded component
of the complement in H? of S; U Sy and Int be the complement in H? of Ext. Observe
that one of the two connected components of ¢ \ Sy, which we call 9, is contained in
Int. Indeed, otherwise both connected components of ¢\ S, would be contained in Ext,
and we would find two simple paths a and o’ contained in Ext and such that a U o’ U ¢
separates H? in two connected components, each one intersecting I%;_(i’). This would
lead to a contradiction, as S; cannot cross a nor o/, and has to cross ¢ positively twice.

Moreover, one of the connected components of IJ%(:E) \ S7 meets Int in a neighbour-
hood of its end Z;, with ¢ = 1 or ¢ = 2. Take the closest point z/, for the order on the
trajectory, to Z; on this connected component which meets Sy (such a point exists as the
a-limit and w-limit sets of the trajectory lie on OH? so that this connected component
cannot remain in Int). Let S} be the segment joining Z; to Z] on the trajectory. Then
the half-leaf ¢ does not meet the unbounded component of Sy U S}. O

Figure 26: Configuration of the proof of Figure 27: A possible configuration of the
Lemma 10.9. proof of Lemma 10.10.

For any leaf ¢ of F, we call neighbourhood of +0c (respectively —oo) in ¢ any half-leaf
contained in ¢ which contains all the points after (resp. before) some point of ¢ for the
order relation induced by the orientation of ¢.

Lemma 10.10. Let ¢ be a leaf of F which contains some point Z of R(I]Zi_(fé)). Let ¢4
be the connected component of ¢\ {Z} which contains the points after Z on ¢ and let ¢_
be the other connected component of ¢ \ {Z}.
1. If the half-leaf ¢ meets I_%_(f}), then either ¢ is bounded in H? or a neighbourhood
of +00 in ¢ is contained in L(I%_(i)). Moreover, the intersection ¢4 N R(I]Z:_(JE))
s a segment of ¢ .
2. If the half-leaf ¢_ meets I]ZE(:i), then the a-limit set of ¢ in H2 does not meet OHZ.

Moreover, ¢_ does not meet L(I%;_(i)), and the intersection ¢_ N R(Z;ZE(:%)) is a
segment of ¢_.
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Of course, we have a symmetric statement for a leaf which contains a point of
L(I;ZE(Q%)) by exchanging R with L, a with w and + with —.

Proof. A possible configuration for this proof is depicted in Figure 27.
If the half-leaf ¢4 has at two intersection points with the trajectory I%(a?), then, by
Lemma 10.9 and as Z € R(IJ%(J;)), the w-limit set of ¢ is bounded and the first point

holds. If the leaf ¢ has exactly one intersection point § with the trajectory IJ%(&?) then
the unbounded component of ¢ \ {7} has to be contained in a connected component
of H? \I]Z?(:E) which is different from R(I]ZE(Q%)): either it is contained in L(I]ZE(JNC)), or it
stays in a bounded connected component of H? \IJ%(:E) This proves the first point.

If the half-leaf ¢_ has two intersection points with the trajectory I]Z:_(ic), then
Lemma 10.9 implies the second point. Suppose that there is exactly one intersection
point ¢ between the half-leaf ¢_ and the trajectory I%;_(:i). Let ¢__ be the unbounded
component of ¢_\{y} and take a point z’ in ¢__. The half-leaf ¢__ cannot be contained
in R(I%(ic)). Let us call ¢z 5 the segment of ¢ between the points 2’ and 2. If ¢__ was
contained in L(IJ%(:%)), then the algebraic intersection number, relative to endpoints, of
the trajectory I%_(:Z‘) with the segment ¢s; would be equal to —1, which is not possible

as the trajectory I]ZE(:JE) is positively F-transverse. O

The two previous lemmas did not use condition (C4). The next one is the first one
which is specific to case 1.

Lemma 10.11. Fizi € Z/2. For any neighbourhoods U; _,U; 1 of resp. i — and v; + in
H?2, there exist leaves ¢; and ¢} of F that meet the trajectory IJ%(;TCZ-) with the following
properties.

1. For anyn >0, we have T, "¢; € U; — and T" ¢} € U; 4.

2. The half-trajectory (—oo, ¢;]; belongs to U; — and the half-trajectory (¢, +00); be-
longs to U; 4.

We fix i € Z/2 and orient OHZ2 in such a way that Vi+1,— lies in the positively oriented
segment of 9H? which joins v; — tov; +. For any points a, b on 9H?, we denote by [a, b] gg2
the positively oriented segment of OH? from a to b.

Proof. We will distinguish two cases depending on whether the closed geodesic ~; is
simple or not.

As a sidenote, observe that condition (C) is automatically satisfied by I]Z:_(a?i) if the
geodesic 7; has an autointersection.

First case: Suppose first that the closed geodesic v; is not simple. Then there ex-
ists a deck transformation 7; € 71(S) \ (I;) such that the geodesic lines 7;4; and #;
meet. Observe that, for any n € Z, the geodesic lines 7T;'7;7y; and T}'; = ; also meet.
Fix n € Z. Recall that, by Lemma 10.3, the orbit of x; is periodic so that IJ%(:EZ')
projects to a closed curve on S. Denote by p the minimal positive number such that
TfI;ZE(i'Z-) = IJ%(@). By Proposition 9.18, the trajectories IJ%(:Z‘Z') and ﬂpnnl%;_(:i‘i) have
an F-transverse intersection.

In what follows, we construct a leaf ¢; which satisfies the conclusion of the lemma.
The construction of ¢} is similar and left to the reader.
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Subcase 1: We suppose that there exists ¢ in I]Zi_(i“i) such that ¢ has not 7; 4 in its
w-limit. Suppose the point 7;y; — is on the right of the geodesic ;. If the a-limit of the
leaf ¢ does not contain v; 4 either, for k large enough, the leaf T, * kqﬁg can be used as
the leaf ¢; of the lemma’s conclusion. Suppose the a-limit of the leaf ¢ contains the
point «y; 4. Then there exists J > 0 such that, forany j > J, y € L(];pjTiI]Z}(:%i)) and the
negative half-leaf in ¢; meets the trajectory 77 J TiI]ZE(:T:i). By Lemma 10.10.1 (symmetric
version), the a-limit of ¢; is contained in

(M RIP*RIE(E:) = {7t}
k>0

Moreover, by Lemma 10.10.1, the w-limit of ¢; is contained in L(Q?JTZ-I]Z:_(:@)). Hence
no end of the leaf ¢; meets Tip J+p Ti%Yi,+ 1OT Tip JHp Ti%i,—. Then the leaf 7'[1T;p J=p o
meets the trajectory I%(i’i) and does not meet 7;  nor «; . Hence, for k large enough,
the leaf ¢; =T, 7 kTZ-_lTi_p Jop ¢y will satisfy the lemma.

(2

Suppose now that the point 7;y; — is on the left of the geodesic ;. Then there exists
j > 0 such that g € R(ﬂwnfé(@)). By Lemma 10.10.2, the a-limit of ¢ is contained

in H2 U R(ﬂpjTiI]Zi_(:ii)) and for k£ large enough, the leaf T;pkqﬁg can be used as the leaf
¢; of the lemma’s conclusion.

Subcase 2: Suppose that for any ¢ in I]Z:_(fci), the leaf ¢5 has ~; 4 in its w-limit. Fix
7 in I%_(ii). Suppose that the point 7;y; — is on the right of the geodesic ;. Then there
exists J > 0 such that for any j > J, one has § € L(ﬂpjTiI%(ii)) and, by the hypothesis
on the w-limit of ¢g, the positive half-leaf in ¢y starting at y has to cross each of those
trajectories T} T,;I%_([ii). But by Lemma 10.10.2 (symmetric version), this implies that
the w-limit of the leaf ¢; is contained in H?2, a contradiction. This case cannot happen.

Suppose now that the point 7;y; — is on the left of the geodesic ;. Then there exists
J > 0 such that for any j > J, one has j € R(Tfjnlé(ii)); this implies that the positive
half-leaf starting at § has to cross ﬂpjnlé(ii). By Lemma 10.10.2, the a-limit of ¢j; is
contained in H? U R(TF TZ-I]ZE (Z;)). Hence, ¢y crosses TV Jp TJJ%(:EZ-) and its ends do not

contain 77 THP 1 4 as, by Lemma 10.10.1, the w-limit of this leaf is equal to

(M LI RT%(3)) = {7+ } -
k>0

In this case, for k large enough, the leaf T, ” kTiflT;p J=p ¢y can be used as the leaf ¢; of
the lemma’s conclusion.

Second case: Suppose now that the geodesic ; is simple. Recall that the geodesic
¥; shares no endpoint on OH? with one of its translates under an element of 71 (S) by
Lemma 6.3. By condition (C7), there exists a leaf ¢ of F which meets I;ZE(@-) and

For any subset A of H?, we denote by A its closure in H2. The heart of the proof in
this second case is the following lemma.
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Figure 28: Configuration of the first case of the proof of Lemma 10.12: the two different
cases depending whether the trajectory crosses first ¢ or 7;¢.

Lemma 10.12. There exist two leaves ¢, and ¢y, each one meeting IJ%_(Q?Z-), and such

that ¢, is disjoint from ~; — and ¢y is disjoint from ;.

Proof. We need to distinguish two cases, depending on whether 7; separates 7;7%; and
Ti_lfyi or not.

First case: Suppose 7; separates 7;y; and Ti_lfyi. Note that this amounts to saying
that the axis of 7; crosses 4; (using the fact that ; is simple).

For notational convenience we suppose in what follows that the geodesic 7;9; is on
the left of 4;.

If w(¢) NOH? = @ and a(¢) N OH? = (), the lemma holds (for ¢, = ¢y, = ¢).

Suppose that 0 # w(¢) N OH? is contained in the segment [7;; +, Tivi—|gp2 of OHZ.
Then a neighbourhood of 4+00 in ¢ is contained in L(I]Zi_(fci)). If a(¢) C H?, the lemma
holds (for ¢, = ¢p = ¢). Otherwise, by Lemma 10.10.1. (symmetric version), a neigh-
bourhood of —oo in ¢ is contained in R(I]Zj_(i“i)). Hence the leaf 7, ¢ joins the segment

[7';1%',7,7';1%&]81}]12 to the trajectory I]Zi_(i“i). Observe also that a neighbourhood of
400 in Tiflgb is disjoint from R(I_%_(a?i)) by Lemma 10.9. However, either ¢ = 7';1(;5,
in which case the claim holds because both ends of ¢ are disjoint from the ends of ~;
(pa = ¢p = ¢), or the leaves ¢ and Tiflqb are disjoint. Suppose the latter holds (see
Figure 28).

If the trajectory I]Zj_(ii) meets ¢ before it meets Tiflgb (left of Figure 28), then the
set 71N R(I]ZE(@-)) separates a neighbourhood of —oo in ¢ from ~; 4 in R(I]ZE(:Ei)) and
the set N L(I]ZE(;T:Z-)) separates a neighbourhood of 400 in 7; '¢ from 7; _ in L(I;ZE(JT:Z-)),
hence the lemma holds for ¢, = Tflqﬁ and ¢p = ¢. If the trajectory IJ%(:Z“Z-) meets 7';1¢
before it meets ¢, then the set 7, '¢N R(IJ%(:Z‘Z')) separates a neighbourhood of —co in ¢
from ~; _ in R(I%(a?i)) and the set ¢ N L(I;ZE(@)) separates a neighbourhood of +oo in
Ti_1¢ from ; 4 in L(I%(i:i)), hence the lemma holds for ¢, = ¢ and ¢, = TZ-_1¢.

Suppose now that § # w(¢) N OH? is not contained in [y +, Vi —]omz (such a
configuration is depicted in Figure 29). Then any neighbourhood of +o0c in ¢ meets
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R(TiI]Z}(fci)). By Lemma 10.10.2., a(¢) C H? and a neighbourhood of —oo in ¢ is
disjoint from L(TZ'I]Z?(SEZ')).

If any neighbourhood of +o00 in ¢ also met L(TZ-I]Z}(:EZ-)), then it would have to
Cross TZ-I]Z:_
contradiction. Hence a neighbourhood of 400 in ¢ is disjoint from L(TiI]Z:_(:Ei)) and

w() N (1%, Tivi,—)omz = 0.
If any neighbourhood of +o00 in ¢ meets R(I]Z:_(:Ei)), then by Lemma 10.10.1. there

exists a neighbourhood of 400 in ¢ included in R(IJZ:;(@)) and so the lemma is satisfied

(#;) and, by Lemma 10.10.1., we would have w(¢) C [Tivi+, TiVi,—|om2, a

for ¢q = ¢p = T{lgi), as the set r{% meets no ends of the geodesic ;.

Otherwise, a neighbourhood of 400 in ¢ is disjoint from L(TJJ%(@)) U R(I;ZE(@)).
Let us prove that, in this case, TZI;ZE(@-) ﬂI;ZE(@) # (). Suppose the contrary. This implies
that TZ'I%_(.CZ'I‘) C L(Z]Z:_(:Ei)) and IJ%(:%Z-) C R(TiI;ZE(i'i)). As ¢ meets both trajectories,
there exists

§ € ¢ N R(TT2(%:)) N L(TE(E:)).
By Lemma 10.10.1, the positive half-leaf ¢4 starting at ¢ cannot meet TZIJ%(@) (otherwise
w(¢) would be either bounded, or included in L(TinZf(i“i))). Similarly, by Lemma 10.10.2

(symmetric version), ¢4 cannot meet I%(a?i). Hence, the negative half-leaf ¢_ starting
at § meets both TJJ%(@) and I%(a?i). Using once again Lemma 10.10, we deduce that

a(p) € R(TiI]Z:_(:Zi))E N L(I]ZE(:iZ-))C. The latter set is hence nonempty. This proves that
T L%(2:) NT%(3:) # 0.

In this case, the intersection R(TJ]ZE(:EZ-)) N L(I;ZE(:EZ-)) has two unbounded connected
components, with respective boundaries in 9H? (7, —, Vi.— )gmz and (Vi +, TiVi+ )om2 (see
Figure 29).

Consider the second of these connected components; its boundary in H? contains
pieces of both TiI]ZE(:EZ-) and Z]Zi_(fi). Let Z € TiI]Zi_(fi) N I]Z:_(m}) on this boundary, and
¢’ be the leaf passing by Z. Note that ¢’ meets both R(TiIJZE(a?i)) and L(IJZE(;UN,;)) in any
neighbourhood of Z. Denote by ¢/, the positive half-leaf of ¢’ starting at Z.

o If ¢, is not included in R(Til?_(fi)), then by Lemma 10.10.1 either w(¢') C H?,

or w(¢') C L(TiI]Zj_(fi)) (right of Figure 29). In the latter case, we already proved
that the conclusion of the lemma holds.

o If ¢/ is included in R(TJJ%(:EZ')), but ¢, is not included in L(IJ%(&U})), then by
Lemma 10.10.2 (symmetric version) w(¢') C H2.

e Otherwise, w(¢’) C H2U [+, 7i7i+|ome (left of Figure 29).

Remark also that in all cases, by Lemma 10.10, we have a(¢’) N 0H? C R(IJZ:_(@)).

If w(¢') C H?, then a(¢’) N OH? C R(I%_(ii)), and hence o7, '¢') N OH? C
[7’{1%7,, Tiflwﬂr]aHz and w(7{1 ') € H? so that the lemma holds for ¢, = ¢}, = Tiflqb.

In the other case, we have w(¢') C H? U [; 4+, Ti%i+]omz, and by Lemma 10.10.2.,
a(¢') € H2. We can perform the same construction for the other connected component
of R(TZ-I?:_(@)) N L(I%_(fi)) to find another leaf ¢”. Again, the only case in which we
still have not proved the lemma is when w(¢”) C H? U [1;7;,—, Vi—|omz- But in this case
0o = ¢ and ¢, = ¢” make the lemma work.
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Figure 29: Configuration of the first case of the proof of Lemma 10.12: finding another
leaf ¢'.

The case w(¢) C H? and a(¢) N OH? # () is identical to the previous one, the details
are left to the reader.

Second case: Suppose that the geodesic line 4; does not separate 7;7; and 7'1-_1:)/1'. Note
that this amounts to saying that the axis of 7; is disjoint from 7; (using the fact that ~;
is simple). In this case, we need the following claim.

Claim 10.13. One end of ¢ is contained in singularities of F, i.e. it is bounded in
S =H2

Proof. Suppose that both ends of ¢ meet OH?.

Then the leaf ¢ meets the trajectories I%(izi) and Tiz.%<i‘i) at only one point by
Lemma 10.9. Observe also that, at the point of intersection ¢ ﬂIJ%(ici), the leaf ¢ must
go from one unbounded component of H? \IJ%(:%Z) to the other one and the same holds
at the point ¢ N TiI;ZE(:%Z-) for the trajectory TZ'IJ%(@-).

As the trajectories I]Z:_(:Ei) and Tizé(ji) are both F-transverse, the algebraic inter-
section number between each of these trajectories and ¢ must be equal to 1. However, as
the geodesic line 4; does not separate 7;7; and Ti_l’N}/i, the algebraic intersection number
between 4; and ¢ and the algebraic intersection number between 7;7; and ¢ must be
opposite to each other: the axis of 7; does not cross ;. Hence the algebraic intersection
number between I?:_(:Ei) and ¢ and the algebraic intersection number between Tizé(i’i)
and ¢ must be opposite to each other, a contradiction.

To simplify notation, we suppose that the geodesic 7;7; is on the left of 4; and that
the geodesic 7;; is above 7, '%; with respect to 7;. If a(¢) C H? and w(¢) C H2, the
lemma holds. Otherwise, by Claim 10.13, either a(¢) N OH? # § and w(¢) C H? or
w(p) NOH2 # () and a(¢) C H2.

Suppose first that a(¢) N OH? # () and w(¢) C H2. By Lemma 10.10.1. (symmetric
version), either a neighbourhood at —oo of ¢ is contained in L(IJ%(@)) or a(¢) NOH2 C

R(I]Zé(:ii)). If a(¢) NOH? C R(I]Zé(:ii)), then the set 7; ' ¢ meets none of the ends of the

geodesic 4; so that the lemma holds for ¢, = ¢ = Ti_l(;5 (see Figure 30, left).
In the other case, a neighbourhood at —oo of ¢ is contained in L(I%;_(:Ei)). As before,
by Lemma 10.10.1. (symmetric version), either a neighbourhood at —oc of ¢ is contained
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Figure 30: Configuration of the second case of the proof of Lemma 10.12 (where the
geodesics 7;7; and Ti_l'% are on the same side of the geodesic 7;): the three different
cases having to be considered.

in L(TiIJ%(a?i)), or a(¢) NOH? C R(TiI;ZE(@)). In the latter case the lemma holds for
ba = &b = ¢ (see Figure 30, middle).

Suppose now that a neighbourhood at —oo of ¢ is contained in L(I]ZE(QY:Z-)) N
L(TiI;ZE(fci)). Then both trajectories IJ%(:EZ') and TJJ%(@) meet.  Indeed, by
Lemma 10.10.2. (symmetric version), w(¢) has to be contained in some bounded com-
ponent of the complement of I]ZE(.%Z-), and in some bounded component of the com-
plement of TiI%<fi). Hence, one of these trajectories meets one bounded component
of the complement of the other one, and these two trajectories meet. In particu-

lar, the set L(I%(i:i)) N L(TJJ%(@)) has two unbounded connected components, one
intersecting OH? on [7i7vi+,Yi—|om2, the other one on [v;+,Tivi—|gmz. Thus, either
a(p) NOH? C [T+, Yi—]omz or a(9) C [Vi+, Tivi—]omz. In the first case, the set ¢ does
not meet y; 1 and the set Ti_1$ does not meet 7; _ and the lemma holds for ¢, = Ti_ng)
and ¢, = ¢ (see Figure 30, right). In the second case, the set ¢ does not meet 7; — and
the set Ti_1$ does not meet v; 4 and the lemma holds for ¢, = ¢ and ¢ = T,L-_l(;5 .
Finally, suppose that w(¢) N OH? # () and a(¢) C H?. This case is similar to the
previous one so we will give less details. By Lemma 10.10.1., either a neighbourhood
at +oo of ¢ is contained in R(Tﬂé(ii)) or w(¢) N OH? C L(TZ-I]ZE(@-)) and either a
neighbourhood at +o0o of ¢ is contained in R(IJZ%(:%)) or w(¢) N oH? C L(I;ZE(QT:Z-)).
If a neighbourhood at +oo of ¢ is contained in either R(TiI]Z:_(ii)) or R(IJZ%(:@-)), the
lemma holds: take ¢, = ¢ = ¢ in the first case and ¢, = ¢ = Tiflgb in the second
one. Otherwise, w(¢) C L(IJ%(@)) ﬁL(TiI;ZE(@)). In this case, by the last part of
Lemma 10.10.1. (symmetric version), a(¢) is contained in L(Z'sz(ici))c N L(Tinzﬁ(ici))c S0
that the trajectories I?E(ﬁci) and TiI;ZE
w(p) NOH? C [139i+,%i—]om2 or w(¢) NOH? C [Vi+,Tivi—|omz and the lemma holds :
take ¢, = ’7’1-_1¢ and ¢, = ¢ in the first case and ¢, = ¢ and ¢ = Ti_lgb in the second
one. 0

(Z;) meet. Hence, as in the previous case, either

By Lemma 10.12, there exist two leaves v; and v, which meet IJ%(E:Z') such that v,

is disjoint from ~; 4 and EZ is disjoint from 7; _. Note that it is possible that ; = 1.
By Lemma 10.5, for arbitrarily large n > 0, the leaf T, "; meets the trajectory IJ%(:EZ')
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Figure 31: A part of the set A; of (10.2) (in light blue).

and, for arbitrarily large n > 0, the leaf T["¢)} meets the trajectory I%(ici). Moreover,

the sequence (T[”%)nzg of compact subsets of H2 converges to vi,—. Hence we can take
n_ > 0 sufficiently large so that Lemma 10.11 holds with ¢; = Ti_n’wi. In the same
way, take ny > 0 sufficiently large so that Lemma 10.11 holds with ¢, = T,"* /. O

Before proving a corollary, we need a geometric lemma. Let R = max(Ry, Rg) (see
Lemma 10.4) and, for i = 1,2, (see Figure 31, see also (10.1) for the definition of R-
neighbourhood)

A = Yit+1 U T;;_ll’% U (TiJrlr}/’i,fa 7’&’,+) U U le:-llw’?H’l ’ (102)
we(T; T ) + R
I - -1 <
Bi = | ¥i+1 UTim% U(Tvi—,vi+) U U Tip1wyisa
we(Ty, Tit1)+ R

The reader will note that there is a priori no reason for the set of geodesics
Uj=1.2 Uwen 1) w3 to be a tree in H? (cases like in Figure 31 could occur).

Lemma 10.14. The closure of A; in H2 does not meet Vi,—, and the closure of B; in 2
does not meet 7; 4

Proof. We prove the lemma only for A;, the case of B; being identical. We choose an
orientation of OH? such that the points 7; 4 are oriented as in Figure 31.

First of all, we obviously have that v; — ¢ (F4+1)r U (1}111%)3 U (L5417, Yi+ ) R-
Let 60 € (vi—,7i+1,—)omz be such that T;lle € (Vit1,4+7%,—)omz (see Figure 31).
Notice that the arc [y; —,7Vit1,—]om2 is positively stable under both Tl-_1 and szrll, SO

for any w € (T, 1, T4+, we have wyit1,— € [Yi—,Vit1,— o and hence Tijrllw’yHL_ €

i+1
0, Vit1,—]om2.
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We now consider the points 7—;:_111077;4,174, and prove that they stay at a uniformly
positive distance from 7; —. Note that Tijrll’}’i+1,+ = Yi+1,4, 0 we do not lose generality by
supposing that w ends with Tl-_lz we write w = w’Ti_l. Note that the set [y; —, Yi+1,—]om2
attracts all the points of [T, 'yi41 1, Vit1,—]ome: thereis £ > 0 such that if length(w’) > ¢,
then w'T 1114 € [lerlﬂ, Vit1,—]omz. Hence, if length(w’) > ¢, then ﬂjrllw’l“i_lfyi+1,+ €
[0,7it1,—]omz. This proves that

: -1
inf  dome (vi,—, Ty wis +)
U}G(Ti 7Ti+1>+

= min <d8H2 (72',—7 0)? lrllf . d8H2 (7@-7 Elllwlj—zi_lfyi%-l,-&-)) .
w’E(Ti ’Ti+1>+

length(w’)<¢
We have reduced the bounding of the distance to a finite number of cases, so it suf-
fices to prove that for any w’ € <TZ~_1,T;11>+ with length(w’) < ¢, we have ~; _ #
Tijrllw’ j—"i_l'yi_l’_l’_l’_. But this last statement is a consequence of Lemma 6.3: if we had a
deck transformation U such that Uvys 4 = v1,—, this would mean that the two geodesic
arcs 1 and 7, coincide (as sets), which is a contradiction. O

From now on, we take ¢; and ¢, the leaves given by Lemma 10.11 for U; _ the
connected component of H2 \ A; containing 7; — and U; 4 the connected component of
H2 \ B; containing 7; + (Lemma 10.14 ensures that these connected components are
indeed neighbourhoods of v; + and v; ).

In the following corollary, we identify words on elements of m1(S) with the deck
transformations which are obtained by composing the word’s letters.

Corollary 10.15. Let n > 0.

1. For any word w in T, and Ts, the trajectory wI;ZE(:Z‘iH) does not meet T, "¢; and,
for any word w in Ty and Ty containing T; 11, the trajectory wI;ZE(aEi) does not meet
T "¢;.

(]

2. For any word w in Tfl and T{l starting with qu_ll, the trajectories wI?__(iH_l) and
wI]Z:_(fvi) do not meet T, " ;.

3. For any word w in T1_1 and TQ_I, the trajectory wI;ZE(:%iH) does not meet T]'¢),

and, for any word w in T L and T, L containing T;ll, the trajectory wI]Z:_(:%i) does
not meet T'¢,.

4. For any word w in T1 and Ty starting with T;41, the trajectories wIJ%(aN:iH) and
wI]ZE(:Ei) do not meet T ¢),.

Proof. We prove the first two points. To prove points 3. and 4., exchange the roles of
Ty and Tfl, of Ty and T{l, of 71,4+ and 71— and of 72 4 and 2 _ and change the leaf ¢;
to the leaf ¢ in the following proof. Also, to simplify notation, we suppose n = 0.

1. For any word w in 71 and T5, observe that either the geodesic w;41 and the leaf
¢; are separated by the geodesic J;11, or w¥y;41 = ¥;+1. Moreover, by definition of R,
wIJ%(i’iH) C (w¥i41) g so that the trajectory wI]Z:;(iciH) does not meet the connected

component of H2 \ (354+1) g which contains ¢;.
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Let w be a word on T} and T5 which contains T;41. Observe that the endpoints of w7;
lie between Tjy17;,— and v; +. So the set (w¥;)r does not meet the connected component

of H2 \ (Ti+17i,—,Vi+)r containing v; — and ¢;. Hence wIZ (xz) does not meet the leaf

i

2. Let w be a word on T} U and Tz_ which starts with 77, +11 By definition of A;,

the set (w¥;+1)r is included in A;, and hence does not meet the leaf ¢;. Therefore, the
trajectory wZ]Z:;(i“Z-H) does not meet the leaf ¢;.

Finally, let w’ € <T_1 Ty )4 Observe that both ends of w'%; lie in [y; —, Vi +]om2, S0
that both ends of T _Hw ’3; lie in the connected component of H2 \ ( ;11:%) r that does

not contain the point v; — and the leaf ¢;. The trajectory T +1w’IZ (Z;) is hence disjoint
from the leaf ¢;. O

b. Transverse intersections

Let P; be the maximal integer j € Z such that the trajectory I%;_(:Z"Z-) meets f7(i;) strictly
before it meets the leaf ¢; and the trajectory (—oo, f7(&;)); is disjoint from the set A;
(defined in (10.2) page 74).

Changing the point Z; to f7#(Z;) if necessary, we can suppose that P, = P, = 0.

Lemma 10.16. There exist integers mi > 0 and mo > 0, which can be taken arbitrarily
large, and integers r1 > mip1, ro > Mmeopsa, such that

1. For any i € 7Z/2, the leaf T;"¢} meets the trajectory I%(ici), the trajectory
(i, T ¢L]; is admissible of order mig; and, for any 0 < j < m;p;, the trajectory
(63, T, ¢%]; meets the trajectory TijIJZE(:EZ-H).

2. For any i € 72 the trajectory (—oo, ¢;]; lies in the connected component of H2 \ A;
which contains y; — and the trajectory [T ¢}, +00); lies in the connected component
of H2 \ T;"""* B; which contains ~; .

3. For any i € Z])2 and any 0 < j < m;p;, the transverse paths [QSZ,T”(;S’] and
[@H, i G Jiv1 have an F-transverse intersection at some point G;-

In the same way we proved Corollary 10.15 from Lemma 10.11, it is possible to prove
the following corollary by using the second point of Lemma 10.16. Note that points 1.
and 2. of this corollary are direct consequences of Lemma 10.11. As the proof of points
3. and 4. are identical to the proof of Corollary 10.15, we leave it to the reader.

Corollary 10.17. 1. For any word w in T1 and T, the trajectory wI%(a?iH) does
not meet (—oo, ¢;|; and, for any word w in Ty and T which contains T;y1, the
tragectory wI]Zj_(il-) does not meet (—00, ¢;;.

2. For any word w in Tfl and T{ which starts with Tz—f—l’ the trajectory wI;ZE(i"H_l)
does not meet (—oo, ¢;|; and, for any word w in T1 and T{l which starts with

Tl-jrll, the trajectory wIJ%(:Ei) does not meet (—o0, ¢;;.

3. For any word w in Tfl and T{l, the trajectory TmipiwIZ (ii‘z+1) does not meet

[T/ ¢l, +00); and, for any word w in Ty L and TQ_ which contams T. 5, the tra-

2+1’
jectory ﬂmipiwI%(fi) does not meet [T} ¢, +00);.
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4. For any word w in Ty and Ty which starts with T;11, the trajectory Emipin]ZE(afi+1)
does not meet [T} ¢}, +00); and, for any word w in T and Ts which starts with

T; 11, the trajectory ﬂmipiwI]Z?(ii) does not meet [T} ¢}, 4+00);.

Proof of Lemma 10.16. We will find integers m; and mg such that the first two items of
the lemma are satisfied. We will then see that the third item is automatically satisfied.

We fix ¢ = 1,2. Observe that the first part of the second point holds by definition of
¢; and Lemma 10.11. We parametrize the geodesic #; by arclength and identify points
on 7; with their parameters. Recall that 75, denotes the orthogonal projection on the
geodesic ;. Let A = max 75, (B;) (it exists by Lemma 10.14). Let k; be an integer such
that the trajectory [Z;, fhi (Zi)]; meets the leaves ¢; and ¢} but not at its endpoints.
Finally, fix v, v} € (%6(%),1)@-) with v < vl.

By Lemma 10.3, for any n sufficiently large,
s, (F7(&1)) > m5,(2:) + nol.
Moreover, for any n sufficiently large,
75, (Z;) + nvf > XA+ M; + nv

where M; is given by Lemma 10.4. Take N € N such that the two above properties hold

for any n > N. By Lemma 10.5, there exists n; > N, which can be taken arbitrarily
large, such that the segment [ (Z;), f+%i(&;)]; meets T/ ¢} for some r; > % Let
m; be the smallest integer such that n; + k; < m;q;. If n; is chosen sufficiently large,

then r; > m;p; and, for any n > n;,
T3, (F(E0)) > A+ M + mipil (7).

Indeed, when n; is sufficiently large,

n; + k;
nvi > { : J pil(vi) = mipil(7;).

7

This implies that the half-trajectory [ f7i (&), +00); is disjoint from 7" B;, and
that the segment [Z;, ™% (Z;)]; meets the leaf T;"¢;. This proves the second point
as [T ¢}, +00); C [f™(Z:),+00);. Moreover, recall that P; = 0 so that the segment
[T, f™19(Z;)]; also meets the leaf ¢;. Hence, by Proposition 9.9, the segment [¢;, T} " ¢];
is admissible of order m;g;.

Let us prove the first point now. We already saw that 7" ¢} meets Z]Zi_(i"i) and that
the segment [¢;, T} ¢;]; is admissible of order m;g;, so it remains to prove that for any
0 < j < m;p;, the trajectory [¢;, T} ¢;]; meets the trajectory ﬂJI%(ii+1). Recall that,
by deﬁ‘nition of R, for any j with 0 < j < m;p;, TZ-jI]ZE(iZ-Ji) - (Tij%H)Rde that the
set (T79i1+1) r meets neither the connected component of H? \ (J;11)r D H? \ A; which
contains 7; —, ¢; and (—o0, ¢;];, by definition of ¢;, nor the connected component of
|2\ (T 3;11)r D H2\ T, B, which contains ; 1, T ¢; and [T} ¢}, +00);. As, for
any 0 < j < myp;, the trajectory TZ?I]Z:_(@H) is disjoint from (—o0, ¢;]; and [T ¢}, +00);
and meets I%_(i‘i), we deduce that it meets [¢;, T} ¢!];. The first point is hence satisfied.

Let us prove now the third point. Let 0 < j < m;p;. By Lemma 10.11, the set
(T74i+1) r does not meet the leaf ¢;. Recall that TZ»]IJZ%(@H) is contained in (77 %;41) g, by
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definition of R. Hence, the leaf ¢; does not meet the trajectory EJI]ZE(@H). In the same
way, the trajectory Tij I]ZE(:E,;H) does not meet the leaf 7,7 (¢}) either, as j < m;p; < ;.

Similarly, by Lemma 10.11, the trajectory I;ZE(@-) does not meet the leaves Tij (Pit+1)
and T} (¢}, ), as I]ZE(:EZ-) C (vi)r- Finally, by Corollary 10.17 (points 1. and 3.), which

7
is deduced from the already proved second point of the lemma,

((—00; bili U [T ¢}, +00)z') n T’ ((—OO, Giralit1 U T D +00)z‘+1) =0
and we indeed have an F-transverse intersection by Lemma 10.7.3. O

c. Admissible trajectories

Let us fix integers mq, mo, r1 > mip1 and ro > meopo such that Lemma 10.16 is satisfied.
We let

o= [p1, T 91 and B = [p2, T3> dh)o.

Let I = (in, jn)n>1 be a sequence of couples of integers. For any n > 1, we let

In1  — i1 J1 in—1min—1rin
Thi o= TPTY T T
In2 _— 11 )1 in I
The = TOT) . THTi"

and by convention
Tl =702 =1d,.

Lemma 10.18. Let I = (in,jn)n>0 be any sequence with 1 < i, < mypy and 1 < j,, <
mapo for any n. Then for any n > 1, there exists an F-transverse path o, with the
following properties.

1. The path ay, is admissible of order n(myqr + mage).
2. The path o, joins the leaf ¢1 to the leaf TT1T52 .

3. The path oy, is contained in

U Tik-124 | Tfk,llB_
k<n

4. The path oy, has an F-transverse intersection with the path T'n2qy,.

For any n € Z, the geodesics v and 7772 meet so that I%;_(:El) and T{LIJ%(@) are
geometrically transverse. By Lemma 10.7.2., there exists ¢, an essential intersection
point between those two trajectories.

Proof. We prove the statement by induction on n > 1. A
First, for n =1, as 17 < myp1, Lemma 10.16 ensures that the paths o and T7' 3 have
an F-transverse intersection. Hence, by Proposition 9.6, the transverse path

ar = [¢1, i1 T T iy, T2 bl

satisfies the first three required properties.
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T1'=2()41

Tll ZIZ(

N?
v

T} T%(%s)

Figure 32: The case n =1 for the proof of Lemma 10.18.

Let us check that the fourth property is also satisfied. Notice that the transverse
trajectory '
ay = (=00, ¢1]1an T7 157 ¢, +00)2

and its translate under 7712 = =T “le are geometrically transverse, as the geodesics
(71—, T{' 9.+ ) and its translate under TI1 2 which is (T“Tglfy _, Tl“Tth“’yg +), meet:
observe that the point T2]171 _ lies in (y2,4,71,—)sm2 and that the point leTll’}/g 4 lies

in (71,-, 72,4 ) om2-
By Corollary 10.15 (the numbers correspond to the cases of the corollary),

p1NTh2a) = (1)
T Ty N The2a) 0

TII’2¢1QO/1 =0 (2.)
TheTPT ¢ Nal = 0

To prove the second relation, observe that the leaf 752~ J '@, is disjoint from the trajec-

tories I]Z__(l‘l) (by 3.) and T“I]Z__(xg) (by 4.) as r3 — j1 > 12 — map2 > 0.
Moreover,

(=00, é1)1 UTIT326h, +00)2 ) N TN (=00, du)s UT]T32h, +00)s ) = 0,

because by Corollary 10.17 (the numbers correspond to the cases of the corollary),

(=00, 1)1 N T2 (=00, i1 =0 (1.)

(=00, p1]y NTH2T T2, +00)s =0 (1.)
TPHTS? ¢y, +00)s N T2 (—00,dn]1 =0 (3.)

T Ty2 ¢y, +00)e N TH2TH [Th2 ¢, +00)e = B (3.)

so that the paths oy and T712¢y intersect F-transversally by Lemma 10.7.
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Suppose the lemma holds for some integer n > 1 and let us prove it for n 4+ 1. The
initialization of the induction proves that there exists a transverse path oy, ,, which is
admissible of order miq; + maqo which is contained in o U Tf”“ﬁ and which joins the
leaf ) to the leaf T\ TI2),.

Let us prove first that the paths T/n2ay ;, 41 and ay, have an F-transverse intersection.
Let

ay, = (=00, ¢1]1an T [T3? ¢, +00)2

and
O/l,inJrl = (—OO, ¢1]1a1T17m+1 [T£‘2¢/27 +OO)2

Observe that the point TI"*Q’yL, lies between the points 1 — and Tln’l'y27+ on OH? and
that the point T7n2T" " 49 | lies between the points T/l . and v - on OH2. Hence

the trajectories o, and TI’%QOz’LZ»n+1 are geometrically transverse. Corollary 10.15 and

the third property satisfied by !, ensure that the leaves T/2¢; and TI”JTIZ."“T;%’Q
are disjoint from «,. It also ensures that the leaves ¢; and TI"JTQT 2¢l, are disjoint from
the transverse path T["v2o/17in+1. Moreover, by Corollary 10.17 and the third property
from the induction hypothesis,

(=00, 1]s UTT{T32h, +00)o) N T2 =10
Tl (o0, 61 UT{™ (T3 6h, +00)2 ) N, = 0

Hence the paths TI”’QOQ,Z-” 41 and ay, intersect F-transversally by Lemma 10.7. Finally,
Proposition 9.6 gives a path «a,,+1 which satisfies the three first conditions. By a proof
which is similar to the initialization step, we prove that the paths a, 1 and TTr+1.2q,, 4
intersect f—transversally. This completes the induction. O

Corollary 10.19. Let I = (in, jn)n>0 be any sequence with 1 < i,, < myp; and 1 <
In < mapy for any n. Then, for any integer n > 1 and any integer j with 0 < j < mapa,
there ewists points T 1 and :'i”nJ such that

fN(m1q1+m2q2)(i,nJ) _ TQjTIn’lﬂ?n,I and fn(m1q1+m2q2)(i,;7]) — Tln25!

n,l*

Proof. The existence of the points :E;L ; is a consequence of Lemma 10.18 and of Theo-
rem 9.30. Exchanging the roles of 77 and T% in Lemma 10.18, we obtain the existence
of the points Z,, ;. O

End of the proof of Theorem 10.1 in the first case. Take any word w in letters 17 and
T5 which contains at least one T3 lett~er and one 715 letter. Of course, we identify such a
word with a deck transformation of S. Write

_ i1t iK I K
w="T"Ty" ... T\"Tj

with
K>0
bnyin >0if2<n< K —1
j1>0andiK>0
z‘120andeZO.

Take integers m; and mg large enough so that max(i; + ix, maxj<p<g in) < MipP1
and max(maxi<n<k Jjn,j1 + jx) < mapa.
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If 17 > 0 and jx > 0 or 43 =0 and jx = 0, Corollary 10.19 gives directly the wanted
result. If i; = 0 apply Corollary 10.19 to the word T{2T3> ... TiX TJX 7' to get a periodic
point Z associated to this deck transformation. The point T3' (Z) gives us then the wanted

periodic orbit. If jx = 0 apply Corollary 10.19 to the word Tl“J”""TQj1 .. .TfongK‘l to
get a periodic point & associated to this deck transformation. The point 7] " (Z) gives
us then the wanted periodic orbit. ]

10.4 Case 2

In this subsection, we prove Theorem 10.1 in the case where one of the trajectories IJ%(@)
satisfies condition

(Cy) for any deck transformation 7 € m1(5) \ (T3), any leaf which meets I%(i:i) does not
meet TIJ%(@).

Changing the roles of x1 and x5 if necessary, we can suppose that I%(i’l) satisfies con-
dition (Cy).

As in the previous case, we start by choosing carefully the respective lifts Z; and Zo
of the points #1 and 22 to S. In the course of the proof, we will skip details when the
arguments are similar to some arguments which were given in the first case.

The proof in this second case is a bit more complex than in the first one. The first
step, made in Paragraph a., is a bit less technical than in the first case. However, we will
see appearing configurations in which there are no F-transverse intersections between
our initial trajectories. This will force us to consider other transverse trajectories, and
will complicate the rest of the proof. the last part of the proof, made in Paragraph c.,
requires a very careful study of the possible intersections between leaves and trajectories.

a. Choice of the points z; and Z»

See Figure 33 for these notations. For any n € Z, the geodesics T5'y; and 72 meet so
that TSI]Z:_(:El) and I]Z:_(fg) are also geometrically transverse. Let ¢, be the essential
intersection point between TQ”I]Z}(@) and I]Zi_(:?:g) that is minimal for <o (it exists by
Lemma 10.7.2.). As I]Zt_(:h) satisfies condition (C3), the lifts TQ”I]Z}(@) are pairwise
disjoint so that the sequence (/,)nez is increasing for the order relation <j.

For any n € Z, the geodesics 41 and 1792 meet so that I%.(i“l) and T{‘I]Z:_(:EQ) are
geometrically transverse. Denote by %, an essential intersection point between those two
trajectories. We also take gp = 9.

In the whole proof, we orient OH? in such a way that the point 2 _ lies on the
positively oriented segment of H? which joins Y1,— tO Y1 4.

The following lemma is the analogue in this case of Lemma 10.11. We need the
following notation:

A= |J msruUTiGru |J T 'w(e)r C HZ
ec{-1,0,1} i#0 i>1
we(Ty Ty )+

(Bi)iez = ég U (=00, 3]z U T3(—00, Ty g1,

(Bicz = | T8y U[d, +00)2).
n>0
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Figure 33: Notation of the beginning of
Case 2. Figure 34: Proof of Claim 10.21.

Lemma 10.20. There exists an integer k{, such that the set B_y; is included in the con-

nected component of@\A containing vy2,—, and the set B,;, 1s included in the connected
0

component of@ \ A containing v2 +

In the sequel, we will denote

d=0y, ad  dh=gy.

0
Proof. We need to prove the following claim, which is similar to Lemma 10.14.

Claim 10.21. The set A meets neither y2 — nor ya 4.

Proof. First, observe that

U TsG0rU | Ti(Ge)rnoH?
e€{-1,0,1} i#£0

= U BTy} u{Tiv,i#0yU{Tiv i #0}
ee{—-1,0,1}

so that the set

U T60ruJTiGe)k
e€{-1,0,1} i#0
meets neither o _ nor o .
By Lemma 6.3, the set

U U TiTy 'w(3s)r

) —1 —1
izl we(T) Ty )+

meets neither o _ nor 2 1 ((T1,T5) is a free group). So it suffices to prove that this set
does not accumulate on y2 _ or ¥ 4 either. As the deck transformation 75 preserves 7o,
observe that

U U 7' w@)e = U 7w (G2)r v TGk

21 we(T Ty ) 21 we(T Ty i21
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We already saw that the set

meets neither o _ nor o .

Condition (Cy) forces the geodesics Tz_lfyl and ThT5 13, to be disjoint so that
Ty Ty 1~ belongs to (Ty ' y1. 4,714 )am2 C (Y2, V1.4 )om2- By this property, if we take
0 € (v1—, Ty 71— )om2 sufficiently close to Ty 'v1 —, then we have T10 € (y2—, 71+ ) o2
(see Figure 34).

Observe that the attractor of the restriction of the action of the semigroup generated
by T, ! and Tyt to [T, 'y2.4,71 4+ ]ome is contained in [y, 71+ ]gm2. Hence there exists
an integer N > 0 such that, for any word w in Tl_1 and T2_1 whose length is greater than
or equal to IV, both points le_1727+ and le_lfyg,_ belong to (126,71 +)gm2. Hence

U U 7T w7 (G2)r 0 OH? C [Th6, v 4oz C (Y2,-5 1.+ Jome-

izl we(Ty T )
L(w)>N

It remains to treat the case where the length of w is smaller than N. By Lemma 6.3,
for any word w in Tl_1 and T{l, neither Tz_lel_lfyg,_ nor T2_1wT1_172’+ meet 7y .
Hence there exists an integer /I > 1 such that, for any ¢« > I and any word w in 7| !
and T, ' whose length is smaller than N, the intersection (T{Ty 'wT; '42) g with OH? is
included in (T5 *y1 4, Toyi 1) gm-

Finally, the set of words TfTQ_ 1wT1_ 1 with ¢ < I and the length of w smaller than N
is finite, so by Lemma 6.3 we have

U (T{Ty T ' 92)r O {y2,— Y24} = 0.
i<l

length(w)<N
This finishes the proof of the claim. O

Let ¢ € Z. As the trajectory I]Z:_(i*l) satisfies condition (C2), the leaf ¢y and the half
trajectory Ti(—oo, Ty '§]1 are disjoint from the trajectories Té_lljzf(il) and T§+II%(3E1)
and lie between them. Moreover, the sequence (TQ"IJZ%(:TQD of compact subsets of

n

H2 converges to 72,+ when n — +oo and to v when n — —oo for the Hausdorff

topology. Therefore, the sequence (B;);cz = Py U (—o0, §l]2 U Ti(—o0, T{iﬂﬂl of subsets
of H2 converges to v2,— when i — —oo for the Hausdorff topology and the sequence
(Biiez = U0 13 (¢ U [7;, +00)2) of subsets of H2 converges to 7.4 when i — +00
for the Hausdorff topology. Hence, for ¢ > 0 sufficiently large, both sets B_; and B
avoid the set A, which proves the lemma. ]

The following is similar to Corollary 10.15.

Corollary 10.22. Let n > 1. Recall that ¢ = ¢y y and ¢ = ¢g;/ :
(] 0

1. For any word w in Ty and Ty, the trajectory wzé(:ig) does not meet T| "¢ nor

_ —k! k!
T1 nTz O(_OOaTQOyl_ké]l-
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2. For any word w in Tfl and T{l which starts with T{l, the trajectory /UJI‘Z}:(SEQ)

does not meet Ty " pa nor Tf"Tz_kO(—oo,TQkoyj’_k,]l.
0

3. For any word w in Th and Ty which starts with T1, the trajectory ijZ%(a?g) does not
meet Ty ¢ nor Ty~ [g,, , +00)2.
0

4. For any word w in Ty and Ty ' which starts with T, ', the trajectory wIJ%(ig)
does not meet Ty ¢y nor TQ"_I[?];%, +00)3..

Proof. 1. Let w be any word on 77 and 15, and n > 1. By Lemma 10.20, the
leaf T} "¢ and the half-trajectory TfnTQ_kO(—oo,Tfoyj’_ké]l lie in (’72)9%. So,

as the a-limit of Tf”TQ_kO(—oo,TQkOg'_%]l is Tf”TQ_kO’yL_, and as the segment

[717_,T1_"T27k0fyl,_}@Hz meets neither o — nor v, 4, the leaf T} "¢> and the half-
trajectory Tl_”TQ_kO(—oo7 Tgkog’_%h lie in the connected component of H2 \ (32)r
which contains v;,—. On the other hand, the geodesic w?¥s either lies in the

connected component of H?2 \ 72 which contains ;4 or wy = J2. Hence
wI%_(ig) C (wA2)r does not meet the connected component of H? \ (72)r which

contains the leaf T| "¢2 and the half-trajectory Tf”T;kO(foo, T;OQLké]l.

2. Lemma 10.20 implies that, for any word w in T} 1 and T2_1 which starts
with T4 1. the neighbourhood w(32)p is disjoint from T; "¢2 and from

Tf”T;ké(—oo,TQké’gjik,]l. The second point follows as ijZE(i"g) C (wy2)R.
0

3. Let w be any word on Tj and T3 which starts with 77. By Lemma 10.20, the sets
Ty~ ' ¢y and Ty~ '[g,, , +00)2 lie in the connected component of H2\ (T172) g which

0
contains T2n*1727+ = 72,+. On the other hand, the geodesic w7y, either lies in the

connected component of @\Tlﬁfg which does not contain v,y or wys = T17%2. As
wI]ZE(QEQ) C (wA2) R, this proves this third point.

4. This last point is proved identically to the third one by changing 77 to T} L and
T to Ty 1
O

Changing the point Z2 to some other point of its orbit if necessary, we further suppose
that the trajectory (—oo, Z2]s is disjoint from ¢, from (7371)g for any j > —2 and from
(T1A2) R for any i # 0. The following is similar to Lemma 10.16.

Lemma 10.23. There exists an integer mg > 0, which can be taken arbitrarily large,
and ro > mapa such that the two following properties are satisfied.

1. The segment of trajectory [Tq, ™29 (Z2)]y meets the leaves ¢y and T52 ¢h.

2. The half-trajectories (—oo, Zalo and [f292 (Z2),+00)2 are disjoint from (T351)r,
for any @ with —2 < i < maps + 2 and from (T{72)r for any j # 0.

Observe that this lemma implies that all the points U, with =2 < n < maops + 2,
belong to the segment [Zg, f2%92(Z2)]a.
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Proof. The proof is similar to the proof of Lemma 10.16. O

Lemma 10.24. There exists an integer ko > 0 with the following property: for any
integer k with |k| > ko and any j € Z with j # 0, the sets TF(32)r and TFTY(31)r are
disjoint from (¥2)r, and Tng_kilg C L(%1).

By Lemma 10.3, the transverse trajectories T% (.i'z) stay at distance at most R > 0

from 4 %, so the conclusions of the lemma stay true When replacing (%;)g by T} 7L (mz) for
some i’ € Z.

Proof. Note that if k is large enough, then the set 157} k:yg C L(41) is contained in an
arbitrary neighbourhood of Ty + C L(%1). Similarly, —k is large enough, then the set
ToTy 59 € L(31) is contained in an arbitrary neighbourhood of Thyy,— C L(%1).
Now, let
A= U T] R U ’}/2)
J#0

As the sequences of points (T2'yl +)jez and (T: 271 _)jez both converge to 2 when
j — +o0 and to y2,— when j — —o0, we have AN OH? = {Tgfyli | j #0} U{ye+}. In
particular, the set A meets neither v + nor 7. Hence the sequence of compact sets
(T 1’“.,4) ez, converges for the Hausdorff topology to the point 7 — when k& — —oo and to
71,4+ when & — 400: we can find an integer ko so that the first properties of the lemma
are satisfied. The proof of the last property follows the same strategy, using the remark
made at the beginning of the proof. O

From now on, we fix integers mo > 0 and kg > 0 such that Lemma 10.23 and 10.24
are satisfied.

We denote by F, f I1, T2 respective lifts to domF of F, f 1, To in such a way
that 7% (xl) and 7% ($2) meet at some lift gy of §o and ¢o and TWqﬁ’ meet 7% (xg) We
choose the lift f of f which is isotopic to the identity.

For any i € Z, i # 0, we denote by TZ the lift of T} such that TlIZ (xg) meets 7% (xl)

at a lift g; of g; and by TZ a lift of T2 such that Z% (l‘g) meets T"‘IZ (:61) at some lift g, of

yl Note that it is possible that Tl #* T1 . We fix respective lifts ¢2 and T”d) of ¢9 and

T52 ¢ such that the leaf ¢o meets IJ%(:CQ) at the point ¢ ,, and the leaf T”gi)’ meets
0

I%(2).

To be completely rigorous and so that these objects are uniquely defined, we need to
consider parameters on the trajectories instead of actual points, as in the definition of
essential intersection points. However, we chose to drop the mention of those parameters
to simplify notation.

Let (see Figure 35)

B = fm2q2 (L (ﬁﬁ%)) UR (ﬁ@Q) (10.3)

—

= 17 (e (L) URT )
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T1m1p1+ OTf o B

/

fm 191 —m=24q2 (-/ial )

Figure 36: Proof of Lemma 10.26: the set

Figure 35: The/\se_t/B. The ambient B, its translate by T1m1p1+ko and its image by
space here is dom F ~ H?. fm1q1—m2q2'

Observe that the set B contains the trajectory Tl_kOI?_(ﬁvg) and hence meets Ijzf(.fcl). In
——1

the same way, for any i € Z, the set TliTl_k0 B contains the trajectory TfIJ%(ﬁ:g) and
hence meets I%(ﬁ:l).

Let
C = fmaa <L <T;’“0¢32>) \ L (T;’“Oi)g) C B.

As the trajectory I]Z:_(icl) satisfies condition (C5), the leaves ¢o and T52¢, and their
translates under iterates of 77 do not touch I;ZE(:Z'l). Hence, for any i € Z,

— —

—~ -1, — -1
TiT ko BNTL(4,) = TIT ™ CNnT%(2q).
1-1 F 11 F

Let C be the projection of € on S and recall that 75, denotes the orthogonal projection
on 41. As before, we parametrize 4; by arclength and identify points of 47 with their
corresponding parameters.

Changing ¥; to some of its iterates under f , we can suppose that

max {n €7 | f"(i1) < minms (é)} ~0. (10.4)

Indeed, by Lemma 10.20, min 7y, (C) € 71 (it is bigger than v _).
Lemma 10.25. There exists an integer my > 0, which can be taken arbitrarily large,
such that, for any i with —ko < i < myp1 + ko,

o —— 1 1 X

TTTR  BOTE(#) = T{T™ B (&, f™5 ™% (3)1.
In particular, the segment [&1, f™9~™292 (1)) contains the points §;, for any i with
—ko <i < ko+mp:.

——1

The last sentence of the lemma comes from the fact that the set Tle_ ko B contains
the trajectory szé(fg).
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i
I%(a1)
1:;123;(571)
Figure 37: Lellouch’s example | | on the genus-2 surface (left) and on the universal

cover dom(F): the trajectories I]Z:_(a?l) and I]Z:_(a?g) have no F-transverse intersection, as
I%(a?l) is equivalent to a subpath of I_%_(:fﬁg).

Proof. Fix v} with % < v} < vy. By Lemma 10.3, for any n sufficiently large,

sy (" (%1)) > nog + 75, (1)
Moreover, for any n sufficiently large,

ol + 3, (81) > masx(ms, (C)) + (o maga) Hem) + ko (1) + My,
where M is an upper bound on the diameters of the paths Zz(Z) for Z € Ki, and K7 is
given by Lemma 10.4.
Take an integer m; sufficiently large so that the two above properties hold for any
n > miqp —magz: note that ms does not depend on my (mse being fixed, one can choose
mq arbitrarily large). Then, for any n > mj1q; — mege and any —ko < i < myp; + ko,

75, (f7(#1)) > max s, (T7HC) + M,

so that the half-trajectory [f™19 ™2 (), 400); does not meet T™°C. Hence the

~——1

half trajectory [f™19 2% (i), 400); does not meet TVT7*  B. Moreover, the choice

—~—1

(10.4) of the point Z; ensures that (—oo, Z1]; does not meet Tle_kO B. O

From now on, we fix an integer m; > 0 such that Lemma 10.25 is satisfied, and that
miq1 — 2maqz > 0.

b. Transverse intersections

As we said earlier, I]Zi_(i“l) has not necessarily an F-transverse intersection with I]Z;(JEQ)
(see Figure 37). To overcome this problem, we will find a path & which has an F-
transverse intersection with I_%_(:fg) and which contains a large segment of I;ZE(i"l). We
borrow this idea and the idea of the proof of the following lemma from Lellouch’s PhD
thesis | |.

87



Lemma 10.26. The transverse path (see Figure 38)

- —k ko ~ _ _ T ko prr—map1—ko ~
& = Tl 0[¢2a T10y—ko]2 [y—km ym1p1+ko]1 Tlmlpl O[Tl e Oym1pl-‘r1€07TZT2 ¢,2]2

is admissible of order miq, and has an F-transverse intersection with the transverse path
Ti[p2, Ty2dhla at the point §;, for any 0 < i < myps.

—1
Proof. Observe that, by Lemma 10.25, both sets B and T{n1p1+k°Tfk0 B separate the

— 1
points #; and f™a-m202(2,). Hence friai—m2az(B) n TMPrHhop—ko (B) £ § (sec
Figure 36). By the definition

B = jme (L (Tf’%)) UR (Tf“@)

of B , this amounts to say that one of the intersections

T;kofm1q1—m2q2 (@) N T1m1p1+k0L(¢2)

Tl—kofmuh <L(d;2)> N T1m1p1+k0R(T/2-7”2E/2)

Tfkofmlql_szqz (R(@)) N T{n1p1+k0L(qf;2)

—

Tl—kof'mlf]l*mﬂh <_R(’Ig%) N T@kom

is nonempty.
By Lemma 10.20, the leaf ¢ is disjoint from the images of I;ZE(QNCQ) by T} for any

i # 0, hence none of the sets L(¢y) and L(ﬁq@) is included in the other one. As the

foliation is made of Brouwer lines, the same holds for L(¢2) and L( f](TfQASQ)) for any
j € Z. A similar property holds for the leaf ngb’Q, which implies that the first and the last
intersections are empty.

For the third intersection, remark that as miq; — 2mags > 0, we have

proa=me (RETEGL)) © R ).

Moreover, by Lemma 10.20, the leaves ¢ and ¢} are disjoint from the images of Ié(a?g)
by T for any i # 0, so

TR R(T3205) N T 0 L(G2) = 0.

This implies that the third intersection is empty.
Hence the second intersection is nonempty, so

. — e
fmll]l (Tl ko¢2) N T1m1pl+ OT§2¢/2 7& 0.
This means that the transverse path & is admissible of order mqq;.

Now, let 0 <@ <mip1 and let us prove that & has an F-transverse intersection with
T} where B = [¢2, T5%¢h]2. To do that, we want to use Lemma 10.7.
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ol Z (5
ILHHMI];-UQ)

Ty TS (72)

Figure 38: The path & of Lemma 10.26 (grgen) Figure 39: Building the path &; (dot-
has an F-transverse intersection with T{3 = ted) of the base case of Lemma 10.27
Ti[p2, Ty bl (red) for any 0 < i < mip;. from & (green) and 7' (red).

Let (recall that k| comes from Lemma 10.20 and defines the leaf ¢9)
a' = TfkoT;kO(—OO, Tgongé]ldTrlpﬁkng‘Q [¢5, +00)2

and 3 .
B' = (=00, ¢a]aBT52 [¢h, +00)s = T2 (Z2).

The transverse path & joins Tl_kOTQ_%'yl’_ € (M2, )omz to TP TRy, e
(114, TP vy Vome.  The transverse path Ti3" joins Tiva_— € (Y2714 )om2 to
Tivay € (TP yg 1, v1,_ )gme so that @ and T}’ are geometrically transverse.

To prove that & and T} B are F-transverse, it suffices to use Lemma 10.7 and to prove
the following statements.

a) The leaves T, Mgy and P 1+k°T£2¢’2 as well as the half-trajectories

THTy " (=00, T3, 11 and TP HOT]2 ), 400); are disjoint from T{5'

b) The leaves Tigy and TiTy2¢h as well as the half trajectories T} (—o0, 2]z and
TiTy?[¢h, +00)o are disjoint from &'

The first point a) is a consequence of Corollary 10.22 (points 1 and 4). Let us prove the
second point b).

We first prove that the trajectory TfT{lzJZ:_(fvl) separates Tigo and T} (—o0, ¢2)o
from &. By Condition (C3) and as the leaf Tigy crosses Tsz_k‘l)IJ%(a?l), the leaf
Ti¢py does not meet TfT{lI%_(jfl). By Lemma 10.20, T¢(—o00, ¢2]2 is also disjoint from
TfT{ll%;_(:El). Hence the sets Tipo and T (—o00, ¢a]2 belong to the connected component
of H2 \ TfT{lszi(il) which contains the point T2 . However, by Lemma 10.24, the
trajectory TfT{lijf(i'l) is disjoint from Tl_kOI]Z:_(aEQ) and from Tfnlp1+k°I]Z:_(§:2), and,
by Condition (C5), it is disjoint from T; *T, ’“62]%(921) and from Z%(Z1) so that the
trajectory TfTQAI;ZE_(aEl) separates Ti¢o and T}(—o0, ¢2]o from &'

‘ In the same way, we prove that the trajectory TfTQ’"QI]Zi_(:El) separates TiT52¢h and
TT52 (¢, +00)2 from &'. O
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c. Admissible trajectories

From this point on, using the admissible path &, the proof is similar to what we saw in
the first case, though not identical. Recall that

/8 = [¢27 ng(ﬁé]Q

For any sequence I = (in,jn)n>0 of couples of integers with 1 < 4, < myp; and
1 < jn < maps for any n > 0, and, for any k > 0, we let

I 1 _ pitpdiniz g2 ik—1nik—1 ik
T =TV TP s T T, T

and
Ino _ itrjipiz g2 L Ik
T =TT TVPT . TR TS

with the convention that
Thoa = 7oz — [dy, .

Lemma 10.27. Let I = (ip, jn)n>0 be any sequence with 1 < i, < myp; and 1 < j, <
maps for any n. Then, for any n > 1, there exists an F-transverse path &y, such that:

1. The path &y, is admissible of order n(myq1 + magqe).
2. The path &y, joins the leaf T ¢y to the leaf T'm1T52 ).

3. The path &, is contained in ngn (le—lﬂd U TI’CJB).

4. The path &, has an F-transverse intersection with the path T™2d,,.

Proof. We will prove the lemma by induction on n.

Base case: Let (see Figure 39)
a1 = Ty (G2, TYF-ko)2 [F—ko» T ]t T{ T iy T * Ph)o
We want to prove that:
1. The path & is admissible of order miqg1 + mago.
2. The path & joins the leaf Tfkoqbg to the leaf T T52 ).
3. The path &; is contained in & U Tlilﬁ.
4. The path &; has an F-transverse intersection with the path TflTledl.

By Lemma 10.26, the transverse path &, which is admissible of order miqi, has
an F-transverse intersection with Tflﬁ, which is admissible of order msygs. Hence, by
Proposition 9.6, the transverse path &7 satisfies the first three properties of the lemma.
Let us check that the fourth property is also satisfied.

Consider the transverse path (see Figure 40)*

- — koKl kb - JU
&y =1, kOTz 0(—007T203/Lk6]10‘1T1“T21"2 [, +00)2.

4 Note that the right extension is made by T52[¢3, +00)2 and not [T52¢3, +00)2. Of course, the last
point on & might not be the first point on 77 T5?[¢3, +-00)2 but those two points belong to the same
leaf T71Ty2 ¢5: it is possible to find a transverse path which meets the same leaves as this concatenation
of paths.
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. Kl -
axis = 15°¥;

ko ko p—1
Ty

. k! ko ~
i ko 5
T3 axis = 15T} "7

Figure 41: Position of geodesics for

Figure 40: The paths &; and T72G; (thick  Claim 10.28.
lines) are prolonged to the paths &} and T71.2&)

by the dotted paths. The paths &; and T2,

have an F-transverse intersection.

This biinfinite path joins the point T, T, "0+, _ of OH? to the point T/~ . of JH2.
1 42 ; 1 724+
We first prove that the transverse paths &} and Th’?@’l are geometrically transverse.
Remark that the transverse path T72&) = T{'TJ'&) joins the point the point
TfnglekoTQ_ko’ylh_ of OH? to the point Tliszleli1727+ of OH?2. S
As the point T9' T}y + belongs to (y1,4,72,+)sm2, the point T{ 79 T} v 4 belongs

to (vi,4, T7'v2,4 )amz C (17 Ty 71—, T1 2,4 ) omiz-
Consider the conjugates

7] =TTl TRy M = TR TR and Ty = TROTROT, T R,

of resp. T1 and 15 by TQk‘/)leo. Observe that the the axis of 77 is the geodesic T2k‘l)7y1, and
that the axis of T3 is the geodesic Tzk Oleofyg (hence, it is disjoint from 49 and from 41, by
Lemma 10.24). Finally, observe that TfnglekoT;ko'yL_ = TkaT;kO (T (T5) 7y .

Claim 10.28. The endpoints of the geodesic TZk‘STfOTglfyl satisfy

L S — k{ ki
Ty TP Ty ' 1 — € (V1,4 T5 T2, )omz © (V1,45 V2,4 ) om

ko ko ma— ko ik
T,°1V°T, 1“Y1,+ € (T5°T°v2,—, 2,4 )om2 C (V1,45 72,4 ) om2-

Proof. Consider the geodesic TQk‘/)leO:yQ (see Figure 41). We have that T;‘/)leofyg,Jr €
(M,4,72,+)om2. Moreover, this geodesic TféTfoﬁg is disjoint from both 42 (by a trivial
geometric argument) and 47 (by Lemma 10.24). So its other endpoint T2k 6le %79, _ also
lies in (1,4, 72,+) omz2-

The geodesic TQk BT{COTQ_ 31 of the claim crosses the geodesic TQk 6T1k°7yg of the pre-
vious paragraph. Moreover, it is disjoint from both 47 (by condition (C7)) and 42 (by
Lemma 10.24). We get the claim by combining it with the orientation of the intersection
between TQkE’leO 5141 and T;‘,)le(’:m. O
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As a consequence, the geodesic T2k 6TII‘COT2_1’y1 crosses the geodesic axis T2k 6T1k07yg of
Ty, and so does its image TQk 6'?1 under T%. In other words, the geodesic axes of T] and
T} cross (as in Figure 41).

We also deduce from the claim that the geodesic 41 is strictly on the left of the
geodesic T, OT T, 13, As the image under T} of the latter geodesic is TZ%M, we

deduce that the geodesic Ty lies strictly on the left of the geodesic Tzk 931. Be-
cause of the relative position of the geodesic axes of T7 and T3, we deduce that

(7)1 (T5)71 4, also lies strictly on the left of the geodesic axis Tzké 41 of T{. Hence the point
TflTle Tl_kOTz_ko*yL_ = Tl_kOTz_k0 (1) (T4)*y1,— belongs to (y1 .+, 71,—)8H2~ How/ever,
as the point Tl_kOTQ_kO"yL_ belongs to (v2,4,72,— )gmz, then the point TfnglekoTz_kofyL_
belongs to (T}7v2,+, Ty v2,—)omz. Therefore,

. . _ —K . . _ —k!
TPTTT, o - € (T2, owe © (T4, T T, Oy o (10.5)

This finishes the proof that the transverse paths & and T71:2a/ are geometrically trans-
verse.

To prove that the paths &; and 772G, are F -transverse, it suffices to use Lemma 10.7
and to prove the following statements.

e Theleaves T} ko b and TP TS ¢y as well as the trajectories Tl_kO T;k (—o0, TkO @2,]
and T} T3?[¢h, +00)2 do not meet the transverse path T71.2&) .
e The leaves TI1 2Ty koqﬁg and T0 QT“TT2 ¢, as well as the trajectories

TheT kOT ( 00 T2 yk,h and TT 2T T52 ¢, 400)2 do not meet the transverse
path &].

As the leaf Tfkoaﬁg meets TkaTQ_%ZJZ%(:El), then, by Condition (C5), this leaf and
Tl—koT2—k6(_oo, TQk 6‘%6]1 do not meet any other translates of I;ZE(i'l). In particular, they
do not meet the pieces of T71:2&} which are contained in translates of Z]Zj;(fcl), namely
TIvaTl_kOTQ_%I]Z:_(:El) and TILZIJ%(JH). Moreover, the leaf Tl_k°¢2 and the piece of tra-
jectory Tl_kOT;k‘l)(—oo,T;E’gjié]l do not meet TILQTflI]Z:_(:Eg) (by 1. of Corollary 10.22)
nor T1172T1"1T§QZJZ}(952) (by 1. of Corollary 10.22). Finally, the leaf Tl_kogbg and the piece
of trajectory TkaT;ké(—oo,TQ%g];%]l do not meet T11»2Tfk°IJZ~C(i2): indeed, on the one
hand, by Lemma 10.20, these two sets are contained in'® R((’yl) R); on the other hand,
by Lemma 10.24, we have ToyT; "5y C L(51), which implies that

Th2T R TL () N R((1)R) = 0.

This proves that the leaf T} ¥ ¢y and the piece of trajectory Ty Tz_k0 (—o0, TQk 0 g],’f(,)]l are
disjoint from the transverse path TIL? al. '

Let us prove that the leaf T{'T5?¢5 and the half-trajectory Ty'T,?[¢5, +00)o are
disjoint from the transverse path T712&]. Observe that the leaf T}'T5%@, meets

5The first R stands for the right of the set while the second one denotes the R-neighbourhood.
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TlilT;ﬁk‘/)I%_(i‘l) so that, by Condition (C5), this leaf does not meet the pieces of
T'24) which are contained in translates of I]Z:_(fl), namely T1172Tfk0T;kéI?;(i1) and
TIL?I]Z:_(:El). Moreover, the half-trajectory TiTy? @}, +00)q is disjoint from the pieces of
Th2&) which are contained in translates of I%(i?l) because Tj' Ty 21%(571) separates this
half-trajectory from the pieces of T712&} which are contained in translates of Z]Zj;(fcl).
Also, the leaf T{'T52¢, and the half-trajectory Ti'Ty?[¢y, +00)q are disjoint from the
pieces of T712&} which are contained in translates of I]Z:_(a?g), namely TIL?Tl_kOI]Z:_(:EQ)
(by 4. of Corollary 10.22) and T11!2Tf1IjZ%(i'2) (by 3. of Corollary 10.22).

Using Condition (C3) and Corollary 10.22, we prove similarly that the leaves
TlvaTfkod)g and 12T Ty ¢, as well as the trajectories TIl’QTkaTQ_%(—oo,Tzk‘/)gj;%]l
and TH2 TP T2 [, +00)2 do not meet the transverse path &, .

This completes the case n = 1.

Induction: Now, suppose that we have constructed a transverse path &, which satisfies
the conditions of the lemma for some n > 1 and let us construct a transverse path &,41
which satisfies the lemma. Using the n = 1 case, we can construct a transverse path
a4,,, with the following properties.

1. It is admissible of order miqi + magqo.
2. Tt joins Ty "¢y to T T52 ¢l
3. It is contained in & U Tf"“B.

Now, we prove that the transverse paths &, and TI“»Qdun 41 have an F-transverse in-
tersection. By Proposition 9.6, this will yield a path &,4+1 which satisfies the first three
properties of the lemma. As in the case n = 1, the strategy is to use Lemma 10.7 to
prove that we have a transverse intersection.
Let . ) A
O7/172‘”4.1 = TkaTZ_kO(_OO’ Tzkogl—k(’)]ldl,inHTanT? [(b/27 +Oo)2

and
- B kil ~ .
&, =Ty ™, 0(_OOaT20?JLk6]1O‘nTI"’1T§2 [, +00)a.

Let us prove first that the paths &/, and TIW(S/1 iny, ATE geometrically transverse.

1
The path &, joins the point TkaTQ_kOfyl,, to the point T/n14, ;. The path T["’lel,inH
joins the point TI"vQTl_kOTQ_kO’yL_ to the point T2y g .
The point Ty"T}" " y2,+ belongs to (71,+,72.+)gm2 so that the point T1n2T)" '~y
— which is the left end of Tln’Qd,LinH — belongs to (y14+,T"'v9 1 )omz C
T_’C‘)T_kO 1, TInan, 2 (remark that the ends of this interval are the endpoints
(T3 2 M- V2,4 )oH p
of &). /
We saw during the n = 1 case (Equation (10.5)) that the point TIZ"/TQJ"TkaT;kO'yL,
belongs to (T)"v2.4,71,—)omz2- Hence the point TI"’QTkaT;kOWL, belongs to
Tln1n, 1.—)amz which is contained in (Tn1q TﬁkOTJCO 1.—)amz. This proves that
(T v2,4,7,-)om Yo+, T1 Ty 1, )om p

the paths &), and Tln’zdll,inﬂ are geometrically transverse.

It remains to check the following statements.
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a) The leaves 1| Mgy and ThaTy2¢, as well as the half-trajectories
Tl_kOTQ_kO(—oo,T;Oﬂ'_k,h and TIm1T)2[¢), +00)2 do not meet the transverse
0

I 2/
path T7m26 ; .

b) The leaves TI“vQTl_koqﬁg and TIWTli"“TQTQcZ)’2 as well as the half-trajectories
TI”’QTkaTQ_kO(—oo, Tfogj’_%]l and T2 T T52 [l +00)a do not meet the trans-
verse path a,.

By the n = 1 case, the leaf T{"T52¢), and the half-trajectory Ti"T5>[¢h, +00)2 do not
ll,in+1 so that the leaf T/n1 T2 ¢, and the half-trajectory
Tn1Ty? [y, +00)2 do not meet the transverse path T'm2a) ; .

By condition (C3), the leaf Tl_k0¢2 (which crosses Tl_kOT;kOI]Z:_(i’l)) and the

half-trajectory 17 kOT; ko(—oo7T2k ¢’ ;11 do not meet the translates of I;ZE(i"l) which
0

meet the transverse path Tli” T2j "a

are contained in TI"de’Mn+1 (translates by T["v?TkaTZ_ICO and T™2). By Corol-
lary 10.22.1, the leaf Tl_koqﬁg and the half-trajectory Tl_kOTQ_kO(—oo,Tfog];%]l do not
meet TI“»QTIZ"“IJZ}(J?Q). To verify point a), it remains to check that those sets do

not meet T[”72TkaI§_(i2) either, which amounts to showing that neither ¢, nor
T;ko(—oo,Tngj’_%]l meet leOTI”»QTkaIJZE(:Eg). By Lemma 10.24, the trajectory
TQTkaIJ%(fcg) is strictly on the left of Z%;_(il) so has both endpoints in [y 4,71, |omz.
Hence both endpoints of leOTI"’QTkaIjZf(aEQ) C (TfoT™2T % 4,)p are contained in
V1,457, Jom2- As a consequence, TfOTI"vQTkaIJZE(:i‘g) does not meet the connected
k{)(

component of H2 \ (31)r which contains ¢o and T, —oo,T2}C 6@’_ k6]1: recall that, by

Lemma 10.20, the open set (71)rg is disjoint from both sets. This proves point a).
We now prove point b). By Condition (C%), the leaves TI"»2T1_ ko ¢o and

TI"»2Tf”+1T;2¢§ and the half-trajectory TI"vQTkaT;kO(—oo,Tfogfcé)]l do not meet the
translates of I%(:El) which are contained in &/,.

By Lemma 10.20, the trajectories TI"vQTli”“TQTQIjZ%(i’l)‘ and TIWTli"“T;Q[ 5, +00)2
are disjoint, and by Condition (C5), the trajectory TI”’Qle"JrlT;QIJZ:_(:il) and the trans-
lates of I]Zj_(il) which are contained in &), are disjoint. By looking at the order on
the limit points on OH?, we deduce that the trajectory TI"vQTf"“TQTQIJ%(;El) separates

Th2 T T52 (¢, +00)2 from the translates of I%(:%l) which are contained in &),. We
have proved all the properties of point b) that concern the intersections with translates
of I]ZE(.%l) which are contained in @&),. So it remains to treat the translates of I?(i:g)
which are contained in &,

By Corollary 10.22.2, the leaf TIn2T Fog, and the half-trajectory
T]”vQTkaT;ké(—oo,T;ég;{()]l do not meet any of the translates of Ij%(:ig) which

are contained in &/,. Corollary 10.22.4 implies that the leaf TI'LvQTli’“rlTQTQ(b'2 and the
half-trajectory TIWTli"“TQT2 [¢h,+00)2 do not meet any of the translates of IJ%(:EQ)
which are contained in &],. This proves point b).

This allows us to use Lemma 10.7 and deduce that &, and ay4,,, are F-transverse.
Proposition 9.6 then gives an F transverse path which satisifies the first three properties.
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Using similar techniques, we can prove that &,41 and TI”Hv?dnH have an F-transverse
intersection, which completes the induction. ]

Observe that the admissible paths that we obtain have an F-transverse intersection
with 4 on one side and an F-transverse intersection with I]Z:_(i“g) on the other side. As
a consequence of Lemma 10.18 and of Theorem 9.30, we obtain the following corollary,
which is similar to Corollary 10.19.

Corollary 10.29. For any finite sequence (in,jn)lgnSKN, with K > 1, 1 <4, < mipi,
1 < jn < mapsy for any n, there exists points * and § of S such that

er(mlqﬁmng)(j) — TlilT2J'1 .. .TIZ'KTgK (7)

and
fNK(m1Q1+m2(J2)+ml‘11 (Zj) = TfOTgO .. .TliK_ngjK_leK (?j)

End of the proof of Theorem 10.1 in the first case. Take any word w in letters 717 and
T5 which contains at least one T} letter and one T5 letter. Of course, we identify such a
word with a deck transformation of S. Write

_ i1t iK IK
w="T"Ty" ... T\"Tj

with
K>0
inyjn>0if2<n<K—1
j1>0and ig >0
z‘lzoandeZO.

Take integers m; and ma large enough so that max(i; + ix, maxi<p<i in) < Mip1
and max(maxi<p<g Jjn,Jj1 + Jjr) < mapa.

If i1 > 0 and ji > 0, Corollary 10.29 gives directly the wanted result. If iy > 0 and
jik = 0, apply Corollary 10.29 to the word Tlilﬂ"’(TQJAlTIZ'QTQ72 TR to obtain
a point Z which satisfies the corollary. The point T} "® gives us the wanted periodic
orbit. ‘ -

If iy = 0 apply Corollary 10.29 to the word T{2TJ> .. .TfKTQJKJ”I’ to get a lift & of
a periodic point associated to this deck transformation. The point T3'(Z) gives us then
the wanted periodic orbit. O
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