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A New Semanticsfor the FIPA Agent Communication
L anguage based on Social Attitudes

Benoit Gaudou ! and AndreasHerzig! and

Abstract.
agent interaction is the definition afjent communication languages
(ACLs), and the specification of a proper formal semanticsuzh
languages is a crucial prerequisite for the usefulness ereptance
of artificial agency. Nevertheless, those ACLs which arérststly
used, especially the standard FIPA-ACL, have a commumwicatct
semantics in terms of the participating agemt€ntal attitudegviz.
beliefs and intentions), which are in general undetermafibm an
external point of view due to agent autonomy. In contrasthasgics
of ACLs based orcommitmentsre fully verifiable, but not suffi-
ciently formalized and understood yet. In order to overconigesit-
uation, we propose a FIPA-ACL semantics which is fully vebfe,
fully formalized, lean and easily applicable. It is basedsonial at-
titudesrepresented usinglagic of groundingin straightforward ex-
tension of the BDI agent model.

1 Introduction

The design of agent communication languages (ACLs) hactdtl a
lot of attention during the last years. Such languages astlyizased
on Searle and Vanderveken’s speech act theory [9], and &a@nho
relevant for applications involving real software agentsabots, but
also for other software entities which need to communidiieweb
services.

Among the different existing ACLs, FIPA-ACL is still the mios
important standard, subsets of which are widely used intagtar-
action protocols. FIPA-ACL is semantically rich, and thencepts
involved are quite intuitive.

Nevertheless, FIPA-ACL has a feature that has often bedn cri
cized in the literature, viz. that the semantics of commaitidn acts
(CAs) is defined in terms of the agents’ mental states. Fomexa
ple, when agent informs agenyj thaty, then the (rational) effect is
that agent;j starts to believer. In order for such an effect to obtain
some hypotheses have to be made; but even in such copjtiexisi-
tonomous and might not adopt and in any case or other agents
and the system designer can never verify whether this isake or
not. This is especially felt as being too strong in open emrirents
with black- or gray-box agents where we don’t even want taibsc
mental attitudes to other agents.

In contrast, those semantics based on the concept of satial ¢
mitments [10] is verifiable because they are only based ort s
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One of the most important aspects of the research orthese commitments and that have caused them). The drawbeek h

is that the existing approaches are only semi-formal, iniqdar
because there is no consensus on what “being committedalgctu
means. As a consequence, they are rarely used in practicenawt

The aim of this paper is to resolve the problems of FIPA's CA se
mantics without loosing its benefits. We propose a novel sticg
avoiding the strong hypotheses of the original semantictifting”
the BDI-based FIPA semantics to the social level. We do soeby r
placing the usual private mental attitudes of BDI logicspublic
mental attitudes, i.e. attitudes that have been made ptiblieigh
communication gocial attitudek More precisely, our semantics is
based on an unified and extended approach to the conceptrohu-
nication attitudes (ostensible beliefs and intentidii$jand the more
or less equivalent concept gfounding [5]. For example, the effect
of an informing-thatp act is that it is public that the sender believes
thatp. This does not mean that the sender really believespthaut
only hinders him to subsequently inform thap, or to inform that
he ignores whether.

The major benefits of our new semantics are the following:

e |t is verifiable, and suitable even for truly autonomous,ilaly
malevolent agents.

e Itis fully formalized.

e |t is based on a straightforward extension of BDI, and trareef
relatively lightweight.

e It can easily be adapted to similar ACLs, e.g. the widely used
KQML/KIF.

e |t generalizes the single-addressee FIPA acts to groupgeuits,
and it distinguishes the group of addressees from the gréup o
bystanders (overhearers), and thus refines FIPA's acts.

All'in all, we aim at an agent communication semantics thiat-el
inates the major shortcomings of the still predominant miésttap-
proaches to ACL semantics while being “upward compatibiethe
standard FIPA semantics and similar approaches, lean camdlily
well founded.

The remainder of this paper is organized as follows: The sest
tion provides a short account of the logical framework thathave
chosen as a formal foundation of our approach. Section Zptes
the new semantics, and Section 4 illustrates our approachdans
of a case study. Section 5 concludes.

been communicated and the commitments the agents have made b a logic of grounding

doing that (instead of the beliefs and intentions that arehitd”
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In this section we briefly present the logic of belief, infent ac-
tion, and grounding defined in [5], that is based on Cohen and

3 We use the terngroundingas Traum [11]j.e. it refers to “the process of
adding to the common ground between conversational agent”.



Levesque’s [2]AGT is afinite set of agents} CT is a set of actions,

ATM = {p,q, ...} is the set of atomic formulas. Complex formulas

are denoted by, ... A modelM is a 5-tuple that is made up of: a
set of possible world8l’; a mapping
V:W — (ATM — {0,1})

associating a valuation,, to everyw € W; a mapping

A ACT — (W — 2W)
associating actiona € ACT and worldsw € W with the set of
worlds resulting from the execution efin w; a mapping

G: (2497 \0) — (W —2%)

associating sets of agermtsC AGT and worldsw € W with the set
of worlds that are publicly possible for the grodimt w (the worlds
that are compatible with what has been uttered in I's presernd
finally the mapping

T:AGT — (W — 227
associating every € AGT and worldw with the set of propositions
(alias sets of worlds) that are intendedibgTheZ; are neighborhood
functions in Chellas’ sense [1].)

The logical language contains modal operators of actigter
and Before,, , for everya € ACT, modal operators of grounded-
nessG; for every groupl, and modal operators of intentidit;
for every ageni € AGT.

The formulaAfter,, ¢ reads ¥ is true after every execution of
the actionn”, and Before , ¢ reads % is true before every execution
of the actiona”. Semanticallyw I+ After , o iff w’ I ¢ for each
w' € Aa(w), andw I+ Before,, ¢ iff w’ IF ¢ for eachw’ such
thatw € Aq(w'). The logic of After, and Before,, is the tense

logic K, i.e. standard normal modal logic K plus the conversion ax-

iomsy — Before, ~After, —p andy — After, —Before, .
The abbreviatioDone, ¢ = —Before,, — reads & has just been

done before whichp was true”. We noteDone(«) Y Donea T
for convenience. MoreoveBefore,, . ¢ abbreviateBefore,, ¢ A
Before,,, p. (HenceDone(aUa') stands foDone(a)V Done(a').)

G v reads “itis grounded for groupthat is true”, or for short:
“ is grounded fo”. When I is a singleton(y;; ¢ means that for

(resp. ungrounded) faf*.

(iii) stipulates that for every objective proposition graled for/
itis publicly established fof that each subgroup dfis grounded on
it (which does not imply that it is grounded for the latterhenever
w is a world for which all propositions grounded f&rare grounded
for I, then all those propositions are indeed grounded for w. It
validates the axiom (WR)

Gr o — G Gy ¢, for ¢ objective (WR)

which says that if the objective formula is grounded for a group
K then it is necessarily grounded féf that for each subgrouf”
the formula is groundedNote that this does not imply that for every
subgroupy is actually grounded,e. (WR) does not entaiGx ¢ —
Gk . In particular, the fact thap is grounded for grougk’ does
not imply that the members dt believe thate.

(iv) expresses that if it is grounded for a dethat a proposition
is established for every agent then it is grounded Fotoo. This
corresponds to axiom (CG)

(/\ GiGip) = Gr

iel

(CG)

which says that if a proposition is established for everynage 7,
then itis established for the whole grofipTogether, (WR) and (CG)
stipulate that for objective> we have(A . x G Gk @) < Gk .
Note thatGx ¢ does NOT implyGy, ¢ wherek € K. Indeed, a
proposition can be grounded in a group independently of tivate
belief of each agent of the group about this propositiorreli®thus
no sincerity hypothesis.

Int; ¢ reads “agent intends thatp be true”. Thelnt, are non-
normal modal operators which only validate the rule of eglgnce:
= They neither validateint; (o A ¢') — (Intip A
Int; ") nor (Int; o A Int; ©') — Int; (p A ¢').

Intentions and actions are related by the principle of itoeml
action saying that ifv has just been performed by agérnhen: had
the intention to do so immediately before.

Before,,,, Int; Done(i:a) (1A)

agenti, ¢ is grounded. In this (and only in this) degenerated caséVherei:a denotes that action is performed by agent

‘public’ grounding is the same as private belief. We write for
Gyiy - The accessibility relations of grounding operators mast s
isfy the constraints for the standard normal modal logic KEBrial-
ity), plus the following, for groups, I’ such thatl’ C I:

@) if uGpvandvGrw thenuGrw
(i) if uGpvanduGrw thenvGrw
(i) if uGrv and vGpwi then there isw, such thatuGrws and
Vi(wi) = V(wz)
(v) G1 CU;c; G106

Constraint (i) stipulates that subgroups are aware of vergriaunded
in the group: whenevew is a world for which it is grounded for
I’ that all I-grounded propositions hold im, then all I-grounded
propositions indeed hold iw. This is a kind ofattentionproperty:

each subgroup participating in a conversation is aware aftvih
grounded in the group. Similarly (ii) expresses that subgsoare
aware of what is ungrounded in the group, too. (i) and (iiyespond
to the axioms of strong rationality (SR and (SR.):

(SRy)
(SR-)

Gro— Gp Gry
—|G1(p — GI’ —|G1(p

which express that if a propositianis grounded (resp. ungrounded)
for a groupl then itis grounded for each subgroup tkas grounded

To highlight our proposal for the semantics of groundingsider
the following example. There are three ageAtsT = {0, 1, 2}. Let
agent (privately) believe tha2 sells high-quality products, formally
written G g2. Now suppose that in private conversation agetatls
1 that the contrary is the case (for example to trigger soniteiét of
1 that benefit9). The (illocutionary) effect isG4,13 Go —¢2. Then
agent2 joins in the conversation, and later oninforms 1 and 2
that g2: The illocutionary effect isGyo,1,23 Go g2. This illustrates
that even for nested groug®} C {0,1} C {0,1,2}, mutually
inconsistent states of public group belief might hold sitaéously.

3 Communication act semantics

Following and extending the ACL syntax used in [4], a singiene
munication act (CA) is denoted &5 ActName(J, ¢), K), wheres

4 In particular, we have the modal axioms (4) and (5) & operators as
theorems of our logic.

5 (WR) concerns only objective formulas, i.e. formula thatsloet contain
any modality. If we applied (WR) to some mental states, we woestkict
the agents’ autonomy. For example, when an agent performspaech
act (i, Inform(J, p), K), he expresses publicly that he belieyesThus
if agent: expresses(i, Inform(J, G; p), K) the formulaGx G; G;p
holds, and the agents € J cannot afterwards express that they believe
—p. If he made this speech acts, the formuldg G ; —p and, thanks to
(WR), Gk G; G;—p would hold, which is inconsistent with the above
formulaGg G; G p.



is the performing agent/ is a group of recipients (whereas FIPA and that the receiver does not have any definite opinion atbeut

only allows one addresse&ctNameis the name of the act (in our
model not necessarily corresponding to exactly one spesdiye,
see below)y is the propositional content of the adt’, which is
missing in FIPA, denotes a group of attending agents whoheaar
the respective utterance, withe K, J C K \ {i} andJ # 0.
For a dialogue of only two agenisand j we haveJ = {;} and
K ={i,j}.

asserted proposition. Whereas the former condition isoatsly un-
realistic given a truly autonomous agenthe latter disallows (prob-
lematically) the use dhformto convince the addressee. We consider
the latter usage as crucial e.g. in the context of computakiargu-
mentation and argumentation-based negotiation. We catridduce

an additional conviction-act extending the syntax, orarginulate it
with a construct likeRequest (Inform(y)), but this would not only

In the standard semantics of FIPA CAs [4] (henceforth calledbe unnecessary and inelegant, but would also blur the fatttiere

FIPA-S), semantics is specified by providing feasibility precondi-
tions (FPs) and theational effectRES) of single CAs. The former
denote which logical conditions need to be fulfilled in ortteexe-
cute the respective act, and the latter specify which candithold
after the successful performance of that act. FPs chaizetesth the
ability of the speaker to perform the act and the contexeddpnt
relevance of the act (i.e., that performing the act is releiven
a certain dialogue context). In contrast, REs specify tteireld and
rationally-expectable direct perlocutionary effect of thiterance, i.e.
what becomes true in case the perlocutionary act succeeds.

exists a continual transition from “pure information” tonsaction.
It is also not clear why the absence of an opinion shall be ksrea
tic precondition for the success of an information act, onversely,
why the existence of an opinion (which could be very weak,lyr “
default” only) shall hinder the receiver to adopt the asskrhfor-
mation (e.g., consider that the addressee might trust tigesenore
than herself).

The rational effect ofinform in FIPA-S is simply that the ad-
dressed agent believes what she has been told (in case thecact
ceeds). Of course, this effect cannot be verified with autones

We think there are at least three reasons not to qualify a CA byagents. Even if it could be verified, it would be too strong ane

its rational effect. Firstly, it is possible to desire angbest different

likely. Moreover it is not verifiable that the informing agetruth-

kinds of RE of the same CA; secondly, Searle shows in [9, Sé&¢. 2 fully) intends the adoption of a certain belief.

that the effect of a speech act cannot be a rational (or peitoe
ary) effect simply because a lot of speech acts just do na hay
perlocutionary effect. He also shows that even if a speetltat
have a perlocutionary effect, we can always exhibit a cantdsere
the speaker does not intend this perlocutionary effectdiyhistrong
hypotheses (such as sincerity, competence, credibiljtynust be
made about the agents to enable the inference of the expeé&ed
which is too restrictive in our context of open multi-agepstems,
possibly with conflicts and malevolent, egocentric agents.

In contrast to FIPA-S, the FPs and IEs (for illocutionaryeets)
in our model do not make any statement about mental attifumles
specify the preconditions and effects in terms of grounsiimiggroup

K (the public, so to say). They are chosen such that the régpect

communication act is both executable given all realistiecpndi-
tions, and succeeds reliably with a publicly verifiable etff@he only
(self-evident) exception follows from the bridge axiom&(g and

(SR-) given in the previous section, stating that an agent or sub

group of a certain group knows about the existence of theertise
grounded beliefs or intentions of their group — this meansetye

that the agents keep track of the ongoing course of commitimica

in terms of FPs and IEs.

In the sequel we use the terSocial Attitudes Based Semantics
(SABS) for our modelling, and will define the SABS semanti€s o ation of (i,Inform(J,p), K) U (i, Inform(J, —p), K).

the fourprimitive CAsof FIPA-ACL: Inform, RequestConfirmand

These concerns lead to the following SABS semantics:
(i, Inform(J, ), K)
FP:=Grx Gy o NGk Int; Gy o NGk =G;
IE: Gk Gip AN Gk Int; Gy

In the FP,—~ Gk G ¢ specifies that the addressed agent has not ex-
pressedy before (with groupK attending), corresponding to the
—Bel; Bel; ¢ part of the FIPA-S FP (theelevance precondition

It simply expresses that asserting an information wouldrreeges-
sary if the receiver has already expressed its belief in gwéler,
our new FP does not demand that grolpas no opinion at all about
, allowing to uselnform also toconvinceJ in case this group has
already expressed its disbelief¢grearlier.— Gk Int;, G; ¢ in FP ef-
fectively demands that ageidid not assert this information using
an assertive communication act before, which is also arcaspthe
relevance precondition=Gx —G; ¢ ensures that the asserted opin-
ions of agent are mutually consistent. (The latter is a precondition
of rationality).

In the IE, Gk G; ¢ denotes that with asserting, it becomes
grounded that ageritbelieves thatp, regardless if she does so pri-
vately (i.e., mentally) or not.

As usual we define (i, Informlf(J,p), K) as an abbrevi-
Hence

Done((t, Informlf(J,p), K)) = Done({i, Inform(J,p), K)) V

Disconfirm and we will also present the respective FIPA-S specifica—DoneW Inform(J, =p), K))
b b ) .

tions for comparison. All other FIPA-CAs are macros compglosge
these primitives in a more or less straightforward manner.

31

We start with the FIPA-S version of the semantics:
(2, Informeipa (4, ), K)
FP: Bel; o A = Bel; (Bel;j ¢ V Bel; ~ V Ujp V U;—p)
RE: Bel; ¢

Inform: Asserting information

At this, U; ¢ denotes that ageritis uncertain aboup, but thinks that
o is more likely than—¢. The terms “uncertain” and “more likely”
are not precisely defined in [4]. The essential precondstafinform

in the FIPA-S are thus that agertruthfully believes what he asserts,

However, in many cases, we can safely assume that gfdop
mediately starts to publicly believe the asserted inforomatnamely
when this group apparently trusts the uttering agent inrcegathis
information. (A notorious exception are exam situatiods Jmpor-
tant particular case is expressed by the following axiomJf@c K
anda = (i, Informlf(J, o), K):®

(Gk Doneg /\ Int; Done(a)) — G Gy ¢
jeJ

@

This specifies that if an agent has requested a certain iafavmbe-
fore from agent in form of a closed question (like with “Is it raining

6 We here consider that the grouphave asked to publicly declare thagp.
(And not eacly, as it would be the casedf was(s, InformIf({;}, ¢), K)

in (1).)



outside?”), it becomes grounded that she believes the ariswe

3.2 Request: Requesting an action to be done

Again, we state the FIPA version of the semantics first:
(i, Requestppa (4, @), K)
FP: FP(«a)[i\j] A Bel; Agent(j,a) A Bel; =" PGjDone(a)
RE: Done(«)

Here,« is an action expressiod;P(«)[i\j] denotes the part of the
feasibility preconditions of actionr where the mental attitudes are
those of agent. Agent(j, ) states thaj is the only agent that ever
performs, has performed or will perform, and PG ; Done(«) de-
notes thatDone(«) (i.e., actiona has just been performed success-
fully) is a persistent goa[8] of agent;. The RE just specifies that
the intended perlocutionary effect of this communicatiohigto get

o done.

Obviously, these specifications again require strong aggans
about mental properties, which are equally problematio dsd case
of Inform. In addition, Agent(j, «) reduces the scope of this com-
munication act unnecessarily, disallowing concurrergntibn of j

to perform the same action herself.

As in our formalism the propositional content of a CA is a for-
mula, a request to do actianis defined as a request thBbne(a)
be true. Furthermore, in our case the addressee of a speech ac
a group of agents. Thus a request is addressed to each aghat of
group In the aim that either at least one agent of the groughdo t
requested action (“open that door”), or each agent of thapd it
(“clean that room”, addressed to a group of childrén)«: denotes
that: is the author of actiom (making superfluous the FIPAgent
predicate). We thus have two kinds of request (whereas tbhemy
one in FIPA):

(¢, RequestSome(J, J:a), K)
(i, RequestSome( J, \/ Done(j:a)), K)
jeJ

A Gg —Int; \/ Done(j:a)
jeJ

def

FP: | -Gk \/ Int; Done(j:cx)
jeJ

)

A Gg —G; \/ Int; Done(j:c)
JEJ

So our FP specifies that is not grounded that at least one afjivets
in J intends to achiever already (relevance precondition), and that
it is not grounded that agentdoes not intendone(a) (rationality
precondition). The IE is also straightforward: the act hessin the
grounding that agent intends that at least one agent.Jnintends
Done(a)) become true, and thatdoes not believe that one agent in

J intendsDone (o).
Second, we define:

(¢, RequestEach(J, J:a), K)
(i, RequestEach(J, /\ Done(j:a)), K)

jed

A Gg —Int; /\ Done(j:a)
JjEJ

IE: Gk Int; \/ Done(j:a)
JEJ

def

FP: (ﬁGK /\ Int; Done(j:c)
JjeJ

)

A Gg —G; /\ Int; Done(j:c)
JjEJ

which specifies that intends that each agent dfperform the re-
quested action. For compatibility reasons, we also define

IE: Gk Int; /\ Done(j:a)
jeJ

7 The intentionInt; can be triggered with FIPAQuerylf act. The schema
would work analogously fofz, InformIf ({5}, =), K).

def

(i, Request(J, o), K)
(1, RequestSome(J, J:a), K)

FIPA also defines the actSonfirm (for the confirmation of an
uncertain information) and its pendaBtisconfirm as primitives.
But since ourlnform semantics has an adequately weakened FP
that does not require that the asserted information is notrain,
Confirm and Disconfirm simply map tolnform in our semantics.

4 Casestudy

In order to demonstrate the properties and the applicafiouoap-
proach, this section presents a brief case study in form fgmmt
purchase negotiatioscenario. In particular, we aim to demonstrate
the following crucial features of SABS, all not being presarIPA-

S or, by principle, any other BDI-based ACL semantics:

e Pre- and post-conditions of communication acts being oely d
pendent from publicly observable agent behavior, thusgotithy
verifiable;

Communication acts with contents being inconsistent viiehize-
liefs and intentions of the participating agents;

e Communication acts addressing groups of agents;

e Multiple communication acts uttered by the same senderyhibt
mutually inconsistent contents (even towards nested gjoup
Persuasive Inform-acts.

In addition, the example shows how the logging of the ground-
ing state of the negotiation dialogue can replasenmitment stores
which are usually used to keep track of the various commitsnais-
ing during the course of an interaction (like to sell or buyraduct).
In contrast, by the use of our semantics we obtain the pytdicil-
able information about the state of commitment of the pigaiting
agents directly in terms of logical post-conditions of coumication
acts, namely publicly expressed intentions. As explaime8dction
1, we consider this to be simpler and formally clear comp&odtie
use of social commitments in the sense of [10].

The interaction roughly follows protocols f@urchase negotia-
tion dialogue gamess known from, e.g., [6], but omitting several
details of such protocols which are not relevant for our destra-
tive purposes (like the specification of selling optionseted). Also,
such protocols often make use of proprietary negotiaticntions,
whereas we get along with FIPA-ACL constructs, since in am-c
text, no acts not contained in FIPA-ACL (like the “Promiseida
“Threaten” acts in protocols for argumentation-based tiation)
are required. Nevertheless, our scenario is clearly beltiP@ls con-
tract netspecification [3].

Our scenario consists of four agem$AS = {si1, s2,b1,b2},
representing potential car sellers and customers. In gw@dise uni-
verse exists two instancés andd-» of some car typé (e.g., Speci-
men of the Alfa Romeo 159).

We present now the interaction course, consisting of sdlen
steps in the following form. Note that the interaction ceuesnsists
of multiple interlaced conversations among different ssfrdceiver
pairs and different overhearers (i.e., different “publli®s to say). In
particular, agenb. is involved in two selling dialogues at the same
time.

Utterance no. sendesreceiver: Descriptive act title
Messagé

8 Using syntactical macros according to [4]. Only in case the mesgam-
itives are semantically relevant in our context, the respeatiacros are
expanded.



Effect (optionally) gives the effect of the act in terms of grounded
formulas, according to SABS and the axioms in Section 2 (8 th
may go beyond the direct IE).

In contrast,Private information (Pl)optionally unveils relevant
mental attitudes before or after an act has been uttered and u
derstood by the respective agents. The Pls are not detetrhine
preceding communication acts, due to agent autonomy. They a
also of course usually not available to observers, and jushgor
explanatory purposes.

Uls; — {b1,b2}: Initialize dialogue

(s1, RequestEach({b1, b2}, enter Dialogue(61)), {s1, b1, b2 })
U2b, — {s1}: Enter dialogue

(b1, Agree({s1}, enter Dialogue(61)), {s1, b1, b2})
U3 by — {s1}: Enter dialogue

(b2, Agree({s1}, enter Dialogue(61)), {s1,b1,b2})
U4 s, — {b2}: Initialize dialogue

(s2, Request({b2}, enter Dialogue(02)), {s2,b2})
U5b, — {s2}: Enter dialogue

(b2, Agree({s2}, enter Dialogue(02)), {s2, b2})
PI,: Bels, discounts
U6 s1 — {b1,b2}: Information about discount

(s1, Inform({b1, b2}, ~discounts), {s1, b1, b2})

Effect:

Gs1,01,021 Gy ~discounts

NG sy 61,023 I0ts) G by by ~discount

(b2, Request({s2}, InformIfAccidentRateHigh), {s2, ba})

U1l sy — {b2}: Information about accident-damage
(s2, Inform({b2}, accident RateHigh(0)), {s2, b2})
Again, b2 publicly believes the information, and trusts it for some
reason privately more than the information given by seler
earlier. Neverthelessy . »,1 Gy, ~accident Rate High(61) re-
mains true.

Py, : Bely, accidentRateHigh(6)

Ul2 b, — {s2}: Proposeto buy at a certain price
(bz, Propose({s2}, buy(02,10000£)), {s2, b2})

U13 so — {b2}: Accept proposal
(s2, AcceptProposal({b2}, buy(62,10000£)), {s2,b2})
Effect (with the previous act):
Gsg,b51 Ints, buy (02, 10000.L) (i.e.,bs is publicly committed to
buy 0, at the price ofl0000.£ now).

5 Conclusion

We've proposed a novel approach to the semantics of agent com
munication, based on verifiable social attitudes which aggé¢red

by observable communication acts. We believe that thiscampr is
more adequate for open systems in comparison both to tradliti
mentalistic and commitment-based semantics, as it allonsnt-
lyze the meaning of messages on the social level withouteked to
know about mental agent properties or architectural detathile be-

ing easily comprehensible, downward compatible to BDI, falg
formalized. A subject of future work in this respect will beetprac-

Seller s, asserts that no discounts can be given while believing‘ica| application of our approach in the field of interactfmotocols,

(PI,: Bels, discount) that the opposite is true (there might be
the company policy that discounts should be given, but thighim
reduce the seller’s individual profit).
U7 s1 — {b2}: Information about discount
(s1, Inform({b2}, discounts), {s1,b2})
Effect:
G100y Gsy discounts
NG sy oy Ints) G, discount
While sellers; informed group{b:, b2} that there would be no
price discounts, he informs custonigrthat this is not true (likely
because; thinks thatb, is a valued customer wherefsis not).
U8b2 — {s1}: Query if car type has high accident rate
(b2, Request({s1}, InformIfAccidentRateHigh), {s1,b2})
Effect:
Gs1 by Ints, Done(sy : InformIfAccidentRateHigh)A
Gs1 053 GoyInts, Done(s1 @ InformlifAccidentRateHigh),
with
InformlIfAccidentRateHigh =
(s1, Informlf ({b2}, accident Rate High(0)), {s1,b2})
PI,, : Bels, accidentRate High(61)
U9 s1 — {b2}: Information about accident rate
(s1, Inform({b2}, maccident Rate High(0)), {s1,b2})
Effect:
Gs1,b1Gsy naccident Rate High(0)
NG s, b,y Go, naccident Rate High(0)
Note that due to her closed question before and axiom 1 itheso
immediately grounded thdt believes the asserted information.
In addition, b, privately believes this information also (séd,
below), but revises this later.
Sellers; assertedhaccident Rate High(61) though thinking the
opposite.
P1y, : Bely, ~accident Rate High(0)
U10 b, — {s2}: Query if car type hashigh accident rate

[10]

[11]

and argumentation and negotiation frameworks.
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	Texte1: A previous version of this article has been published in ECAI-06 proceedings and contained an oversight. 
(P. 3, column 2: a formula in IE condition of Inform act was missed and has been corrected in this new version of the paper.)


