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Focused Ion Beam milling combined with Scanning Electron Microscopy is a powerful tool to determine
the 3-D organization of whole cells and tissue at an isotropic resolution of 3–5 nm. This opens the pos-
sibility to quantify several cellular parameters and to provide detailed phenotypic information in normal
or disease states. Here we describe Biocomputing methods to extract in an automated way characteristic
features of mouse rod photoreceptor nuclei such as the shape and the volume of the nucleus; the propor-
tion of heterochromatin; the number, density and distribution of nuclear pore complexes (NPC). Values
obtained on five nuclei show that the number of NPC (348 ± 8) is the most conserved feature. Nuclei in
higher eukaryotes show large variations in size and rod nuclei are amongst the smallest reported
(32 ± 3 lm3). Despite large species- and cell-type-specific variations in size, the density of NPC (about
15/lm2) is highly conserved.

� 2016 Elsevier Inc. All rights reserved.
1. Introduction

The internal organization of cells reflects the expressed part of
their genome, determines their specialized role in different tissues,
and notifies about their physiological or pathological state. Since
the first electron micrograph of cells using transmission electron
microscopy (TEM) in 1945 (Porter et al., 1945), electron micro-
scopy (EM) methods have continually improved our appreciation
of complex levels of cellular organization. The high spatial resolu-
tion of electron microscopes produces a wealth of information
about the structure, distribution and interactions between cellular
organelles. Early electron microscopy observations of cellular
structures were essentially two-dimensional (2-D) and resulted
in mostly descriptive information. Stereological methods were
used to predict or estimate the size and distribution of cellular
structures by extrapolating from 2-D measurements to the whole
cellular volume (Weibel et al., 1966). To circumvent limitations
due to the intricate shape of cellular structures which prevents
straightforward extrapolation, new methods were developed to
retrieve 3-D information from cellular samples. By sequentially
tilting the specimen relative to the electron beam, TEM tomogra-
phy produces a 3-D model of a cell section (Hoppe and Grill,
1977). This powerful method is however limited to 500 nm in
the Z-depth by section thickness and the reconstruction of an
entire eukaryotic cell can be very challenging (Noske et al.,
2008). Serial thin sections and TEM imaging can solve the problem
of the limited Z-depth but this technique is very labor intense and
needs highly skilled experimenters (Porter and Blum, 1953; White
et al., 1986; Bumbarger et al., 2013). The technological challenge
for rapid 3-D imaging of large mammalian cells at nanometric scale
was first met with the introduction of block face imaging with a
scanning electron microscope (SEM). In this case, the block face
of an embedded sample is imaged with sufficient resolution and
depth discrimination using the back scattered electron (BSE) detec-
tors. To obtain 3-D data, the block face needs to be repeatedly
imaged, with the top slice removed between image acquisitions.
One possibility is to remove the top slice with an ultramicrotome
in the chamber of a SEM (serial block face, SFB-SEM). This method
was introduced 30 years ago by Leighton who constructed a micro-
tome for cutting sections inside the microscope chamber (Leighton,
1981). More recently, Denk and Horstmann showed that with a
custom-designed microtome in a SEM, 3-D ultrastructural data
can be obtained at the resolution and with a volume sufficient to
follow local neuronal circuits (Denk and Horstmann, 2004).
m FIB-
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Currently, the Z-resolution of SBF-SEM of about 25 nm is limited by
the minimal section thickness that can be cut with a diamond-
knife (Friedrich et al., 2013; Kasthuri et al., 2007; Tapia et al.,
2012). The removal of top slices in smaller increments can also
be performed by focused gallium ion beam (FIB) milling
(Heymann et al., 2006). Recently, the limits of FIB–SEM tomogra-
phy were pushed to create high-resolution 5 � 5 � 5 nm isotropic
voxel acquisition on 40 � 40 lm large image areas and over a
depth of several tenths of micrometers (Narayan et al., 2014;
Wei et al., 2012). The combination of focused ion beam (FIB)
milling and block-face SEM imaging (FIB-SEM tomography) has
become a powerful tool for 3-D investigation of cellular ultrastruc-
ture and constitutes currently one of the most fast-growing meth-
ods to obtain undistorted volume information (Bosch et al., 2015;
Cretoiu et al., 2015; De Winter et al., 2009; Hekking et al., 2009;
Heymann et al., 2009; Knott et al., 2008; Merchán-Pérez et al.,
2009). This new imaging technology opens the possibility to mea-
sure morphological parameters on discrete ultrastructural feature.
Along with these large 3-D image stacks come many computa-
tional challenges to achieve automated 3-D object recognition,
annotation, data integration, representation and exploitation. Seg-
mentation is central to these tasks and corresponds to the process
of partitioning the 3-D images into multiple structurally defined
regions to produce a more meaningful representation suitable for
quantitative analysis. This process can be used to delineate the
boundaries between cellular compartments or between organelles
and cytosol so that quantitative information such as the size, distri-
bution, surface morphology can be extracted from these delineated
regions.

Many segmentation techniques have been proposed to target
nature scene and medical images. These techniques usually group
nearby pixels into regions by optimizing a target function that pre-
fers pixels in the same group to have similar intensity levels and at
the same time expects a small number of groups (Arbelaez et al.,
2011; Van den Bergh et al., 2014). In spite of many successful
applications, these techniques are not suitable for electron micro-
scopy images because of their low signal-to-noise ratio, low con-
trast and complex image contents. For example, in the presence
of noise the performance of watershed transform-based methods
(Couprie et al., 2011) decreases rapidly since noise changes the
topological landscape of the intensity function representing the
image contents and thus breaks biologically-meaningful regions
into many small fragments. Recently, some research groups have
developed algorithms and software tools that can aid the segmen-
tation of electron microscopy images automatically (Nunez-
Iglesias et al., 2014; Schindelin et al., 2012). For boundary segmen-
tation, membrane signals are usually enhanced by filtering and
then traced by thresholding (Martinez-Sanchez et al., 2014). For
region segmentation, a superpixel-based method is often used to
over-segment the image and then a split-and-merge strategy is
used for region grouping (Jones et al., 2015). A classifier trained
with human annotated data can also be used for direct pixel clas-
sification (Sommer et al., 2011). These methods were mostly devel-
oped for segmentation of brain tissue images with 25 nm
resolution in the Z-direction. However, most of the developed seg-
mentation algorithms work only with 2-D images and much
human effort is still required to correct the automated segmenta-
tion results.

Here we have developed algorithms and software tools in a
high-throughput computational workflow covering image pre-
processing, semi-automatic segmentation of cell nuclei, and
extraction of quantitative data from 3-D FIB-SEM images of murine
rod photoreceptor cell nuclei. How our genetic information is orga-
nized in the cell nucleus and how this organization affects nuclear
function are major questions in the chromatin field which remain
largely unanswered. In eukaryotes, the genetic information is
Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
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packaged through a hierarchy of folding events. At the first level
DNA is wrapped around an histone octamer to form the nucleo-
some core particle whose atomic structure is defined (Luger
et al., 1997). The fundamental repeated element of chromatin,
the nucleosome, is composed of the core particle flanked by linker
DNA which connects successive nucleosomes and variable
amounts of linker histone H1. Purified chromatin appears as an
extended 11-nm fiber formed by a linear beads-on-a-string nucle-
osomal array that compacts into 30 nm fibers in physiological ionic
strength and in the presence of histone H1 (Oudet et al., 1975;
Thoma et al., 1979). Direct electron microscopy imaging of nuclear
sections described highly compact electron dense heterochromatin
(HC) compartments and more extended euchromatin (EC) territo-
ries but has provided little information on chromatin organization
beyond the nucleosomal level and in particular has not confirmed
the 30-nm fibers as the fundamental in vivo secondary structure of
chromatin (Bouchet-Marquis et al., 2005; Horowitz-Scherer and
Woodcock, 2005). However, recent publications provide evidence
that 30 nm chromatin fibers may existence in highly condensed
chromatin states (Kizilyaprak et al., 2010). The chromatin organi-
zation in intact nuclei is thus still a matter of debate.

The tools developed here extend previous quantification efforts
of nuclear structures (Rouquette et al., 2009) and assign automat-
ically the extent of the nuclear envelope and measure the size of
the nuclei as well as its elongation. The nuclear envelope is perfo-
rated by nuclear pores that regulate the exchanges between the
nucleus and the cytoplasm. The number and distribution of the
pores are determined automatically without using correlation
methods. Finally the highly condensed heterochromatin compart-
ment is identified automatically thus opening the possibility to
model the rheology of the nucleus within its numerous channels
or the diffusion of transcription factors within the nuclei.
2. Results

2.1. Data collection

To address the quantification of ultrastructural features and
particularly the very sensitive nuclei considerations have to be
given concerning sample preparation in order to image cells in
their closest to native state. In this study, we used high-pressure
freezing (HPF) and freeze-substitution (FS) to prepare 4-days old
mice retina samples. High-pressure freezing is a method of choice
to obtain optimal structural preservation of bulk biological sam-
ples with minimal structural rearrangements (Moor et al., 1980).
During freeze substitution cryo-immobilized samples were dehy-
drated by exchange of ice against an organic solvent at low tem-
perature (�90 �C) and then embedded in resin (Humbel et al.,
1983; Humbel and Schwarz, 1989). High pressure-frozen and
freeze-substituted mouse rod photoreceptor nuclei were observed
by FIB-SEM tomography and a 3-D images stack was recorded with
resolutions of 3.92 nm, 3.92 nm, 5.00 nm in the X, Y, and Z direc-
tions, respectively. The stack contained five complete nuclei that
were further analyzed to extract quantitative morphological infor-
mation (Fig. 1A and 7A).
2.2. Image pretreatment

Successive images were aligned and their grey-level intensity
was normalized. After preprocessing, the images still showed den-
sity variations that are not related to the structure of the sample
but are detrimental for subsequent image segmentation. A global
effect is observed as a continuous intensity variation over the
whole imaged area best evidenced in false colors (Fig. 1B). This
defect might arise from the SEM optics or variations in secondary
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
005
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Fig. 1. Illumination correction using quartic polynomial fitting. (A) Original image containing a single nucleus, extracted from Figure 1A. (B) The color image obtained by
using pseudo-color lookup tables (LUTs). (C) The quartic polynomial fitted to the intensity values of the heterochromatin regions. (D) The color image after illumination
correction.
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electron collection efficiency. A second, more subtle intensity vari-
ation is restricted to each individual nucleus and is evidenced by
the fact that the intensity of the heterochromatin regions slightly
declines from the nuclear envelope to its center. This effect is likely
to originate from a non-uniform staining of the chromatin during
sample preparation but it cannot be excluded that a gradual
change in chromatin compaction level gives rise to such an effect
(Récamier et al., 2014).

To correct for these effects simultaneously and since reference
images are not available, a single-image retrospective methods
has been implemented (2) to correct the intensity variations of
each nucleus individually based on polynomial surface fitting
(Russ, 2011). Polynomials are known to be a good model to esti-
mate gradual variations in brightness. For the nucleus shown in
Fig. 1A, the illumination defect is enhanced by false colors (Fig. 1B).
The estimated polynomial function is plotted in Fig. 1C and the cor-
rected image is shown in Fig. 1D. The intensity values of the hete-
rochromatin regions become more homogeneous after correction
of systematic intensity variations (compare Fig. 1B and D), thus
facilitating their segmentation based on pixel intensity values.

2.3. Quantification of heterochromatin domains

The contrasting agents used for the preparation of the retina
samples show a strong selectivity for nucleic acids and therefore
the image intensity in the nuclei is to the first approximation
related to the DNA content. Nuclear domains composed of dark
pixels represent highly condensed heterochromatin regions while
pixels of higher intensity represent euchromatin corresponding
to less condensed chromatin or nucleoplasm that contains little
nucleic acids (Fig. 2A). Segmentation of the heterochromatin
domains will therefore be based on intensity thresholding. Due
to noise in the SEM images and staining heterogeneities, the highly
condensed heterochromatin domains cannot be segmented
Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
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properly on the raw images. Thus, we need to filter the noisy orig-
inal SEM images while preserving the sharp boundaries and the
roughness of the heterochromatin edges. The coherence-
enhancing diffusion (CED) algorithm (Weickert, 1999) was
employed for this purpose since it has been successfully used to
denoise tomography images (Frangakis and Hegerl, 2001). The
CED filtered image (Fig. 2B) preserves the sharp heterochromatin
boundaries found in the original image.

However, the nuclear envelope in the raw SEM and CED filtered
images appears as rough contour, which hinders its segmentation
and representation. The block matching 3-D filtering (BM3D) algo-
rithm was used to smoothen the nuclear envelope. The BM3D fil-
tered image (Fig. 2C) has a smooth nuclear envelope but also a
drastically reduced roughness of the heterochromatin boundaries,
which is not suitable for chromatin segmentation. The pixel inten-
sity distribution after illumination correction and filtering was
then used to partition the nucleus into multiple segments (i.e. sets
of pixels) in order to delineate the boundaries between heterochro-
matin and euchromatin regions (Fig. 2D). Since these boundaries
are not smooth and are best described by fractal models
(Woodcock and Ghosh, 2010), we choose to use histogram-based
methods, instead of contour-based ones (Chan et al., 2001), in
order to preserve the roughness of these boundaries. The his-
togram of the pixel intensities clearly shows a bimodal distribution
that can be modeled by a combination of two Gaussian distribu-
tions (Fig. 2E). The peak of dark pixels with intensity T1 = 24 corre-
sponds to heterochromatin while the peak of bright pixels centered
at T2 = 52 represents the euchromatin domain. Intermediate pixel
intensities (e.g. between 24 and 52) corresponding to discrete
levels of DNA compaction could not be resolved in these images.
Simply applying a threshold at an intensity value corresponding
to the intersection of the two Gaussians (intensity value T3) pro-
duces a noisy segmented image and wrongly assigned pixels
appear both in the heterochromatin and euchromatin regions.
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
005
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Fig. 2. Image thresholding. (A) Original image containing dark heterochromatin and nucleoplasmic regions. (B) Filtering using the coherence-enhancing diffusion (CED)
algorithm (Weickert, 1999) to preserve the boundaries between heterochromatin and euchromatin regions. (C) Filtering using the block matching 3-D filtering (BM3D)
algorithm (Dabov et al., 2007) to smooth the nuclear envelope. (D) Original image used for segmentation by hysteresis thresholding. (E) Histogram of the intensity values of
the nucleus plotted in blue, and its Gaussian mixture model plotted in dashed red. (F) Hysteresis thresholding result using the two thresholds estimated from the Gaussian
mixture model in (E) (plotted in green). (G) Final segmentation result after cleaning small connected components near the nuclear envelope. (H) Threshold values T1 and T3

determined for each 2-D sections of a single nucleus in the 3-D image stack. At each section index value, a Gaussian mixture model is built from the nucleus’ intensity values
in the corresponding SEM image in order to determine T1 and T3 at that section index.
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We therefore used a connectivity criteria to include pixels with a
value between T1 and T3 only when they are in contact with darker
Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
SEM tomograms. J. Struct. Biol. (2016), http://dx.doi.org/10.1016/j.jsb.2016.10.
pixels. The hysteresis thresholding technique (Medina-Carnicer
et al., 2009) was therefore used in which the image is first
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
005
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thresholded to keep pixels with intensity I comprised between T1
and T3 are included only if connected to the dark pixels (Fig. 2F).
The remaining noise outside the nuclear envelope can be removed
by using the eroding morphological operations (Gonzalez and
Woods, 2007) to obtain the final segmentation result (Fig. 2G), in
which the nuclear envelop and the heterochromatin boundaries
are well delineated.

The set of threshold values T1 and T2 were determined for each
2-D section of a single nucleus and were not found constant, but
rather gradually to decrease with the section index (i.e. as more
sections are milled away from the sample). This result suggests
that, in order to segment a single nucleus, we should threshold
individually each 2-D SEM images rather than use a single set of
value for the whole image stack. Moreover we found that this
Fig. 4. Nuclear pore complex localization and distribution. (A) Thresholded image of a
function of time using the fast marching method. (C) Nuclear pores (yellow) localized b
envelope. (E–F) NPC distribution calculated from the set of NPC locations on the nuclear
(E) r = 0.15 lm and (F) r = 0.25 lm.

Fig. 3. Nuclear envelope determination. (A) Segmented heterochromatin domains
on which the calculated convex hull (plotted in red) represents imperfectly the
nuclear envelope due to concavity and disconnections. (B) Nuclear boundary
determinated using a-shapes represents more accurately the nuclear envelope. (C)
Direction and length of the principal axes as determined using principal component
analysis on a point cloud of all voxels inside the nuclear envelope. (D) Surface area
calculated as the total area of all triangles in the surface mesh representation of the
nuclear envelope.

Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
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method is best suited to discriminate highly contrasted image
areas while more subtle contrast differences, such as found
between heterochromatin and nucleolus, will need to apply local
methods.
2.4. Size and shape of the nucleus

The thresholding operation results in a set of connected hete-
rochromatin regions which gives the overall shape of the nucleus
(Fig. 3A) even though the boundary of the nucleus, delineated by
the nuclear envelope, is not yet readily accessible. We thus need
to delineate the nuclear envelope in order to determine the extent
of the nucleus and calculate some statistics from the 3-D nuclear
shape.

The convex hull method (Andrew, 1979), often used to deter-
mine the boundaries of a set of points, was found inappropriate
because of the existence of concave segments on the nuclear envel-
ope (Red line in Fig. 3A). We therefore used a-shapes (Van Kreveld
et al., 2011) to determine the nuclear envelope from the set of seg-
mented heterochromatin domains. The radius a of the circles used
to model the boundary of the segmented domains sets the level of
details of the final shape. However it should be chosen large
enough to ensure that the circle can bridge heterochromatin
domains on either sides of a nuclear pore complex. The calculated
boundary is thus continuous and represents well the nuclear
envelope (Red line in Fig. 3B).

From the calculated 3-D nuclear envelope (Fig. 3C) a number of
morphological parameter can be determined such as the total vol-
ume of the nucleus, its surface area (Fig. 3D), and its elongation
(Fig. 6). The analysis of the 5 rod photoreceptor nuclei shows
that their average volume is of 32.2 lm3 with only small variations
of ± 2.7 lm3 mainly due to one outstandingly large nucleus. The
mean surface of the nuclear envelope is of 57.2 lm2 with a similar
variation of 8.7%. The elongation ratio, defined here by the ratio
between the longest and the shortest orthogonal axes, is of 1.97
but larges variations were found in this parameter (0.4 or 20%)
indicating that the shape of the nucleus is less constrained than
its volume or the surface of its envelope. No preferential orienta-
tion of the longest axis relative to the retina was found in these
images.
nucleus containing two nuclear pores. (B) Evolution of the nuclear envelope as a
y thresholding the evolution time function. (D) NPC locations on the whole nuclear
envelope using geodesic distance and Gaussian convolution at different values of r:

high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
005
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2.5. Nuclear pore complex identification, counts and distribution

Nuclear pore complexes (NPCs) are important structures that
regulate the nuclear-cytoplasmic transport of biological macro-
molecules. Holes in the nuclear envelope are good indicators for
the position of the NPCs. In addition they are always associated
with euchromatin domains through which macromolecules can
easily be in- and exported. To identify NPCs the most straightfor-
ward method is to use a template based approach in which a
selected NPC is used as a reference to find similar structures in
the full tomogram by 3-D correlation (Hoang et al., 2013). Such
an approach is extremely time consuming considering the large
size, several tens of gigabites, of FIB-SEM tomograms. A different
method was therefore implemented. It is based on the fast march-
ing method (Sethian, 1999) to simulate the evolution of a closed
surface (i.e. nuclear envelope) into the euchromatin space over
time T through the NPC channels using a specified speed at each
location (Fig. 4). NPCs are automatically detected, localized and
denoted within a 2-D SEM image after thresholding the evolution
time function (Fig. 4B and C). Note that since the speed function
F is undefined for the heterochromatin domains in our model,
the curved surface cannot evolve into them. Thus, the values of T
over those regions are also undefined. The isolated connected
regions which remain after thresholding the evolution time reflect
the positions of the NPCs. Their exact position is computed as the
centroid position of these connected regions (Fig. 4D). The number
Fig. 5. Implication of NPC distribution on the spatial organization of chromatin territory
compartment close to the nuclear envelope (highlighted in plane by the yellow contou
nuclear envelope (highlighted in plane by the yellow contour).

Fig. 6. Box plot of the extracted morphological parameters. The median, mean

Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
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of NPCs is remarkably constant among the 5 nuclei analyzed with
an average value of 348.2 and a standard deviation of only 1.6%
(Fig. 6). Visual inspection and interactive counting of NPCs in one
nuclei yielded the same number as our automated protocol. How-
ever the identification of NPCs make two assumptions: (i) the NPC
has to be associated with a nucleoplamic lumen and NPCs covered
by heterochromatin would not be detected by this method. Visual
inspection of the nuclear envelope surface did not show such situ-
ations. (ii) Two interacting NPCs may be counted as one. This situ-
ation is likely to be rare since the NPC apertures were of regular
size.

Using geodesic distance calculations combined with a Gaussian
convolution (Eq. (3) in materials and methods), we can smoothen
the NPC locations to get their distribution (Fig. 4E and F). Even
though the distribution depends on the value of the convolution
parameter r, the color pattern on the nuclear envelope reflects
the density of NPCs in each surface area unit. Using this color pat-
tern, we can readily identify a surface region with a higher density
of NPCs and, similarly, a surface region depleted of NPC. At this
stage of development the distribution appears rather homoge-
neous and we could not detect any clustering of NPCs.

Interestingly a higher NPC density is generally associated with a
large nucleoplasmic cavity in the nucleus (Fig. 5A) while regions
devoid of NPCs correspond to large patches of heterochromatin
associated with the nuclear membrane (Fig. 5B). Worth noticing
is that each NPC is connected to the nucleoplasmic network,
inside the nucleus. (A) A large nuclear pore cluster reflects a large inter-chromatin
r). (B) A region with no pore indicates a large heterochromatin domain behind the

, minimal and maximal values are shown for each measured parameter.

high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
005
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sometimes through narrow channels. Consequently, whatever the
position of any molecule in the nucleus it can leave the nucleus
through any pore.

3. Discussion

3.1. Image pretreatment before segmentation

The FIB-SEM technology provides 3-D images of cells and tis-
sues with isotropic resolution, thus opening the possibility to
extract quantitative information from the collected data. Following
the aim of analyzing nuclear images in a semi-automated way,
image corrections were found necessary for accurate intensity-
based image segmentation and special care was taken to imple-
ment methods that reduce noise without loss of spatial resolution
and contrast. Global variations in image intensity which could arise
from an inhomogeneous illumination or electron detection were
corrected by a polynomial surface fitting function which, as com-
pared to a high pass filter, affects less the image contrast and is
independent of the spatial frequency cut-off.

The presence of a high level of noise in the SEM images pre-
cludes sensible segmentation and entails that peak noise is
reduced. Standard low pass filtering smoothens the edges of the
hetrochromatin boundaries and results in a less precise segmenta-
tion. Edge-preserving CED filters were therefore used in this work.
An image intensity histogram was used to select the most appro-
priate intensity threshold value to discriminate pixels that corre-
spond to heterochromatin domains from those representing
nucleoplasmic regions. The intensity histogram clearly showed a
bimodal distribution that could be modeled by two Gaussian
curves. We however cannot exclude that within the heterochro-
matin domain, different levels of DNA compaction leading to over-
lapping intensity distribution can occur.

A hysteresis based threshold was chosen to extend the hete-
rochromatin domains without including sporadic dark pixels pre-
sent in the nucleoplasm. Despite intensity normalization it was
important to determine for each 2-D section the most appropriate
set of threshold values since these values were found to drift. How-
ever the detection of the corresponding peaks in the intensity his-
togram allowed a reliable and automated process for segmentation
of the heterochromatin domains.

3.2. Rod nuclei are the smallest among higher eukaryote somatic cell
types

The nuclear volume of 4 days postnatal mouse rod photorecep-
tors, here estimated at 32.2 ± 2.7 lm3, is one of the smallest ever
recorded for higher eukaryotes and reflects the high degree of
chromatin compaction in these cells. In most eukaryotic cell types
the nuclear volume is comprised between 250 and 600 lm3, with
reported exceptions such as drosophila S2 cells or primary human
granulosa cells in which the nucleus occupies a volume of 78 lm3

or 50 lm3, respectively (Leuchtenberger et al., 1958; Maul and
Deaven, 1977). Assuming a round nuclear shape, we recently esti-
mated at 29 ± 7 lm3 the volume of adult mouse rod photorecep-
tors from cell sections (Kizilyaprak et al., 2010) which is
consistent with the reported shrinking of rod nuclei during the late
phases or eye development. Nuclear volumes are highly variable
from one cell type to the other, during development or metabolic
state but our small dataset indicates that for rod photoreceptors
at a given time during development the variation in nuclear vol-
ume is below 10% suggesting that nuclear size is tightly controlled.
Experiments in fission yeast showed that nuclear size is condi-
tioned by cell size and in particular that the volume of individual
nuclei is controlled by the relative amount of cytoplasm surround-
ing each nucleus while (Neumann and Nurse, 2007). In the very
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elongated rod cells, nuclei are concentrated in the outer nuclear
layer (ONL) while most of the cytoplasmic part of the cell resides
in the inner segment (IS) and the phototransduction system parti-
tions in the outer segments. Without breaking rod cell continuum,
the ONL is separated from the IS by a cell constriction materialized
by the outer limiting membrane (OLM) formed by adherent junc-
tions between photoreceptor and Muller glia cells (West et al.,
2008). As a result of this barrier, the rod nucleus is surrounded
by a thin cytoplasmic layer which might contribute to nuclear size
control. In addition, rod cells express high levels of the linker his-
tone H1 which might also contribute to form highly compacted
chromatin. Small nuclei provide the retina with the possibility to
densely pack a large number of cells and thus to improve the effi-
ciency of photon detection and the spatial resolution of the
detection.

3.3. A large part of the genome is packed into heterochromatin

Heterochromatin was defined as the stain accumulating part of
the nucleus which is associated with a high DNA content and
reflects highly condensed chromatin domains. The intensity his-
togram of nuclear pixels showed a bimodal distribution and we
could not detect distinct intermediate intensity levels that could
be related to distinct levels of chromatin compaction. The hystere-
sis thresholding method determined a heterochromatin value of
16.6 lm3, closely matching the value of 17 lm3 obtained previ-
ously for adult rod cells by extrapolating values derived from single
thin sections (Kizilyaprak et al., 2010). The apparent higher com-
paction of the genetic material in adult rods is therefore related
to the migration of heterochromatin domains to the center of the
nucleus and to a shrinking of the nuclear volume rather than a
higher proportion of the genome condensed into heterochromatin.
In order to approximate the proportion of the genome condensed
into heterochromatin we used the 30 nm chromatin fiber as a
model for highly compacted chromatin (Song et al., 2014). Recent
cryo-electron tomography studies indicate that the basic interac-
tions between nucleosomes are conserved in vitro in native com-
pact chromatin (Scheffer et al., 2012). Based on the structure of
the 30-nm fiber (Song et al., 2014), the packing density of the
left-handed helical 30-nm fiber is of about 6.1–6.4 nucleosomes
assembled on a 187 bp DNA per 11 nm turn. The volume of a highly
condensed 30-nm fiber is therefore estimated to 6.387 nm3 for
1 kbp of DNA. The whole mouse genome (2.7 109 bp), compacted
into such a fiber would occupy a volume 17.2 lm3. Despite the
unavoidable errors associated to this rough estimation the close
match between the estimated value and the measured volume of
heterochromatin suggests that at this stage of development, most
of the genetic information is highly compacted into
heterochromatin.

Heterochromatin segmentation showed that the nucleus is tra-
versed by channels in which the free diffusion of macromolecules
is likely to be favored. The distribution of the heterochromatin
domains provides a 3-D framework of the diffusion-limited areas
of the rod nucleus. This 3-D maze can be used as a structural scaf-
fold to model the diffusion of macromolecules within the nucleus.

3.4. Highly conserved nuclear pore density

Most of the quantitative information about nuclear pores found
in the literature were obtained from spread freeze-dried and
metal-shadowed nuclear envelopes, a process which reveals
clearly the nuclear pores and their distribution, but perturbs their
relationship with the membrane-associated heterochromatin
(Garcia-Segura et al., 1989; Lodin et al., 1978; Maul and Deaven,
1977). The analysis of FIB-SEM images reveals the number and dis-
tribution of NPCs in their cellular environment and preserves the
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
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organization of the membrane associated heterochromatin. The
total number of nuclear pores per nucleus was shown to vary mas-
sively in the neuronal and neuroglial lineages from 18,451 ± 2336
(Purkinje cells) to 621 ± 394 (granule cells) among neurons, and
from 1782 ± 162 (protoplasmic astrocytes) to 402 ± 67 (oligoden-
drocytes) among glial cells (Garcia-Segura et al., 1989). Therefore
the 4 days post-natal murine rod cells experience the smallest
reported number of NPCs (348) with a remarkably low variation
within the analyzed nuclei. While NPC number, nuclear size and
DNA content can vary substantially in eukaryotic cells the number
of pores per surface area appears to be a more conserved feature.
For a large variety of cells, and even for the small 3.3 lm3 S. cere-
visiae nuclei, NPC densities ranging between 8 and 12 NPCs/lm2

have been reported. Here we find a slightly smaller value of
6.1 ± 0.4 NPCs/lm2, but comparable values were reported for rat
neuronal cells such as granule cells found in the cerebellar cortex
(6 ± 4 NPCs/lm2), stellate or basket cells (6 ± 1 NPCs/lm2) and
oligodendrocytes (6 ± 1 NPCs/lm2) (Garcia-Segura et al., 1989).

The distribution of NPC in rod cells was found to be particularly
homogeneous and aggregated pores could not be detected as can
be found in aging cells or in some pathological processes such as
Alzheimer disease (Sheffield et al., 2006) or during Plasmodium fal-
ciparum infection (Weiner et al., 2011). This may reflect the young
and healthy state of these developing cells. The local NPC density
variations are related to the chromatin condensation state and
higher NPC density correspond to large nucleoplasmic areas within
the underlying nucleus while low NPC density is associated with
large domains of heterochromatin associated with the nuclear
membrane.

3.5. Future perspectives

The methods implemented here for the segmentation of FIB/
SEM images provide new prospects for the automated quantifica-
tion of several nuclear parameters and complement previous
efforts in this field (Rouquette et al., 2009). These new tools will
allow us to follow key nuclear features during the late stages of
eye development in which murine rod nuclei undergo a drastic
reorganization by relocating most of their heterochromatin from
the nuclear envelope to the nuclear center (Solovei et al., 2009).
Nuclear size and shape, chromatin condensation and location, as
well as the number and distribution of NPC are important param-
eters to characterize nuclear organization not only during develop-
ment and differentiation, but also during aging and disease.
Nuclear invaginations and local ruptures of the nuclear envelop
are hallmarks of several cancer cells (Hatch and Hetzer, 2014).

Despite our efforts to reduce dimensional changes during spec-
imen preparation, the volumetric values provided are likely to be
different from the volumes found in living cells. The retinas were
dissected according to an optimized protocol that preserves the
electrophysiological activity of the tissue and were instantly
cryo-immobilized by high pressure freezing to prevent chemical
fixation which produces tissue shrinkage and changes in physico-
chemical conditions that could reorganize the cellular ultrastruc-
ture (Kizilyaprak et al., 2010). Cryo-fixation is the gentlest way to
preserve ultrastructural features even in highly hydrated tissue
such as brain (Korogod et al., 2015). The volume increase due to
freezing water is partially compensated by the application of high
pressure during freezing and the formation of mostly vitreous ice
with a density close to liquid water. Therefore it is accepted that
high pressure freezing results in negligible dimensional changes.
The resin embedding is performed at low temperature (�90 �C)
by freeze substitution which prevents any osmotic changes that
could result in volumetric changes. Finally, while dimensional
changes occur in TEM tomography where electron irradiation
results in mass loss and shrinkage, these effects are reduced FIB-
Please cite this article in press as: Hoang, T.V., et al. Automatic segmentation of
SEM tomograms. J. Struct. Biol. (2016), http://dx.doi.org/10.1016/j.jsb.2016.10.
SEM tomography since the X-Y dimensions are set by the underly-
ing block and the Z dimension is set by the milling process. The
most noticeable effects are the generation of artefacts from aniso-
tropic milling where streaks appear on the specimen surface along
the milling direction (named curtaining) and redisposition of
material sputtered from the sample surface but these artefacts
do not affect volumetric information.

FIB-SEM images hold more information that still needs to be
extracted in an automatized manner and converted into quantita-
tive values usable for correlation with functional aspects. In partic-
ular the nucleolus needs to be analyzed in detail since its complex
organization and variable texture renders segmentation difficult.
Finally small feature with low contrast are visible in the nucleo-
plasm and any correspond to extended chromatin fibers or
transcription-liked perichromatin fibrils for which expert interven-
tion is still needed for structural annotation.
4. Materials and methods

4.1. Specimen preparation

4.1.1. Retina dissection
Four days old C57/BL6 wild-type mice were sacrificed according

to institutional ethical guidelines and their eyes were rapidly enu-
cleated and placed in Artificial CerebroSpinal Fluid (ACSF) buffer
(126 mM NaCl, 2.5 mM KCl, 1.2 mM MgCl2, 2.4 mM CaCl2,
1.2 mM NaH2PO4, 18 mM NaHC03, 11 mM Glucose, PH 7.4, equili-
brated with 95% O2 and 5% CO2) for dissection. The retinas were
gently separated from the pigment epithelium and the sclera after
removal of the lens, iris and vitreous humor. The dissection was
completed in less than 5 min (Wilson et al., 1998).

4.1.2. High pressure freezing and freeze substitution
Retinas were prepared as described earlier (Kizilyaprak et al.,

2010). For High-pressure freezing (HPF), retinas were punched
(Miltex, biopsy punch) to obtain an oriented disk 1.5 mm in diam-
eter that fits into the specimen carrier. After infiltration for 5 s in a
drop of cryoprotectant containing 10% dextran (Sigma-Aldrich #
D1662) and 10% Bovine Serum Albumin (BSA, Sigma-Aldrich #
A4503) v/v in ACSF buffer, each disk was placed onto a 200 lm
thick flat gold-plated specimen carrier in order to be cryofixed in
the HPF machine (EMPACT2, Leica Microsystems).

After HPF, the sample was freeze substituted at �90 �C for 80 h
in acetone supplemented with 2% OsO4 and was subsequently
warmed up slowly (1 �C/h) to �60 �C in an automated freeze sub-
stitution device (AFS2, Leica Microsystems) (Humbel, 2008). After
8–12 h the temperature was raised to �30 �C (1 �C/h) and the sam-
ples were kept at this temperature for 8–12 h before being rinsed
several times in acetone. The samples were then infiltrated with
gradually increasing concentration of Epon (#21210--LX112 kit,
Epon 812 replacement, LAAD, Williston, USA) in acetone (1:2,
1:1, 2:1 volume ratio and finally pure Epon) for 2–3 h while raising
the temperature. Addition of pure Epon was performed at room
temperature. After polymerization of the resin at 60 �C, 100 nm
thin sections were produced using an ultramicrotome (PC Power-
Tome, RMC Product, Tucson AZ, USA), collected on 200 mesh cop-
per grids and post-stained for 5 min with 2% aqueous uranyl
acetate, rinsed and incubated for 2 min with lead citrate in order
to assess the quality of the cryofixation by the absence of recogniz-
able ice crystal ghosts.

4.2. FIB-SEM Tomography

For the FIB-SEM tomography the resin block was glued on an
aluminum SEM specimen stub with the EPO-TEK H20S (#12672-
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
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20S, EMS, Hatfield, PA, USA) conductive resin in such a way that the
osmicated sample overhangs the stub. The stub was placed in the
ultramicrotome and the surfaces, respectively normal to the ion
beam and normal to the electron beam was trimmed as described
previously (Kizilyaprak et al., 2015). The sample was sputter-
coated with 30 nm of platinum using an evaporator (MED-010,
Bal-Tec, Balzers, Liechtenstein), then the stub was mounted in
the FIB-SEM microscope (Helios NanoLab 650, FEI Company) using
the 45� aluminum SEM-mount (EMS #75230). The sample was
tilted at 7� to be milled normal to the ion beam and tilted at 45�
to be imaged normal to the electron beam.

The region of interest (ROI) is located by secondary electron (SE)
imaging. To avoid re-deposition on the ROI during the milling pro-
cess, trenches on both sides of the ROI were cut using the ion beam.
The milling was done with an accelerating voltage of 30 kV, a dwell
time of 1 ls and a current of 21 nA. To reduce the curtaining effect,
the surface above the area of interest was polished with the ion
beam using an accelerating voltage of 30 kV, 1 ls of dwell time
and a current of 14 nA, with the cleaning cross section mode.
Finally, a carbon layer of 1 lm was deposited above the ROI using
the gas injector system (GIS) and an ion beam of 30 kV at a current
of 790 pA.

The FIB-SEM tomography of the ROI was performed with the FEI
Slice and View G2 softwareTM. The stage was tilted to 7� in order
to mill the surface normal to the ion beam. The working distance
was at 4 mm corresponding to the coincident point of the two
beams. Milling was done at 30 kV acceleration voltage, 800 pA cur-
rent, 1 ls dwell time and slice thickness of 10 nm. For image acqui-
sition the stage was tilted to 45� to have the freshly milled block-
face normal to the electron beam. The working distance was
reduced to 2.2 mm. The cross section images were acquired by
detecting backscattered electrons with the through-the-lens detec-
tor (BSE-TLD) in immersion mode. The electron beam voltage was
set to 2 kV, the beam current to 800 pA. A dwell time of 3 ls was
used with the drift correction mode and an average of 8 frames.
The image resolution was set to 4096 � 3536, with a horizontal
field of view of 16 lm corresponding to a pixel size of 3.9 nm.
4.3. Illumination correction

The SEM images were grey level normalization, stacked with
the tif2mrc command of IMOD (Kremer et al., 1996) and then
aligned with 1 to 3 passages through tiltxcorr cross-correlation
command. After preprocessing we noticed that the images present
density variations that are not related to the structure of the sam-
ple but are detrimental for subsequent image segmentation. Two
Fig. 7. Non uniform illumination in SEM images. (A) Non-uniform illumination can be
contrast associated with optics and sample preparation by freeze-substitution (B). The c
the heterochromatin regions.
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types of artifactual density variations have been detected (Fig. 7).
The first one is ‘‘global” and extends over the whole imaged area.
It corresponds to a continuous density variation identified in
Fig. 7 by the two near-vertical pink stripes on the left and right
sides of the blue stripe in the center. This defect type might arise
from the optics of the SEM. The second density variation is ‘‘local”
and restricted to each nucleus. In this cases, the intensity of the
heterochromatin regions of each nucleus changes gradually from
its envelope to its center. This effect is likely to originate from a
change in chromatin compaction level (Récamier et al., 2014) or
a non-uniform staining of the chromatin during sample prepara-
tion. The coexistence of these two effects requires that the correc-
tion algorithm works on individual nuclei, instead of the whole
SEM image, in order to correct them simultaneously.

Due to the lack of reference images and the locale nature of the
intensity distortion, we choose to use a single-image retrospective
method (Babaloukas et al., 2011) to correct the illumination of each
nucleus individually based on polynomial surface fitting (Russ,
2011). Polynomials are known to be a good model to estimate
the gradual variations in brightness. In our case, we use quartic
polynomials to represent the intensity values of the heterochro-
matin regions as

f ðx; yÞ ¼ ða4x4 þ a3x3 þ a2x2 þ a1xþ a0Þðb4y4 þ b3y3 þ b2y2

þ b1yþ b0Þ ð1Þ

where ai; bj are the polynomial coefficients and ðx; yÞ are spatial
coordinates. The values of ai; bj are determined by least square fit-
ting using the Levenberg–Marquardt algorithm (Marquardt, 1963).
The corrected image J is recovered from the input image I by

Jðx; yÞ ¼ Iðx; yÞ � f ðx; yÞ þmean
ðx;yÞ

f ðx; yÞ ð2Þ
4.4. Edge-preserving and edge-smoothing filtering

SEM images of biological samples are usually noisy because of
the low signal to noise ratio and the raster nature of the scanning
combined with the use of scan coils. A linear feature such as a
membrane or a heterochromatin boundary often appears zig-
zagged. Thus, we need sophisticated filtering techniques to facili-
tate the visualization and interpretation of the information
contained in these images. Among many filtering techniques that
are available in the literature, we selected methods that help alle-
viate the effect of noise in the subsequent processing steps.

Our purpose is to smooth the SEM images and at the same time
preserve the sharp boundaries and the roughness of the hete-
seen by applying pseudo-color LUT to reveal gradual variation of brightness and
olor pattern shows that simple thresholding operations cannot segment accurately
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rochromatin edge. We employ the coherence-enhancing diffusion
(CED) algorithm (Weickert, 1999) since it has been successfully
used to denoise tomography images (Frangakis and Hegerl,
2001). CED is an adaptive Gaussian filtering technique since, for
each pixel location, an anisotropic Gaussian function is computed
from the structure tensor at that pixel location (Barash, 2002). Note
that the edge-preserving characteristics of CED also results in a
rough nuclear envelope, which hinders its segmentation and repre-
sentation. To adapt a filtering method for the detection and repre-
sentation of the nuclear envelope, we used the block matching 3-D
filtering (BM3D) algorithm (Dabov et al., 2007) which smoothes
more efficiently the nuclear envelope. BM3D works by exploiting
the fact that an image has a locally sparse representation in wave-
let transform domain. This sparsity is enhanced by grouping simi-
lar 2-D image patches (e.g. blocks) into 3-D data and then applying
3-D collaborative shrinkage-based filtering. The combination of
CED and BM3D will facilitate the segmentation of both condensed
chromatin domains (by CED) and the nuclear envelop (by BM3D).
4.5. Hysteresis thresholding

From the procedure used to stain the nucleus, we know that
nucleic acid-rich regions of the nuclei such as heterochromatin
areas will accumulate stain and appear dark while euchromatin
or nucleoplasmic regions will appear light. We thus use the pixel
intensity, after illumination correction and filtering, to partition a
nucleus into multiple segments (i.e. sets of pixels) to delineate
the boundary between heterochromatin and euchromatin regions.
Since this boundary is not smooth and has fractal dimensions
(Woodcock and Ghosh, 2010), we choose to use histogram-based
methods, instead of contour-based ones (Chan et al., 2001), in
order to preserve the roughness of these boundaries.

The darkest pixels correspond most likely to heterochromatin
regions which contain tightly packed DNA, while bright pixels cor-
respond to regions with low nucleic acid concentrations such as
euchromatin or nucleoplasmic domains. Pixels of intermediate
intensity can either belong to heterochromatin or euchromatin
regions, and a simple thresholding method will not attribute them
to the correct chromatin domain. We reasoned that pixels of inter-
mediate intensity corresponding to heterochromatin domains will
stay spatially close and be connected to the darkest pixels. Cluster-
ing methods such as k-means (Hartigan and Wong, 1979) or Otsu’s
(Otsu, 1979) give a single threshold value and thus cannot distin-
guish these weak dark pixels based on their connectivity with
the darkest pixels. In this work, we used the hysteresis threshold-
ing technique (Medina-Carnicer et al., 2009) to track pixels of
intermediate intensity that are connected to dark pixels and con-
sider them to belong to the same heterochromatin segments. In
case they are not connected to dark pixels, we consider them to
belong to euchromatin domains.

Thus, we need two threshold values to classify pixels in the
nucleus into three groups: dark pixels, intermediate pixels, and
bright pixels. For this purpose, we model the histogram of pixels’
intensity by a mixture of two Gaussian distributions (Hastie
et al., 2009) to determine the two threshold values T1 and T2.
The left-side Gaussian represents the dark pixels belonging to
heterochromatin domains. And the right-side Gaussian represents
the bright pixels correspond to euchromatin or nucleoplasmic
domains. We set T1 as the mean of the left-side Gaussian and T2

as the horizontal coordinate of the intersection of the two Gaus-
sians (Fig. 5b).

Having segmented the nucleus into heterochromatin and
euchromatin/nucleoplasm domains, we can calculate the total
heterochromatin volume of within a single nucleus by multiplying
the number of heterochromatin pixels by the voxel size.
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4.6. Nuclear envelope determination

In computational geometry, the convex hull method (Andrew,
1979) is often used to determine the boundary of a set of points
X in the Euclidean space. This method gives the smallest convex
shape that contains X. Although the nuclei of most cells are either
round or oval, their shape can contain concave segments particu-
larly in certain pathological conditions (Webster et al., 2009).

a-shape is a generalization of the convex hull and a subgraph of
the Delaunay triangulation (Van Kreveld et al., 2011). It is calcu-
lated by removing all empty circles of radius a and then adding
straight edges between any two points that the circle touches to
avoid curved edges in the final boundary. From this a-shape, we
calculate the nuclear envelope as the boundary facets of the trian-
gulation (i.e. the single-face edges). Note that the value of a con-
trols the desired level of detail in the final shape. In our case, a is
chosen such that the empty circle of radius a can connect two pix-
els from the two heterochromatin domains on either sides of a
nuclear pore.

After obtaining the nuclear envelope, we can calculate a num-
ber of morphological parameters such as the total volume of the
nucleus, its surface area, and its elongation. Similar to the total vol-
ume of heterochromatin domains, the volume of the nucleus is cal-
culated by multiplying the number of voxels inside the nuclear
envelope by the voxel size. The surface area is calculated as the
total area of all triangles in the surface mesh that represents the
nuclear envelope. For elongation, we use principal component
analysis to calculate the direction and length of the principal axes
of a point cloud of all voxels inside the nuclear envelope. And the
elongation is calculated as the fraction between the length of the
longest and shortest axes.
4.7. Nuclear pore localization and distribution

Having segmented nuclei and determined their envelope,
nuclear pore complexes (NPCs) are clearly identified as appear as
holes on the surface of the nuclear envelope. In order to analyze
their number and distribution the NPCs need to be localized. Previ-
ous work (Winey et al., 1997) located the NPCs manually and ana-
lyzed their distribution based on an approximate measure of the
distance between of NPCs pair. Here we use the fast marching
method (Sethian, 1999) to detect NPCs automatically. The principal
idea is to allow the nuclear envelope, represented as a closed sur-
face, to evolve inwards to the euchromatin/nucleoplasm space over
time with a pre-defined speed at each location. In our model, the
speed function F is defined such that the surface can only evolve
with a constant speed into the euchromatin space. This surface-
evolution model allows us to measure, for each location x inside
the nucleus, the time TðxÞ at which the evolving surface reaches x.

Having defined F, the evolution time function T can be compu-
tationally calculated by solving the Eikonal equation
FðxÞjrTðxÞj ¼ 1 using the upwind first-order approximation while
taking into account the possible anisotropic voxel size. Since NPCs
appear as channels between cytoplasm and nucleoplasm, the val-
ues of T at NPC locations should be smaller than the values of T
at any other location inside the nucleus. Thus, we can determine
the locations of NPCs by simply thresholding T. The number of
NPCs is the number of connected regions after thresholding.

In order to calculate the NPC distribution over the nuclear
envelope, we need to be able to compute the distance dðxi;xjÞ
between any pair of points xi and xj on the curved and closed sur-
face in the 3-D Cartesian space. Here we use geodesic distance
(Peyré, 2009), which is defined as the length of the shortest path
between xi and xj on the surface, for this purpose. We again use
the fast marching method to compute this geodesic distance by
high pressure frozen and freeze-substituted mouse retina nuclei from FIB-
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Fig. 8. Geodesic distance calculation between points on the surface mesh of a
nuclear envelope. The pseudo-color ring illustrates the distance from the ring’s
center to other points on the surface mesh. The magenta curves represent the
shortest paths, calculated using the gradient descent algorithm, from the ring’s
center to five other points.
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solving the Eikonal equation for surface mesh using Jacobi itera-
tions. Fig. 8 illustrates the geodesic distance from a point to its
neighbors on the surface mesh of a nuclear envelope.

For a set of NPCs on the nuclear envelope, we can consider them
as a set of Kronecker delta functions fdðxiÞgi, where xi is a NPC loca-
tion. NPC distribution is then calculated by smoothing these Kro-
necker delta functions as

X
i

Nð0;r2Þ � dðxiÞ ¼
X
i

1
r
ffiffiffiffiffiffiffi
2p

p exp
d2ðx;xiÞ
2r2

 !
ð3Þ

where � indicates the convolution operation and Nð0;r2Þ is a Gaus-
sian function. Note that the geodesic distance dðx;xiÞ between xi

and any point x on the nuclear envelope is used when calculating
the convolution. In addition, the value of r controls the shape of
the Gaussian function and thus affects the final distribution of NPCs.
The code and matlab scripts developed for segmentation and NPC
counting are available at http://cbi-dev.igbmc.fr/cbi/nucleus-
segmentation.
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