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ABSTRACT
We give a new logic of intention where (contrarily to Co-
hen&Levesque’s approach) intention is a primitive modal 
operator having a non-normal possible worlds semantics. We 
then highlight the relation between intention and belief by a 
set of axioms. In our logic we formulate principles of co-
operation allowing an agent to infer new intentions from his 
beliefs about other agents’ intentions. Finally, building on 
results of linguistic pragmatics, we show that our cooper-
ation principles allow to infer the effects of a yes-no ques-tion 
“Does A hold?” from that of an associated assertive “I have 
the intention to know whether A”. In the same man-ner 
requests can be inferred, which form another important 
subclass of directives. It is the aim of this work to obtain a 
minimal logic that can be mechanized in a simple way.
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Logic of intention, belief, and action, cognitive robotics, co-
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1. INTRODUCTION
In this paper, we consider a BDI architecture for agents

and want to describe the dynamics of their mental states.
Starting from the ‘common belief’ that the frame problem

has been solved [16], existing solutions have been extended
in the last years to handle the dynamics of knowledge [20,
29].

Modifying these solutions in order to handle belief is not
easy.1 We have shown in [11] that the recent proposal of
[28] encounters some difficulties.

Our aim being to define the simplest dynamic doxastic
logic, we focus on speech acts and try to define a minimal
set of speech act types. Nevertheless, agents must be able
to perform assertive speech acts, queries and requests.

We use recent results in linguistic pragmatics showing how
what is called indirect speech acts can be inferred from literal
speech acts (i.e. the act that has been literally performed),
explaining thus how e.g. the literal assertive act “I want to
have the salt.” expresses the speaker’s request “Pass the
salt!”. We exploit these theoretical results to encode re-
quests within assertive speech acts. We show that in the
same way yes-no questions of the form “Does A hold?” can
be simulated by the associated assertive “I have the inten-
tion to know whether A.”

We need for this a well-defined notion of intention and
a fine grained relation between intention and belief. We
have chosen to use a primitive notion of intention having
a non-normal modal logic (neither closed under implication
nor conjunction). It is opposed to the [7, 17] approaches
where intention is built from the more basic concept of goal.
Our modal operator of intention has a non-normal possible
worlds semantics.

We study the interaction between intention and belief and
give a new axiom.

Finally, we use this framework to define some cooperation
principles allowing an agent to infer new intentions from
his beliefs about other agents’ intentions. We analyze and
formalize all the principles associated to these notions.

The paper is organized as follows: we introduce first the
philosophical motivations of this work (Sect. 2). Then we
present the formal framework and in particular the modal
operators of belief and intention (Sect. 3), show how belief
and intention can be related (Sect. 4), and sketch the pos-
sible worlds semantics for the resulting logic (Sect. 5). We
give some principles of cooperation (Sect. 6). Finally we

1‘Knowledge’ is viewed as true belief.



apply our results to examples (Sect. 7).

2. PHILOSOPHICAL MOTIVATIONS
In this section, we show how speech act theory can be used

to simulate other classes of speech acts by assertive speech
acts via cooperation principles.

Sometimes, by saying something, we want to say some-
thing else. Within speech act theory [1, 21] this idea has
been exploited by Searle in [22] to construct the theory of
indirect speech acts.

An indirect speech act is the speech act (indirectly) per-
formed by performing another speech act (the ‘direct’ speech
act). We also call these speech acts “literal speech act” and
“non-literal speech act”. Thus, the utterance of “Can you
pass me the salt?” achieves the direct speech act corre-
sponding to a yes-no question on the capacity of the hearer
to pass the salt to the speaker.

Sometimes, this utterance achieves an (indirect) speech
act corresponding to a request, where the speaker asks the
hearer to pass him the salt.2

Legitimately, we may reject this dichotomy between direct
and indirect speech acts. We have shown ourselves how re-
sults in psycholinguistics can attack the point of view where
an indirect speech act is necessarily inferred from the direct
speech act: a better point of view would be to associate
different sets of effects to the same act according to the ut-
terance context [5].

Neglecting such aspects of “cognitive realism” of the
model we can nevertheless benefit from the fact that an as-
sertive speech act allows us to extract its non-literal inter-
pretation via cooperation principles.

It is important to note that we do not want to process in-
direct speech acts: we just want to exploit mechanisms un-
derlying them in order to encode requests and yes-no queries
by assertive speech acts.

In [4], Virbel extended Searle’s approach of [22] by show-
ing that indirect speech acts are performed by assertions or
questions on three main types of arguments:

(a) the success conditions of the intended direct speech act
(i.e. the speech act that we want to perform indirectly);

(b) reasons of doing (or not doing) the intended act;

(c) the planning of the intended act.

For example, let α be the speech act that is achieved by
the utterance “Can you pass me the salt?”. When that
utterance is interpreted indirectly, its achievement produces
an indirect speech act α′ corresponding to the utterance
“Pass me the salt!”. The preparatory conditions of α′ being
that the speaker thinks that the hearer can pass him the
salt, α is a yes-no question about the preparatory condition
of α′.

Similarly, the sincerity condition of a request such as “Ex-
ecute action β” being that the speaker wants the hearer to
perform action β, an assertion of that sincerity condition (“I
want you to execute β.”) is a ‘form of indirection’ that is
used to mean “Execute action β!”.

Finally, a reason to ask somebody whether p is true being
that one wants to know whether p is true, a request such as

2Note this is a possibility, not a necessity. This phenomenon
has been stated as “every indirect speech act is cancellable”
[30].

“Inform me whether p is true” can be performed by asserting
that reason, e.g. by the utterance “I want to know if p is
true”.

We have thus found a way of performing requests and
yes-no questions by means of an assertion. In the sequel
of this paper we shall give a formal framework where such
non-assertive acts can indeed be inferred from assertive acts.

3. FORMAL FRAMEWORK
Based on the philosophical theories of Searle [23] and

Bratman [2], our logic follows the tradition of Cohen &
Levesque [7, 8] and Sadek [17, 18]. As the latter approaches,
we aim at generalizing speech act theory into a theory of
communication, and we suppose that the properties of the
latter are derivable from (more general) principles of ratio-
nal interaction.

Our language is of the BDI sort, containing modal op-
erators of belief, intention, and action. It is a first-order
multimodal logic with neither equality nor function symbols
(although the first-order aspect is not important here), and
with a possible worlds semantics in terms of accessibility
relations and neighborhood functions for intention.

Atomic formulas are noted p, q, ... or P (t1, ..., tn), and
AT M is the set of all atomic formulas. The formulas will
be denoted by A, B, . . . . We say that a formula is objective
if it contains no modal operator.

Belief.. Let AGT = {i, j, k, . . .} be the set of agents. We
associate a modal operator of belief Bel i to every i ∈ AGT .
The formula Bel iA is read “agent i believes that A”. BelIf iA

is an abbreviation of Bel iA ∨ Bel i¬A, and reads “agent i

knows whether A is true or not”.3 We adopt the modal
logic KD45 as the logic of belief. This implies that we sup-
pose that agents cannot entertain inconsistent beliefs, and
that they are aware of their beliefs and of their disbeliefs.
Bel i,jA is read “agents i and j mutually believe that A”.
Semantically, it is the reflexive transitive closure of union of
dynamic accessibility relations.

Intention.. Intention is a fundamental mental attitude, be-
cause it is at the origin of every voluntary action. We asso-
ciate a modal operator of intention Inti to every i ∈ AGT ,
and read the formula Int iA as “agent i intends that A”.

Intention is neither closed under logical truth, nor under
logical consequence, conjunction, and material implication.
We only postulate:

A ↔ B

Int iA ↔ IntiB
(REInti)

This is in accordance with [2, 7, 17], but contrarily to these
approaches, intention is primitive here, as in [15, 14]. In the
latter two only closure under logical consequence had been
given up, and we thus generalize their semantics.

We have chosen this solution for three reasons. First,
building intention on top of other primitive notions such
as goals or desires leads to various sophisticated notions of
intention, with subtle differences between them. We have
kept here only those properties of intention that are com-
mon to all of them, viz. extensionality. Second, as these def-
initions are rather complex, it is difficult to find complete

3We use the term “knows” here because “i believes if A”
sounds odd.



automated theorem proving methods for them, while our
analysis enables more or less standard completeness tech-
niques and proof methods. Third and most importantly, we
think that our simplified notion of intention is sufficient at
least in many applications.

Speech acts.. In accordance with speech act theory, an act
is represented by an illocutionary force and a propositional
content [21]. As we only work with speech acts of assertive
type, we do not mention the illocutionary force. Thus, an
assertive speech act is a tuple of the form:

〈i, j, A〉

where i is the author, j the addressee, and A is a formula
representing the propositional content of the act. For ex-
ample, 〈u, s,Blue(sky)〉 represents the assertive speech act
achieved by agent u’s utterance towards agent s: “The sky
is blue”.

We suppose that utterances are public, i.e. although
〈i, j, A〉 is addressed to j, every other agent k perceives that
act.

Action operators.. To each action α there are associ-
ated modal operators Afterα and Beforeα. For example,
Bel iBefore〈j,i,p〉Beljp (the agent i believes that before in-
forming that p, j believed that p, i.e. j is sincere w.r.t. to
p).

The operators Feasibleα and Doneα are introduced by
stipulating that FeasibleαA abbreviates ¬Afterα¬A, and
DoneαA abbreviates ¬Beforeα¬A.4

We adopt the standard axiomatics for the fragment of
dynamic logic corresponding to our language.

4. RELATIONS BETWEEN MENTAL ATTI-
TUDES

We think that rather than the interaction between inten-
tions and goals or desires (as studied by Cohen & Levesque
and Sadek), it is the interaction between intentions and be-
liefs which is crucial. Most importantly, an agent must aban-
don his intention to achieve A as soon as he believes that A

is true [7, 15, 17]. This is expressed by:

IntiA → Bel i¬A (RelIntBel1)

Combined with the (D) axiom expressing consistency of be-
lief it entails consistency of intentions, i.e. IntiA → ¬Int i¬A.

Theorem 1 Bel iA → ¬Int iA.

Proof. By (RelIntBel1) and the axiom (D) of the modal
logic for belief, we have IntiA → ¬Bel iA. From this the
theorem follows by contraposition.

Theorem 2 ¬Bel iA → ¬Inti¬Bel iA

Proof. This can be shown from axiom (5) for belief
together with theorem 1: an instance of that theorem is
Bel i¬Bel iA → ¬Int i¬Bel iA. Then axiom (5) being ¬Bel iA

→ Bel i¬Bel iA, we thus obtain ¬Bel iA → ¬Int i¬Bel iA.
4Afterα and Beforeα correspond to the dynamic logic oper-
ators [α] and [α−1], and Feasibleα and Doneα correspond to
〈α〉 and 〈α−1〉.

Axiom (RelIntBel1) has been criticized in the literature,
because it describes intention as strongly related to belief.
For example, if an agent does not know if the light is off in
a room, he will not be able to intend to switch it off. For-
mally, if p denotes “the light is off”, then ¬BelIf ip∧ Intip is
a contradiction (by definition of BelIf i and by (RelIntBel1)).
Generally, a “rational behavior” is to consider that the agent
should go to the room, and if the light is already off, drop
his intention to switch the light off (because his intention is
already satisfied). Thus, we would be tempted to weaken
(RelIntBel1) to: IntiA → ¬Bel iA Then an agent could not
know whether p is true, and at the same time he could in-
tend that p (e.g. see [24]). But we must keep in mind that
according to Sadek [17, p. 120], intention is a mental atti-
tude that commits us (in a persistent manner) to achieve a
goal. Hence there are in fact two intentions here: (1) in a
first step, there is the intention to know if the light is on
or off; (2) in a second step, there is the intention to switch
the light off if it is on. Generally, it might be said that is
not rational to seek to achieve a goal which may already
hold (although here are cases where, by caution or temporal
constraints, we perform an action whose goal might already
hold). Thus, generally, before intending to switch off the
light, we check whether the light is on. The idea underlying
(RelIntBel1) is that each time the agent is in doubt whether
it is necessary to generate an intention (as in the previous
example), he should first intend to know the state of the
world. And only if this state does not satisfy this property,
he will then intend to achieve it.

In the rest of this section we investigate how the interplay
between IntiA and IntiBel iA can be formally captured.

As far as we know, the only work addressing this problem
is [17], where a new mental attitude want is proposed (also
named potential intention). This mental attitude abbrevi-
ates Bel iA ∨ IntiBel iA. It follows from Bel iA → (Bel iA ∨
IntiBel iA) that if an agent believes A, then he wants A.

Instead of a want operator we here focus on the inten-
tion to believe. Here, “to intend to believe” refers to an
introspective mechanism. Thus, an instance of theorem 1 is:

Bel iBel iA → ¬Int iBel iA

In others words, an agent cannot want to believe A, if he
believes that he already believes A.

We propose to add to (RelIntBel1) a second principle as
formalized by the following axiom:

(IntiBel iA ∧ Bel i¬A) → IntiA (RelIntBel2)

This axiom is read “if an agent believes A is false and intends
to believe A then he will intend A”. Suppose i intends to
believe A, but actually he believes ¬A; then i should be
prepared to act in order to change the world, which justifies,
the intention that A. The other way round, if i ignores
whether A is true or not, then the intention to believe that
A can be held without holding the intention to act in order
to bring about A. There seems to be no similar axiom in the
literature. It allows us to prove that (Int iBel iA∧¬IntiA) →
¬BelIf iA. Hence if i intends to believe A without intending
A, then he ignores whether A.

Finally, our third constitutive property of the rational
balance between intention and belief is the following axiom
(that is derived in [17]):

IntiA → IntiBel iA (RelIntBel3)



This means that an agent cannot intend A without intend-
ing to believe A. The converse should not be valid: we can
intend to believe A without intending A. Suppose e.g. you
ignore whether the light is off or not, and you intend to be-
lieve that it is off. In this case you are prepared to act in
order to acquire that belief, typically by a sensing action
(checking that it is indeed off), but you are not necessar-
ily prepared to switch it off: the latter intention might be
generated in a second stage when realizing that the light is
on.

Note that it follows from (RelIntBel1) and (RelIntBel3) that
(RelIntBel2) is an equivalence: IntiA ↔ Int iBel iA∧Bel i¬A.

Finally, there are two essential properties related to the
agent’s introspection capacity (cf. [17]):

Bel iIntiA ↔ IntiA (RelIntBel4)

Bel i¬IntiA ↔ ¬IntiA (RelIntBel5)

These two axioms mean that intentions (respectively, non-
intentions) of an agent are sound and complete with respect
to his believed intentions (respectively, non-intentions).

Remark 1 We have neglected here a property of intention
of [7], viz. that an agent i cannot entertain the intention
that A if he believes that A is always false. We have omitted
this here in order not to introduce into our logic a temporal
operator.

5. SEMANTICS
As we have seen, except the operators Inti, we only have

normal modal operators. For all of our axioms character-
izing them, the famous modular completeness result due to
Sahlqvist [19] applies, and we get for free a possible worlds
semantics for our logic based on accessibility relations.

The modal operators Inti are non-normal. Their logic
is that of a classical modal logic, having a neighborhood
semantics [6]. These models can be combined with the ac-
cessibility relation models, and completeness of the resulting
multi-modal logic can be proven in a fairly standard way for
most of the axioms.

In [9, 10] it is shown that non-normal modal operators
can be translated to normal modal logics: IntiA becomes
¬2i,1¬(2i,2A ∧ 2i,3¬A), where 2i,1, 2i,2 and 2i,3 are nor-
mal modal operators.

We currently investigate tableau theorem proving algo-
rithms for our logic, and we have already implemented part
of the logic. In [3] the theoretical basis of the Lotrec generic
tableau prover (which is still under development) was pre-
sented. As soon as semantical completeness is ensured,
Lotrec offers an easy way of implementing sound and com-
plete tableau method for our logic. The termination issue
still remains to be addressed (and with it decidability).

6. COOPERATION PRINCIPLES
Generally speaking, to be cooperative w.r.t. an agent j

means to contribute to the satisfaction of j’s goals. While
being a quite popular definition nowadays, it is neverthe-
less superficial. Ideally, the contribution should be balanced
against a lot of other aspects, such as social rules and the
cognitive capacities of the agent one is supposed to help.
For example, to listen to j without interrupting him is a
rule of social cooperation (one thus helps j to better satisfy
his goals, viz. to speak), while not to answer more to his

question than he can memorize is a rule of cognitive coop-
eration (related to the Gricean maxim of quantity [12]).

To be cooperative w.r.t. j also means to try to understand
and satisfy j’s ultimate goals (cf. [17] for that aspect). As
we have shown in [5] accepting non-literal utterances of j

can be seen as a form of cooperation, as well as adopting
beliefs and intentions of j, and generating intentions with
the aim of (indirectly) allowing j to satisfy his intentions.

Having in mind our aim of defining a minimal logic of a
rational agent, we do not take into account here cognitive
capacities (such as limited reasoning and introspection) and
social rules. (Our axioms are nevertheless a priori consistent
with a more refined analysis.) We thus restrict ourselves to
two principles: belief adoption (an agent adopts the beliefs
of another agent); intention generation (an agent generates
intentions, in particular in order to aswer to the questions
that have been put to him, and to correct erroneous beliefs
of other agents).

If one wants to completely describe the mental state of an
agent after such a belief adoption and intention generation
process, one has to supplement these principles by principles
of belief preservation, as studied in cognitive robotics [20,
28]. We have studied such principles before [13, 11], and do
not go into the details here.

6.1 Belief adoption
When an agent i adopts a belief of another agent j he

starts to believe himself what he believes j believes. Adop-
tion must be constrained in some way in order to avoid to
take over just everything another agent has uttered. We
here formulate that condition in terms of competence: an
agent adopts j’s belief if he believes that j is competent at
that belief. This notion has also been used by Cohen &
Levesque [7] and Sadek [17]. Formally, in order to describe
the competence of an agent at a formula we use a relation

of dependence [13]: i
c

; p means that i is competent at p.
This enables us to formulate the following axiom:

Bel iA → A

if i
c

; A and A is objective
(AdoptBel1)

(Remember a formula is objective if it contains no modal

operator Bel or Int .) Note that
c

; is a metalinguistic notion.

Remark 2 As this is a logical axiom, and as our logic of
belief is the logic modal KD45, by the inference rule of neces-
sitation we obtain from (AdoptBel1) that an agent’s compe-

tence is mutual knowledge: axiom entails that if i
c

; A then
Belk1

. . .Belkn
(Bel iA → A) for every {k1, . . . , kn} ⊆ AGT .

Another principle of belief adoption that supplements the
above is the following: if j asserts A and A does not contra-
dict k’s beliefs, then k adopts A:

¬Belk¬A → After 〈i,j,A〉BelkA (AdoptBel2)

(Remember that k observes i’s act because we have supposed
that actions are public.) Note that k adopts A even if i is
not competent at A. A similar principle has been proposed
in [26].

6.2 Intention generation
Intention generation completes our principles of coopera-

tion. Suppose Bel iIntjA. Intuitively, the difficulty is to take



into account the preceding axiom (RelIntBel1) in an appropri-
ate way: i should only generate the intention to bring about
A when i believes that A is currently false. We formalize
this in the sequel.

When i doesn’t believe that A is currently true (¬Bel iA)
then i does not necessarily entertain the intention that A

be true. Indeed, if moreover ¬Bel i¬A then i doesn’t know
whether A is currently true or not, and it cannot be the case
that IntiA because ¬Bel i¬A implies ¬IntiA. The only thing
that can be guaranteed here is that i adopts the intention
to believe that A (cf. our discussion about (RelIntBel1) in
Sect. 4). If we rewrite this we obtain our central axiom:

(Bel iIntjA ∧ ¬Bel iA∧

¬IntiBel i¬A) → IntiBel iA
(GenInt1)

Remark 3 As we have said, we did not include in our ax-
ioms that an agent i cannot entertain the intention that A

if he believes that A is always false. This means that i must
abandon his intention IntiA as soon as i starts to believe
that A will always be false, and the other way round IntiA

cannot be generated if i believes that A will always be false.
We can constrain axiom (GenInt1) in order to guarantee this.

Remark 4 (GenInt1) is too strong if there are more than
two agents. Indeed, suppose that i cooperates with both j and
k, and that i thinks j and k have contradictory intentions:
Bel iIntjA∧Bel iIntk¬A. Suppose moreover that ¬BelIf iA∧
¬Int i¬A ∧ ¬IntiA (i.e. i doesn’t bother at all about A).
Then by (GenInt1) i generates the intentions Int iBel iA and
Int iBel i¬A. But this is inconsistent according to (RelIntBel1).

A way of taking into account such possible inconsistencies
is to weaken (GenInt1) by adding to the premisses the condi-
tion that j’s intention must be consistent with the intentions
i attributes to the other agents:

(Bel iIntjA ∧ ¬Bel iA ∧ C) → Int iBel iA

where C is a formula of the form ¬Bel iIntk1
¬A∧ . . .∧¬Bel i

Intkn
¬A. Such a condition C might also take into account

priorities and preferences of i w.r.t. the intentions of his
fellow agents.

Another way of weakening (GenInt1) is to stipulate that i

cannot stay without taking position as soon as he learns that
j and k have inconsistent intentions. This can be formalized
by a principle such as

Bel iIntjA → (IntiA ∨ Int i¬A)

6.3 Intention generation: derived principles
In the rest of the section we discuss two other important

principles, and we show that they can be derived from our
central axiom.

First of all, note that by theorem 2 the second premiss
¬Bel iA of our central axiom (GenInt1) ensures that i will
not generate the intention to believe A if i already has a
contradictory intention.

In accordance with (RelIntBel2) and(GenInt1), if an agent
i believes that an agent j has the intention that A be true,
and i does not have the intention that A be false, then i

adopts the intention that A be true. By theorem 1, if agent
i believes that A is false then he cannot have the intention
that A be false. Putting this together we obtain:

Theorem 3 Axiom (GenInt1) implies

(Bel iIntjA ∧ Bel i¬A) → IntiA (GenInt2)

Hence our first principle (GenInt2) says that if i believes that
the world must necessarily change (in the aim to satisfy the
j’s intention), then j’s intention is directly adopted.

Proof. The hypothesis is Bel iIntjA ∧ Bel i¬A. On the
one hand, Bel i¬A → ¬Bel iA with axiom (D), and we thus
obtain the second hypothesis of (GenInt1).
To establish the third hypothesis of (GenInt1) we proceed as
follows: first, we derive IntiBel i¬A → Bel i¬Bel i¬A with
(RelIntBel1). Then Bel i¬Bel i¬A → ¬Bel i¬A with axiom
(5). We thus obtain Int iBel i¬A → ¬Bel i¬A, and by con-
traposition Bel i¬A → ¬Int iBel i¬A.
In consequence the hypotheses of axiom (GenInt2) imply
those of axiom (GenInt1). The latter allows us to obtain
IntiBel iA:

(Bel iIntjA ∧ Bel i¬A) → IntiBel iA

Now (Int iBel iA ∧ Bel i¬A) → IntiA with (RelIntBel2), en-
tailing (GenInt2).

The second principle of intention generation stipulates
that if agent i believes that agent j has the intention that A,
and i believes that A is currently true, then i will generate
the intention that j believe A.

Theorem 4 Axiom (GenInt1) implies

Bel iIntjA → IntiBeljA (GenInt3)

Proof. (GenInt1) allows to derive (GenInt2), of which
(Bel iIntjBeljA∧Bel i¬Bel jA) → IntiBeljA are an instance.
As IntjBel jA implies Bel j¬Bel jA by (RelIntBel1), we have
Bel iIntjBeljA → Bel iBel j¬Bel jA by the principles of
modal logic K. As Belj¬Bel jA is equivalent to ¬Bel jA in
KD45, we obtain Bel iIntjBeljA → Bel i¬Bel jA.

Thus we obtain Bel iIntjBel jA → IntiBel jA from
(GenInt2).

On the other hand, as IntjA implies IntjBel jA by
(RelIntBel3), we have Bel iIntjA → Bel iIntjBeljA by the
principles of modal logic K.

Finally transitivity of → allows us to conclude that Bel i
IntjA → IntiBel jA.

Remark 5 Conditions Bel iIntjA and Bel iA of (GenInt3)
cannot be simultaneously true if j is competent at A. In-
deed, Bel iIntjA → Bel iBel j¬A by (RelIntBel1), and if j was
competent at A then we would have Bel iBel j¬A → Bel i¬A,
which cannot be the case because Bel iA and Bel i¬A are in-
consistent.

To sum it up, our central axiom allows us to derive natural
and powerful principles of cooperation. In the next section
we shall show that they can be applied successfully to derive
yes-no questions and requests from assertions.

7. INFERRING NON-ASSERTIVE ACTS
In this section, we illustrate by two examples how the

effects of yes-no questions and request can be obtained from
assertive speech acts via our cooperative principles.



7.1 The effects of assertion speech acts
In [18], Sadek describes three types of effects, that we

present here in a slightly simplified version.

• The rational effect corresponds to the effect of the act
on the addressee as expected by the speaker.

• The intentional effect is the speaker’s intention to pro-
duce the rational effect on the addressee (this effect is
related to the gricean point of view of communication).

• The indirect effect5 corresponds to persistence
(through the performance of the act) of the feasibil-
ity preconditions.

The rational effect is not directly produced by the ad-
dressee, but obtains only if the speech act’s satisfaction con-
ditions hold (see [21]). For example, if α = 〈i, j, p〉 has just
been performed, its rational effect is Bel jp.

Note that in [18] the formalization of effects is more fined-
grained than here. We aimed at good compromise be-
tween soundness of representation and its complexity, and
we therefore simplified his model).

The intentional effect is based on the rational effect. It
describes that the speaker wants the hearer to believe that
the speaker intends to produce an effect. Thus, the inten-
tional effect resulting from the performance of α = 〈i, j, p〉
is: Int iBel jIntiBeljp.

Finally, the indirect effect is related to the preservation of
the capacity precondition and of the relevance precondition.
For example, the capacity precondition of α = 〈i, j, p〉 is
Bel ip; the relevance precondition of α is ¬Bel iBelIf jp.6

We suppose here that action laws are part of the common
beliefs. Thus, any observer of the performance of a speech
act believes that the indirect effect and the intentional ef-
fect have occurred: if k observes the performance of α,
then BelkIntiBel j Int iBeljp∧Belk Bel ip∧Belk¬Bel iBelIf jp

holds. If the addressee j (who is a particular observer of the
act) comes to believe p (by inferring it from the effects of the
act, his –other– beliefs and his rationality and cooperation
rules), then the rational effect obtains, too. In this case the
speech act is said to be satisfied.

7.2 The case of yes-no questions
Let α = 〈u, s, IntuBelIf uA〉 be the speech act that has

just been performed. Suppose that α corresponds to the
utterance “u says he wants to know if A holds”. As we have
shown previously (Sect. 2), this speech act represents a form
of indirection that can be interpreted as a yes-no question.
The effects of α on the agent s are as follows (see Sect. 7.1):

1. BelsIntuBelsIntuBelsIntuBelIf uA

2. BelsBeluIntuBelIf uA

3. Bels¬BeluBelIf sIntuBelIf uA

These effects respectively correspond to the rational (1) and
to the indirect effect (sincerity (2) and relevance (3)).

5“Indirect” must be understood as “the side effect of the
act”, and not as the effect of an indirect speech act.
6Sadek describes communicative acts that are not neces-
sarily speech acts. As we treat here only speech acts, the
capacity precondition can be viewed as the sincerity precon-
dition.

If we suppose every agent is competent at his mental at-
titudes (as it is manifested by the axioms (RelIntBel4) and
(RelIntBel5)), then

BelsIntuBelIf uA

is a consequence of (2) via (RelIntBel4). The principle
(RelIntBel1) (with the standard principles of the logic KD45
for belief) entails

BelsBelu¬BelIf uA

By the same principles, Belu¬BelIf uA is equivalent to
¬BelIf uA, and then we get

Bels¬BelIf uA

Finally, giving BelsIntuBelIf uA and Bels¬BelIf uA,
(GenInt2) allows us to conclude IntsBelIf uA. Thus, the
agent s satisfies the initial intention of the agent u, which
was that s adopts the intention that u knows if A holds.

7.3 The case of requests
Let α = 〈u, s, IntuDoneβ⊤〉 be the speech act that has

just been performed, where s is the author of β. Suppose
it corresponds to the utterance “I want you to perform β”.
This speech act is an indirection that can be interpreted as
a request (see Sect. 2). The effects of α on s are as follows
(see Sect. 7.1):

1. BelsIntuBelsIntuBelsIntuDoneβ⊤

2. BelsBeluIntuDoneβ⊤

3. Bels¬BeluBelIf sIntuDoneβ⊤

These effects respectively correspond to the intentional ef-
fect (1) and to the indirect effect ((2) and (3)).

If we suppose that every agent is competent at his own
mental attitudes, then

BelsIntuDoneβ⊤

is a logical consequence of (2). If we suppose that s believes
that he has not just performed β, i.e.

Bels¬Doneβ⊤

then he will intend to perform β (via (GenInt2)). To sum
it up, s satisfies the initial intention of u, which was that s

performs β.

Remark 6 If β is an action that must be performed by u

(and not by s), the corresponding utterance of u would be
of the form “I want to perform β”. We might interpret this
utterance as an indirect speech act. Then u would ask s (in
the allusive mode) to perform the action in his place. This
would require a principle of the type “if an agent i believes
that an agent j intends to perform some action, then the
agent i will intend to perform this action”. Thus, we can
always add axioms in order to take into account more fined-
grained language phenomena.

Remark 7 In our example, we have supposed that the agent
s is aware that he had not already performed β. If we suppose
now that s believes he has already performed β, he will intend



that the agent u be aware of that (via (GenInt3).7) According
to the reaction of u (“I did not [hear | understand | remember
| ...]”), the agent s may perform β again (in this case, a
new intention should be generated, because the first one has
already been satisfied).

Finally, we could suppose s does not remember if he has
already performed β. The intention generated by (GenInt1)
should then be related to a research of s in his memory, with
the aim of knowing if he has already performed β. Accord-
ing to the answer, he will generate an intention either via
(GenInt2) or via (GenInt3).

This last case formally shows the point of view developed
in Sect. 4 on the problem of switching the light in a room
where we do not know if the light is on or off. In this sense,
this example illustrates that the axiom (RelIntBel1) does not
rely intention and belief in a too strong way.

8. DISCUSSION AND CONCLUSION
We have presented a minimal logic for cooperative interac-

tion. It is based on a primitive notion of intention satisfying
the principle that the intention that A implies the belief that
A is currently false. We have completed the principles that
have been put forward in the literature by a new one.

The only type of speech acts in our logic are assertions.
We have shown how requests and yes-no questions can be
inferred in this framework from particular assertions, in a
way similar to the inference of indirect speech acts. Infer-
ence is via cooperation principles, the most important of
which are original. We have thus shown that our minimal
logic allows nevertheless to reason about communication in
a cooperative environment.

Our formal framework is thus relatively simple, and facil-
itates completeness results and theorem proving.

In a series of papers, Shapiro et col. have added the no-
tion of goal to the Situation Calculus. The proposals are all
based on the notion of knowledge (and not belief), public
actions and differ in the regression axiom for goals. As the
authors themselves note, those in [26, 25] lead to so-called
fanatic agents, who never abandon their goals (even when
they learn that they became true). In [27] every goal A

comes with a cancelling condition B associated to it. Once
i has adopted A, he can abandon A when he learns that B

is true. Nevertheless, other agents are still free to communi-
cate goals with cancelling condition ⊤, which can never be
abandoned.

It seems to us that the difficulties are inherent to the
choice of defining the goals after an action by a successor
state axiom. The latter requires expressing the resulting
goals explicitly as a function of the previous mental state
and the new information. This is not modular enough, in
the sense that all the cognitive processes that are involved
when i achieves a rational balance among his mental atti-
tudes must be taken into account in that axiom. To witness,
the three versions of the successor state axiom for goals in
the different papers differ according to the underlying hy-
potheses concerning trust and sincerity.
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