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BUMPY METRIC THEOREM IN THE SENSE OF MAÑE FOR

NON-CONVEX HAMILTONIANS

SHAHRIAR ASLANI AND PATRICK BERNARD

Abstract. We prove a bumpy metric theorem in the sense of Mañe for non-

convex Hamiltonians that are satisfying a certain geometric property.

1. Introduction

In the study of fibewise convex Hamiltonian systems, Ricardo Mañé introduced
the notion now called Mañé généricity ([13]): A property is called Mañé generic if,
for each Hamiltonian H, the poperty is satisfied by the Hamiltonian H + u for a
generic potential u.

Although this notion is particularly relevant in the case where H is convex, it also
makes pefect sense for more general Hamiltonians. Our goal in the present paper is
to investigate the Mañé-generic properties of periodic orbits of not necessarily convex
Hamiltonian systems and to work in the direction of what could be called a bumby
metric theorem in this context: the property that all periodic orbits on a given
energy surface are non-degenerate is Mañé generic. In the convex case, this problem
was studied in dimension 2 by Oliveira in [14], and the missing perturbation lemma
necessary to generalize his result in any dimenion was obtained in [15] (using an
incorrect normal form fixed in [5]). Observe however that there is a case not treated
in [14, 15], and that the bumpy metric theorem in the sense of Mañé remains open
even in the convex case, more details below. In the present paper, we generalize the
results proved in [14, 15] (which, as we just explained, are not exactly those stated)
to non-convex Hamiltonians.

There is a long history on the study of generic properties of periodic orbits in
various contexts. It started with the works of Kupka [10] and Smale [18] stating
that all orbits are hyperbolic for generic systems in the class of all vectorfields (and
moreover the intersections of stable and unstable manifolds are transverse). In the
class of Hamiltonian systems, such a property can’t be expected, but Robinson
[16, 17] proved among other things that generic Hamiltonian systems have no
degenerate periodic orbits on a given energy surface. The difference in the present
work is that we are considering the restricted class of perturbations by potentials.
The bumby metric theorem, obtained in the same period, claims that generic geodesic
flows have no degenerate periodic orbits, see [2, 11, 4] for contributions to this result,
and [6] for the semi-Riemannian case. Perturbing by potentials is similar (and to a
large extent equivalent) to considering conformal perturbations of metrics, which is
a much smaller family of perturbations than the class of all metrics. As to the study
of Mañé perturbations of convex Hamiltonians, besides the works [14, 15, 5] already
discussed, let us mention Contreras [7] where some important tools are introduced.
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2 S. ASLANI AND P. BERNARD

We will say that the Hamiltonian H(q, p) : T ∗M → R is convex if its fiberwise
Hessian ∂2p2H(q, p) is positive-definite for all (q, p) ∈ T ∗Rn. The follwing definition
will play a central role in our study of Mañé generic properties of periodic orbits :

Definition 1. Let H(q, p) : T ∗M → R be a Hamiltonian which is defined on the
cotangent bundle of a smooth manifold M. We say H is fiberwise iso-energetically
non-degenerate at (q, p) ∈ T ∗M if

(1.1) det

[
∂2p2H(q, q) ∂pH(q, p)

∂pH(q, p)T 0

]
6= 0.

This is equivalent to saying that p is a regular point of the function H(q, .) on
T ∗qM , and that the Hessian of this function is non-degenerate on the kernel of its
differential. This kernel is the intersection between the tangent space of the energy
level and the fibre.

A convex Hamiltonian is fiberwise iso-energetically non-degenerate at each point
except those where ∂pH = 0. There is one such point per fiber.

Another important example to have in mind is the case of fiberwise quadratic
Hamiltonians. If such a Hamiltonian is non degenerate in each fiber, then it is
fiberwise isoenergetically non-degenerate precisely outside of its zero energy level.

Given a periodic orbit θ of the Hamiltonian H, we can as is usual take a transverse
section and consider the Poincaré return map to that section. This Poincaré map
preserves the energy level, and we call restricted Poincaré map its restriction to
the energy level. The differential at the orbit of this restricted map is called the
restricted linearized return map. It is well defined and symplectic on the tangent
space to the restricted section. By taking a symplectic base of this tangent space,
we can consider the restricted linearized return map as an element of the symplectic
group Sp(2d). Up to conjugacy, it does not depend on the section or the base. The
orbit is called non-degenerate if 1 is not an eigenvalue of the restricted linearized
map.

Given a periodic orbit θ(t) = (Q(t), P (t)), of minimal period T , we say that s is

a neat time if Q̇(s) 6= 0 and if there exists no t 6= s mod T such that Q(s) = Q(t).
With this definition, the set of neat times is easily seen to be open (see the proof
of Lemma 6 below). Note, in contrast to what is implicitly assumed in [14, 15],
that periodic orbits without any neat time may exist, even in the convex case. For
example, if H is a natural system of the form H(q, p) = gq(p, p) + u(q), where g is a
Riemannian metric and u is a potential defined on the base, then there often exist
reversible periodic orbits, i.e. periodic orbits which perform a round trip above an
arc in the base. The existence of such orbits is studied for example in [11], where
they are called librations. They have no neat time.

Given an orbit θ of the Hamiltonian H, we say that the potential u is admissible
for θ if the value and the differential of u are both zero at each point of the projection
of θ. We denote by C∞θ (M) ⊂ C∞(M) the space of admissible potentials. If u is
admissible, then θ is also a periodic orbit of H + u. Given a transverse section to
θ, the restricted transverse section of θ for H + u is different from the restricted
transverse section of θ for H, but they have the same tangent space at the orbit.
So by choosing a symplectic base of this fixed tangent space, we can define the
restricted linearized return map L(θ,H + u), u ∈ C∞θ (M) as an element of Sp(2d).
The map u 7→ L(θ,H + u) is well defined up to a fixed conjugacy. Our first result is:
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Theorem 1. Consider a smooth Hamiltonian H(q, p) : T ∗M → R, and a periodic
orbit θ(t) of the Hamiltonian vector field of H. Assume that θ admits a neat time
t0 ∈ R such that H is fiberwise iso-energetically non-degenerate at θ(t0). Then the
map

C∞θ (M) 3 u 7−→ L(θ,H + u) ∈ Sp(2d)

is weakly open, meaning that the image of each non-empty open set contains a
non-empty open set.

This theorem is proved below in Section 3 using a local normal form stated and
proved in Section 2. It is likely that the above map is actually open, an adaptation
[12] should provide a proof. In the convex case, this perturbation statement was
obtained in [15], using a normal form from [8] which was corrected in [5]. Our
proof follows a similar strategy. In the convex case, it is automatic that H is
fiberwise isoenergetically non-degenerate at θ(t0) when t0 is a neat time, so this
assumption can be omitted. However, the assumption that θ admits a neat time
is necessary, and not automatic. It is wrongly omitted in [14, 15]. To see that the
existence of a neat time is a necessary assumption, consider again a natural system
H = gq(p, p)+v(q) and an orbit θ which is a libration (a reversible orbit). Then H+u
is still reversible for each potential u, meaning that (H+u)(q,−p) = (H+u)(q, p) and
as a consequence L(θ,H + u) is a reversible symplectic matrix for each u ∈ C∞θ (M),

meaning that R = LRL, where R =

[
I 0
0 −I

]
. Since the space of symplectic

reversible matrices is a submanifold of positive codimension in Sp(2d), the image of
the map u 7→ L(θ,H + u) has no interior, which contradicts the conclusion of the
theorem in that case.

It is also clear that some nondegeneracy assumption on H is necessary. Indeed, we
can consider the Hamiltonian H = p1 on the manifold M = T×Rd with coordinates
(q1, q̂). All the Hamiltonians H + u generate the equations q′1 = 1, q̂′ = 0, so all
orbits are periodic, and, in the sections q1 constant, the return map is fixing the q̂
coordinate, hence the linearized return maps have a first block line equal to [I, 0].
Such matrices have no interior in Sp(2d).

By methods similar to those used in [1, 2, 4, 14], Theorem 1 implies :

Theorem 2. Given a smooth Hamiltonian H : T ∗M → R, and a Baire meager
subset Υ ⊂ Sp(2d) invariant under conjugacy, there exists a dense Gδ subset
G ⊂ C∞(M) such that, for each u ∈ G, the Hamiltonian system H + u has the
following property :

The zero energy level of H + u is regular. Moreover, if θ is a zero energy periodic
orbit of H + u which admits a neat time t0 such that H is fiberwise isoenergetically
non-degenerate at θ(t0), then θ is non-degenerate and satisfies

L(θ,H + u) 6∈ Υ.

This theorem is proved in section 4. The main lines in the proof are similar to
those used in [4, 14], but our presentation is different and avoids the recurrence on
the periods.

The conclusion that θ is non-degenerate is actually contained in the conclusion
L(θ,H + u) 6∈ Υ, provided Υ contains matrices having an eigenvalue equal to one,
which can be assumed without loss of generality.

As mentioned earlier, the convex case was obtained in dimension 2 (d = 1)
by Oliveira in [14], and then in any dimension by Rifford and Ruggiero in [15]
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(complemented by [5]). Our statement is weaker than those in these papers, where
the conclusions are claimed for all periodic orbits. However, the existence of a
neat time t0 is implicitly used in these papers, and it is wrongly omitted in the
statements. In the convex case, once t0 is a neat time, it is automatic that H is
fiberwise isoenergetically non-degenerate at θ(t0).

Relaxing the constraint that θ admits a neat time and obtaining a result for all
periodic orbits is thus an interesting problem which remains open even in the convex
case, it will not be discussed further in the present paper .

In the non-convex situation studied here, we have the second undesirable con-
straint that H be fiberwise isoenergetically non-degenerate at θ(t0). This can obvi-
ously be ensured by assuming that H is fiberwise isoenergetically non-degenerate
at each point x of T ∗M where ∂pH(x) 6= 0. This however is a strong assumption
which is satisfied in the convex case, but not when H is a non-convex fiberwise
quadratic Hamiltonian. An important observation here is that the set ΣH of points
of T ∗M at which H fails to be fiberwise isoenergetically non-degenerate is a fixed
data of the problem, which is unchanged by adding a potential. We now give a
hypothesis on this set ΣH which is sufficient to generically ensure the condition that
H is fiberwise isoenergetically non-degenerate at θ(t0). This condition is satisfied
by the set ΣH associoated to non-degenerate fiberwise quadratic Hamiltonians.

Hypothesis 1. The subset Σ ⊂ T ∗M is contained in a countable union of manifolds
of positive codimension which are transversal to the vertical.

Theorem 3. Let H : T ∗M → R be a smooth Hamiltonian and let Σ be a subset
of T ∗M satisfying Hypothesis 1. There exists a dense Gδ subset G ⊂ C∞(M) such
that, for each u ∈ G, the Hamiltonian system H + u has the following property :

For each orbit θ of H + u, and each time t0 such that ∂pH(θ(t0)) 6= 0, there exist
times t, arbitrarily close to t0, such that θ(t) 6∈ Σ.

This theorem is proved in Section 5. It can be applied in particular to the
case where Σ is the subset of points at which H is not fiberwise isoenergetically
non-degenerate, and we obtain:

Theorem 4. Let H : T ∗M → R, be a Hamiltonian such that ΣH satisfies Hypothesis
1, and let Υ ⊂ Sp(2d) be Baire meager subset invariant under conjugacy. There
exists a dense Gδ subset G ⊂ C∞(M) such that, for each u ∈ G, the Hamiltonian
system H + u has the following property :

The zero energy level of H + u is regular. Moreover, if θ is a zero energy periodic
orbit of H + u which admits a neat time t0, then θ is non-degenerate and satisfies

L(θ,H + u) 6∈ Υ.

Notations. We denote by d+1 the dimension of M , so that the symplectic sections
have dimension 2d. We denote by M(m),S(m),S−(m) respectively the spaces of
square matrrices of size m, of symmetric matrices of size m, and of antisymmetric
matrices of size m. Finally, we denote by Sp(m) (m even) the group of symplectic
matrices and by by sp(m) the space of Hamiltonian matrices, which are the matrices

L such that JL is symmetric, where J is the standard symplectic matrix

[
0 I
−I 0

]
.

We will usually denote by q = (q1, . . . , qd+1) = (q1, q̂) the local coordinates on M
and by x = (q, p) = (x1, x̂) the local coordinates on T ∗M . We denote by (ei) the
canonical bases of Rm and Rm∗.
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We will denote by ϕ(t, x, u) or ϕtu(x) the Hamiltonian flow of H + u. Note that
the space C∞(M) of potentials u is a separable Fréchet space, but not a Banach
space. Although names may suggest the opposite, there is not simple notion of
Fréchet differential on a Fréchet space. The notation ∂u of partial derivative with
respect to the variable u ∈ C∞(M) will always be understood in the meaning of
Gateau differentiability. We will restrict to finite dimensional subspaces of C∞(M)
whenever we really manipulate differential calculus (and then refer to the stronger
notion of Fréchet differential).

1.1. Acknowledgement. This project has received funding from the European
Union’s Horizon 2020 research and innovation program under the Marie Sk lodowska-

Curie grant agreement No 754362.

2. Normal form near orbit segments of non-convex Hamiltonian
systems

In this section, we give a normal form near fiberwise isoenergetically non-
degenerate points which will be used to derive Theorem 1. This normal form
and its proof are similar to the one obtained in [5] in the convex setting, and the
novelty here is to single out fiberwise isoenergetic non-degeneracy as the appropriate
hypothesis. Since potentials, or in other words Hamiltonians constant on the fibers,
play a special role in the problem, we need to restrict to symplectic charts which
preserve the vertical fibration, and more precisely charts Ψ : U × (Rd+1)∗ → T ∗M
which send each fiber q × (Rd+1)∗ to a fiber of T ∗M (not necessarily in a linear
way).

Theorem 5. Let H : T ∗M → R be a smooth Hamiltonian, and let x0 ∈ T ∗M be a
point such that H is fiberwise isoenergetically non-degenerate at x0. Then, there
exists a fibered symplectic chart near x0 and δ > 0 such that, in these coordinates,
for |t| ≤ δ, we have:

(1) ϕtH(0) = (te1, 0)
(2) ∂2qp̂H(te1, 0) = 0.

(3) ∂2p1p̂H(te1, 0) = 0.

(4) ∂2p̂p̂H(te1, 0) = D,

where D is a diagonal matrix whose diagonal elements are ±1, and where we denote
by ϕtH the Hamiltonian flow of H.

Remark 1. Assertion (1) implies that

(5) ∂2q1qH(te1, 0n) = 0, t ∈ [−δ, δ].

Proof of theorem 5. By using a chart on M at q0 = π(x0), we can assume that
M = Rd+1. Since H is fiberwise isoenergetically non-degenerate at x0, we have
∂pH(x0) 6= 0, which implies that the projected orbit t 7→ π◦ϕtH(x0) is an embedding
near t = 0. This allows to take the chart in such a way that, for small t,

(2.1) π ◦ ϕtH(x0) = te1.

We denote by H(q, p) the Hamiltonian in these local coordinates. Since ∂pH = e1
the hypothesis that H is fiberwise isoenergetically non-degenerate at x0 is equivalent
in coordinates to the fact that ∂2p̂p̂H(0) is invertible.
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Definition 2. (a) We call a symplectic map Ψ(q, p) : T ∗Rd+1 → T ∗Rd+1 fibered
whenever it preserve the vertical fiberation. The symplectc differomorphism Ψ is
fibered if and only if it has the form Ψ(q, p) =

(
φ(q), G(q, p)

)
, where φ(q) is a local

diffeomorphism of the Rd+1.
(b) We say that Ψ is homogeneous if it preserves the zero section, then its is of the
form Ψ(q, p) =

(
φ(q), [dφ−1(q)]T p

)
for some local diffeomorphism φ of the base.

(c) We say that Ψ is vertical if it preserves each fiber, then it is of the form
Ψ(q, p) =

(
q, p+ dg(q)

)
for some function g(q) : Rd+1 → R.

(d) We say that Ψ is admissible if it is a fibered symplectic local diffeomorphism,
and if its horizontal component is the identity on a small interval te1, |t| ≤ δ.

Each fibered symplectic diffeomorphism is the composition of a homogeneous
and of a vertical one.

We shall now prove the conclusions of the Theorem by applying a succession of
admissible diffeomorphisms. In each step, we denote by H the original Hamiltonian,
and by H = H ◦Ψ the Hamiltonian in the new coordinates. We allow ourselves to
reduce δ at each step.

Proof of (1). Let P 1(t) be the first component of P (t) (the vertical component of the
orbit before the change of coordinates). We consider a function v(t) : R→ R such

that v′ = P 1 and the function u(q1, q̂) := v(q1) + P̂ (q1) · q̂. We have dute1 = P (t),
hence applying the vertical diffeomorphism Ψ(q, p) = (q, p + duq), the new orbit
(Q(t), P (t)) = Ψ−1(Q(t), P (t)) satisfies P (t) = 0 for small t. �

Proof of (2). We assume that (1) holds. We consider the vector field

V (q) := ∂pH(q, 0)

on Rd+1. We apply the flow box Theorem to find a local diffeomorphism φ of Rd+1

near 0 such that the backward image of V by φ is the constant vectorfield V (q) ≡ e1.
Since the initial orbit of 0 for the flow of V is already t 7→ te1, we can moreover
assume that φ is fixing the points te1, |t| ≤ δ.

Let Ψ(q, p) = (φ(q), p ◦ dφ−1q ) be the corresponding homogeneous diffeomorphism
and H = H ◦ ψ. Since Ψ is symplectic, it sends the Hamiltonian vectorfield XH of
H to the Hamiltonian vectorfield XH of H, meaning that

XH(Ψ(q, p)) = dΨ(q,p) ·XH(q, p),

and in particular
XH(φ(q), 0) = dΨ(q,0) ·XH(q, 0).

Looking at the horizontal components, we get

V (φ(q)) = dφq · ∂pH(q, 0)

which means that V (q) := ∂pH(q, 0) is the backward image of V under φ. The way
we chose φ implies that

∂pH(q, 0) = V (q) ≡ e1
locally. This is much stronger than (2), but we will apply other changes of coordinates
which will not preserve this additional structure. �

The two steps just performed do not use the hypothesis of fiberwise isoe-nergetic
non-degeneracy, but this hypothesis is essential for the next steps. In coordinates
such that (1) holds, this hypothesis is equivalent to the invertibility of the matrix
∂2p̂p̂H(0).
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Proof of (3). We assume that (1) and (2) are satisfied for H, and prove that (3)
can be obtained by a further admissible change of coordinates. We consider a base
diffeomorphism of the form φ(q1, q̂) = (q1 + l(q1) · q̂, q̂), where q1 7→ l(q1) is a smooth
map with values in Rd∗ defined near 0 in R. The corresponding homogeneous
diffeomorphism satisfies

Ψ : (q1, 0, p1, p̂) 7→ (q1, 0, p1, p̂− p1l(q1)).

We then have ∂p̂(H ◦Ψ)(q1e1,p1,p̂) = ∂p̂H(q1e1,p1,p̂−p1l(q1)) hence

∂2p1p̂H(q1e1,0) = ∂2p1p̂(H ◦Ψ)(q1e1,0) = ∂2p1p̂H(q1e1,0)
− ∂2p̂p̂H(q1e1,0)

· l(q1).

We obtain (3) by choosing

l(q0) := (∂2p̂p̂H(q1e1,0)
)−1 · ∂2p1p̂H(q1e1,0)

.

Observe that ∂2p̂p̂H(q1e1,0)
is invertible for small q1 as a consequence of the hypothesis

of fiberwise isoenergetic non-degeneracy.
Finally, let us check that we have preserved (2). As in the proof of (2), the

diffeomorphism φ sends the vectorfield V (q) = ∂pH(q, 0) to the vectorfield V (q) =
∂pH(q, 0). Here φ preserves the q̂ coordinate, hence

∂2q̂pH(q1e1, 0) = ∂q̂V (q1e1) = ∂q̂V (q1e1) = ∂2q̂pH(q1e1, 0).

Note however that the additional equality ∂2q1pH(q1e1, 0) = 0 that had been obtained
in the previous step is not preserved. �

Proof of (4). We assume that the equations (1) to (3) initially hold. We will
obtain (4) by an admissible (usually not homogeneous) transformation preserving all
these equalities. This transformation will be decomposed into first a homogeneous
tranformation and second a vertical transformation none of which preserve (2).

The first step consists of applying the homogeneous change of coordinates Ψ
associated to a diffeomorphism of the form

φ(q1, q̂) = (q1,M(q1) · q̂),
where M(t) is a d× d invertible matrix depending smoothly on t ∈ R near t = 0.
The matrix of the differential of φ is

J(q) =

[
1 0

M ′(q1)q̂ M(q1)

]
, J−1(q) =

[
1 0

−M−1(q1)M ′(q1)q̂ M−1(q1)

]
,

where M ′(q1) is the derivative. We thus have

Ψ(q, p) =
(
q1,M(q1)q̂, p1 − p̂M−1(q1)M ′(q0)q̂, p̂M−1(q1)

)
.

The Hamiltonian in original coordinates is of the form

H(q, p) = H(q, 0) + v(q)p0 +
1

2
a(q1)p21 +

1

2
〈p̂A(q1), p̂〉+O3(q̂, p),

with v(q) = ∂p1H(q, 0), a(q1) = ∂2p1p1H(q1e1, 0), A(q1) = ∂2p̂p̂H(q1e1, 0). We com-
pute

H(q, p) = H ◦Ψ(q, p) = H(q, 0) + v(q)p1 − p∗M−1(q1)M ′(q1)q̂ +
1

2
a(q1)p21

+
1

2
〈p̂M−1(q1)A(q1), p̂M−1(q1)〉+O3(q̂, p).

Since A(q1) is assumed invertible for q1 = 0, there exists a diagonal matrix D with
diagonal terms equal to ±1, and a matrix M(0) such that M(0)DM t(0) = A(0),
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which implies that ∂2p̂p̂H(0, 0) = D. Moreover, there exists a smooth curves M(t)

of matrices, defined near t = 0 such that M(t)DM t(t) = A(t) for all small t (we
shall actually construct such a curbe M(t) below) and this implies that A(t) :=
∂2p̂p̂H(te1, 0) is constant and equal to D for small t.

However, the unavoidable apparition of the term p̂M−1(q0)M ′(q0)q̂ means that
(2) has been destroyed. In order to be able to restore it by a vertical change of
coordinates, we need a particular choice for the curve M(t) :

Lemma 2. We can choose M(t) in such a way that

H(q, p) = H(q, 1) + v(q)p1 − p̂DB(q1)q̂ +
1

2
a(q1)p21 +

1

2
p̂Dp̂t +O3(q̂, p),

where B(q1) is symmetric for all small q1.

Proof. We need the matrix M(t) to satisfy the two conditions that M(t)DM t(t) =
A(t) and B(t) := DM−1(t)M ′(t) is symmetric (recall that D2 = Id). Derivating
the first condition, we get M ′DM t +MD(M ′)t = A′. Using the symmetry of B, we
have that (M t)′(M t)−1D = DM−1M ′, which implies MD(M t)′ = M ′DM t. We
obtain the equation 2M ′DM t = A′ or in other words :

M ′(t) = A′(t)(M t)−1D/2.

Reducing δ if necessary, there exists a solution M(t) of this differential equation on
the interval [−δ, δ], with an initial condition M(0) satisfying M(0)DM t(0) = A(0)
(such an M(0) exists provided the number of −1 on the diagonal on D is equal to
the signature of A(0)). For such a solution, we see that the corresponding B is

DM−1M ′ = DM−1A′(M t)−1D/2

and so it is symmetric. Then, the computation made earlier shows that (MDM t)′ =
A′. Since the equality MDM t = A is satisfied at t = 0, it is thus satisfied for all
t ∈ [−δ, δ]. �

The second step consists of applying the vertical change of coordinates

Θ : (q, p) 7→ (q, p+ duq)

with u(q) = q̂tB(q1)q̂/2, so that duq = (α(q), q̂tB(q1)) (where α is just some function
of q that we do not need to compute). We obtain :

H ◦Θ(q, p) =H(q, 0) + v(q)(p1 + α(q))− p̂DB(q1)q̂ +
1

2
a(q1)(p1 + α(q))2

+
1

2

(
p̂+ q̂tB(q1)

)
D
(
p̂t +B(q1)q̂

)
+O3(q̂, p)

=H(q, 0) + v(q)α(q) +
1

2
q̂tB(q1)DB(q1)q̂ + v(q)p1 + a(q1)p1α(q) +

1

2
a(q1)p21

− p̂DB(q1)q̂ +
1

2
p̂DB(q1)q̂ +

1

2
q̂tB(q1)Dp̂t +

1

2
p̂Dp̂t +O3(q̂, p)

=f(q) + w(q)p1 +
1

2
a(q1)p21 +

1

2
〈p̂D, p̂〉+O3(q̂, p),

for some smooth functions f such that f(q1, 0) = H(0, 0), and w such that w(q1, 0) =
1. Note in the above computation that q̂tB(q1)Dp̂t = p̂DB(q1)q̂ because this is a
1× 1, hence obviously symmetric, matrix. �
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3. Perturbing the linearized maps.

We prove Theorem 1. We consider a periodic orbit θ of H, of minimal period T .
We assume that there exists a neat time t0 such that H is fiberwise isoenergetically
non-degenerate at θ(t0), and there is not loss of generality in assuming that t0 = 0.
We work locally near x0 = θ(0), in the coordinates given by Theorem 5. In these
coordinates, x0 = θ(0) = (0, 0).

The Hamiltonian flow of H defines Poincaré transition maps along the orbit
(te1, 0) between the sections {q1 = 0} and {q1 = t} for |t| ≤ δ. We shall be
mostly interested in the restriction of this transition map to the energy level
{H = 0}, called the restricted transition map. In the local coordinates, we have
dH(te1, 0) = (0, e1), hence the tangent space to the energy level along the orbit is
{p1 = 0}, and the tangent space of the restricted section {H = 0} ∩ {q1 = t} is the
space {q1 = 0, p1 = 0}, which we identify symplectically with R2d with coordinates
x̂ = (q̂, p̂). The differential at 0 of the restricted transition map between the sections
{q1 = 0} and {q1 = t} is then a symplectic linear map L(t) ∈ Sp(2d).

Lemma 3. Assume that H : T ∗Rd+1 → R satisfies the conclusions of theorem 5,
then the restricted linearized transition maps L(t) solve the differential equation

L̇(t) = Y (t)L(t),

where

Y (t) := J∂2x̂2H(te1, 0) =

[
0 D

−K(t) 0

]
,

K(t) := ∂2q̂2H(te1, 0), D := ∂p̂2H(te1, 0).

Proof. Let XH be the Hamiltonian vectorfield of H, and let Z := XH/∂p1H. In
other words, Z is the reparametrisation of XH which has its first coordinate equal
to 1. The flow of Z defines the same local transition maps as XH between the
sections {q1 = 0} and {q1 = t}, and this map is (q̂, p) 7→ ϕtZ(0, q̂, p) (the definition
of Z ensures that this point does belong to the section {q1 = t}).

The linearized system associated to XH along the orbit (te1, 0) is given by the
equations

q′1(t) = (∂2H/∂2p1)(te1, 0)p1 + (∂2H/∂q1∂p1)(te1, 0)q1 , p′1(t) = 0,

x̂′(t) = Y (t)x̂(t) + J(∂2H/∂q1∂x̂)q1 + J(∂2H/∂p1∂x̂)p1.

Denoting f = 1/∂p1H, the expression dZ(te1, 0) = fdX(te1, 0) + (e1, 0)df(te1, 0)
shows that only the first equation in the linearized system of Z is different from the
one of XH . So the linearized system of Z along the orbit (te1, 0) is given by the
equations

q′1(t) = 0 , p′1(t) = 0,

x̂′(t) = Y (t)x̂(t) + J(∂2H/∂q1∂x̂)q1 + J(∂2H/∂p1∂x̂)p1.

If L(t) is the solution of the equation L′ = Y L with initial condition L(0) = Id,
then the differential of the flow ϕtZ at 0 satisfies

(0, 0, x̂) 7→ (0, 0, L(t)x̂)

which implies that the differential at 0 of the transition map preserves the space
{p1 = 0} and that its restriction to this subspace is given by L(t). �



10 S. ASLANI AND P. BERNARD

We are now interested in the linearized transition map of the Hamiltonian H + u,
where u is a smooth admissible potential, which here means that

u(te1) = 0 , du(te1) = 0 ∀t ∈ [0, δ].

If u is admissible and H satisfies the conclusions of theorem 5, then so does H + u,
hence the linearized transition maps Lu(t) associated to H + u are described as
follows:

Lemma 4. If H : T ∗M → R satisfies the conclusions of theorem 5, then for an
admissible potential u, the linearized transition maps Lu(t) associated to H + u
satisfy

(3.1) L̇u(t) = Yu(t)Lu(t).

where Yu(t) = J∂2x̂2(H + u)(te1, 0n) = Y (t) +Wu(t), Wu(t) =

[
0 0

−∂2q̂u(te1) 0

]
.

In order to prove Theorem 1 we need to understand to what extent the linearized
transition map Lu(δ) can be chosen by choosing the admissible potential u. Note
that any compactly supported smooth curve B(t) :]0, δ[→ S(d) is the curve Bu(t)
associated to some admissible potential u. So we are reduced to the following
non-autonomous linear control problem:

(3.2) L̇B(t) = Y (t)LB(t) +

[
0 0

B(t) 0

]
LB(t),

where Y (t) is a given curve of Hamiltonian matrices, and B(t) is a control taking
values in S(d). Recall that a matrix M is called Hamiltonian if JM is symmetric.
We denote by sp(2d) the set of Hamiltonian matrices of size 2d×2d. This Lie algebra
is the tangent space at the identity of the group Sp(2d) of symplectic matrices. On
this control problem, we can adapt [15] to our setting and get:

Proposition 6. There exists a nowhere dense closed set KD ⊂ S(d), which depends
on the diagonal matrix D, such that the differential at B0 of the map

C∞c (]0, s[,S(d)) 3 B 7−→ LB(s) ∈ Sp(2d)

is onto for each s ∈]0, δ[ provided K(0) +B0(0) 6∈ KD, where C∞c (]0, s[,S(d)) is the
space of compactly supported smooth curves, and LB(t) is the solution starting with
initial condition LB(0) = 0 of the differential equation (3.2).

Assuming this Proposition, we finish the proof of the Theorem.
Proof of Theorem 1. Let U be an open set in the space C∞θ of admissible potentials.
There exists u0 ∈ U such that the corresponding B0(t) = ∂2q̂q̂u0(te1, 0) satisfies

K(0) +B0(0) ∈ KD.
Proposition 6 then implies the existence of a finite dimensional linear subspace

F ⊂ C∞c (]0, δ[,S(d)) such that the restriction

F 3 B 7→ LB0+B(δ) ∈ Sp(2d)

is a C1 submersion at B = 0. We denote L(B) := LB0+B(δ) this map. There is a
finite dimensional subspace E of smooth admissible potentials, the support of which
do not intersect the remaining part π ◦ θ([δ, T ]) of the projected orbit, and such
that the map

E 3 u 7−→ Bu = ∂2q̂q̂u ∈ F
is a linear isomorphism from E to F .
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The restricted linearized Poincaré return map associated to the section {q1 = 0}
for the Hamiltonian H+u0+u is the product OL(Bu), where O is the outer linearized
transition map from the section {q1 = δ} to the section {q1 = 0} associated to the
Hamiltonian H + u0 (or equivalently to H + u0 + u). Since O does not depend on u,
the map u 7→ OL(Bu) is a submersion in a neighborhood of 0 in E, which implies
that the image of U contains an open set. �

Proof of Proposition 6. Let us first recall some general theory, following [15].
We consider a smooth curve Y (t) of Hamiltonian matrices, and the control problem

L′B(t) = Y (t)LB(t) +W (B(t))LB(t),

where W is a linear map from a vector space E to sp(2m) and B(t) is a control
taking values in E.

For each fixed B ∈ E, we define the following sequence of curves of matrices:

W0(t, B) ≡W (B) , W1(t, B) = [W0(B), Y (t)],

Wi+i(t, B) = Ẇi(t, B) + [Wi(t, B), Y (t)].

Then, we consider the subspace

W∗E := V ect{Wi(0, B), i ≥ 0, B ∈ E}.
The following general result is for example Proposition 2.1 in [15]:

Proposition 7. If W∗E = sp(2d), then for each s > 0, the differential at B = 0 of
the map

C∞c (]0, s[, E) 3 B 7−→ LB(s) ∈ Sp(2d)

is onto. Here LB(s) is the solution at time s of the controlled differential equation
for the given control B(t), with the initial condition LB(0) = I.

We now apply this general result to our situation of interest, where E = S(d) and

W (B) =

[
0 0
B 0

]
, Y (t) =

[
0 D

−K(t) 0

]
with some fixed diagonal matrix D having

diagonal elements equal to ±1. In order to deduce Proposition 6, it is sufficient to
check that the assumption W∗E = sp(2d) is satisfied under the assumption that
K(0) belongs to some open dense set KD. We compute:

W0(t, B) = W =

[
0 0
B 0

]
,

W1(t, B) =

[
−DB 0

0 BD

]
,

W2(t, B) =

[
0 −2DBD

−BDK(t)−K(t)DB 0

]
,

W3(t, B) =

[
3DBDK(t) +DK(t)DB 0

∗ −BDK(t)D − 3KDBD

]
,

where the ∗ bloc in W3 is the derivative of the corresponding block in W2. We see that
the matrices W0(0, B), W1(0, B) and W2(0, B) generate the space of matrices of the

form

[
m1 m2

m3 −mT
1

]
, with Dm1,m2 and m3 symmetric. In order that W∗E = sp(2d),

it is sufficient that the matrices 3BDK(0) + K(0)DB generate a complement of
S(d) in M(d), and this is equivalent to requiring that their antisymmetric parts
BDK(0)−K(0)DB generate the space S−(d) of antisymmetric matrices. According
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to the next Lemma, this holds provided K(0) belongs to an appropriate open dense
set KD, and this ends the proof of Proposition 6. �

Lemma 5. Let D be a fixed diagonal matrix with diagonal elements equal to ±1
and let KD be the set of symmetric matrices K ∈ S(d) such that the map

S(d) 3 B 7−→ BDK −KDB ∈ S−(d)

is not onto. Then KD is a strict algebraic submanifold of S(d), its complement is
thus a dense open set.

In the case where D = I is the identity, KI is the space of symmetric matrices
which have a multiple eigenvalues, see [7].

Proof. It is clear that KD ⊂ S(d) is an algebraic submanifold. It is thus enough to
find one matrix K such that the map B 7→ BDK −DKB is onto. We claim that
this conclusion holds if K is diagonal with distinct positive diagonal elements. In
this case, ∆ := DK = KD is also diagonal with distinct diagonal elements λi, and
we compute (BDK −KDB)ij = (B∆−∆B)ij = Bij(λj − λi), which implies the
claim. �

4. Parametric transversality

We deduce Theorem 2 from Theorem 1 using a variant of Abraham’s parametric
transversality principle, similarly to what is done in [4, 14]. Our implementation is
slightly different and avoids the recurrence on the periods. We denote by ϕ(t, x, u)
the image of x ∈ T ∗M by the time t flow of H + u.

It is classical that 0 is a non-degenerate energy level for generic u. We recall a
proof. Let Z ⊂ T ∗M ×C∞(M) be the set of pairs (x, u) such that d(H + u)(x) = 0
and (H + u)(x) = 0. This is a closed set, and the projection of a closed set on
the second factor is an Fσ (a countable union of closed sets). We use here that
T ∗M is a countable union of compact sets. So the set of potentials for which the 0
energy level is not regular is an Fσ. If u0 is a potential, then Sard’s theorem implies
that there exist arbitrarily small constants a such that 0 is not a critical value of
H + u0 + a, which means that the set of potentials for which the 0 energy level is
regular is dense. This ends the proof of this first step.

Next we introduce the subsets

P6 ⊂ P5 ⊂ P4 ⊂ P3 ⊂ P2 ⊂ P1 ⊂]0,∞[×T ∗M × C∞(M)

defined as follows:
P1 is the set of triples (s, x, u) such that x is a s-periodic orbit of H + u and

(H + u)(x) = 0, it includes ]0,∞[×Z. The set P1 is closed.
P2 is the subset of triples such that s is the minimal period of x (hence P2 is

disjoint from ]0,∞[×Z).
P3 is the subset of triples such that, in addition, 0 is a neat point of the orbit of

x for H + u.
P4 is the subset of triples such that, in addition, H is fiberwise isoenergetically

non-degenerate at x.
P5 is the subset of triples (s, x, u) such that, in addition, the (H + u)-orbit of x

is non-degenerate as an s-periodic orbit (but not necessarily as an ns-periodic orbit,
n ≥ 2).
P6 is the subset of triples such that, in addition, the restricted linearized return

map of the (H + u)-orbit of x does not belong to Υ.
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Lemma 6. The inclusions P5 ⊂ P4 ⊂ P3 ⊂ P2 ⊂ P1 are open. As a consequence
the differences Pi − Pi+1, 1 ≤ i ≤ 4 are locally closed, hence Fσ.

Recall that a set is called locally closed if it is the intersection of a closed and of
an open set.

Proof. The topology on C∞(M) is metrizable and separable. The metrizability
implies that all locally closed sets are Fσ.

To prove that P1 −P2 is closed we consider a sequence (sk, xk, uk)→ (s, x, u) of
iterated orbits converging to (s, x, u) ∈ P1. We denote by Sk the minimal period of
xk, so that sk = ikSk for some integers ik ≥ 2. By taking a subsequence, we can
assume that ik either is constant or converges to +∞. In the first case, denoting by
i ≥ 2 the constant value of the sequence ik, we obtain that Sk → s/i, and that x is
s/i-periodic, so that s is not the minimal period of x. In the second case, we obtain
that x ∈ Z. In both cases, (s, x, u) does not belong to P2.

To prove that P2 − P3 is closed in P2, we consider a sequence (sk, xk, uk) in
P2 − P3 converging to a limit (s, x, u) in P2. We denote by Qk(t) the projected
(H+uk)-orbit of xk. Since 0 is not a neat time we can assume by taking a subsequence

that either Q̇k(0) = 0 for each k or there exists times tk ∈]− sk/2, 0[∪]0, sk/2] such

that Qk(0) = Qk(tk). The first case immediately implies that Q̇(0) = 0, where
Q(t) is the limit projected orbit. In the second situation, if the sequence tk has an
accumulation point t 6= 0 then Q(t) = Q(0), and since s is the minimal period of
x this implies that 0 is not a neat time at the limit. Otherwise tk → 0. Then the
equation Qk(tk) = Qk(0) imply at the limit that Q̇(0) = 0, hence once again 0 is
not a neat time at the limit.

The other claims are clear. �

Let us denote by Π the projection ]0,∞[×T ∗M × C∞(M)→ C∞(M). We are
interested in proving that Π(P4 − P6) is a nowhere dense Fσ. This follows from
Proposition 8 and Proposition 9 below. Since the fiber ]0,∞[×T ∗M is a countable
union of compact sets, the Π-image of an Fσ is an Fσ, this can be applied to P4−P5

and to P5 − P6.

Proposition 8. The set Π(P5 − P6) ⊂ C∞(M) is a nowhere dense Fσ.

Proof. The continuous dependance of non-degenerate periodic orbits imply that the
restriction of Π to P5 is a homeomorphism onto its image, which is an open set.
The map L(s, x, u) which associates to each periodic point (s, x, u) its restricted
linearized first return map is continuous, and Theorem 1 implies that it is weakly
open (the image of a non-empty open set contains a non-empty open set). As a
consequence, P5 −P6 = P5 ∩ L−1(Υ) is a nowhere dense Fσ. Its image under the
homeomorphism Π|P5 is then a nowhere dense Fσ.

We have been slightly abusive in the above argument by considering the map
L(s, x, u) as globally defined with values in Sp(2d), we leave to the reader the easy
task of localizing the argument. �

Proposition 9. The set Π(P4 − P5) ⊂ C∞(M) is a nowhere dense Fσ.

Proof. Since ]0,∞[×T ∗M × C∞(M) is a separable metric space, it is enough to
prove the property locally, more precisely it is enough to prove that each point
(s0, x0, u0) ∈ P4 has an open neighborhood P4

loc such that Π(P4
loc − P5) is nowhere

dense. Note that P4
loc − P5 is locally closed, hence its projection is an Fσ.
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We can assume without loss of generality that u0 = 0, and work in the local
coordinates near x0 given by Theorem 5. In these coordinates, x0 = 0. We consider
the transverse section {q1 = 0}, and its intersection with the energy surface {H = 0}.
The tangent space at x = 0 to this energy surface is {p1 = 0}, and this implies that
x̂ = (q̂, p̂) are symplectic local coordinates of the restricted section

Λ(u) := {(q, p) ∈ R2(d+1) : q1 = 0, (H + u)(q, p) = 0}
provided u belongs to a sufficiently small neighborhood C∞loc(M) of 0. We denote
by x(x̂, u) the point of Λ(u) which has coordinate x̂, by

τ(x̂, u) : R2d
loc × C∞loc(M) −→ R

the first return time of the point x(x̂, u), and by

ψ(x̂, u) : R2d
loc × C∞loc(M) −→ R2d

the return map expressed in coordinates. So ψ(x̂, u) is the (q̂, p̂) coordinates of the
point ϕ(τ(x̂, u), x(x̂, u), u). Let

Y ⊂ R2d
loc × C∞loc(M)

be the set of solutions of the equation ψ(x̂, u) = x̂, and let Y5 ⊂ Y be the set of non-
degenerate solutions of this equation, meaning those such that ∂x̂ψ(x̂, u) does not
have the eigenvalue 1. Given (x̂, u) ∈ R2d

loc×C∞loc(M), we have (x̂, u) ⊂ Y if and only
if (τ(x̂, u), x(x̂, u), u) ⊂ P1, and this is also equivalent to (τ(x̂, u), x(x̂, u), u) ⊂ P4

(because P4 is open in P1). We have (x̂, u) ⊂ Y5 if and only if (τ(x̂, u), x(x̂, u), u) ⊂
P5. The set

P4
loc := P4 ∩ {(τ(x̂, u), ϕ(t, x(x̂, u), u), u) : t ∈ R, (x̂, u) ∈ Y}

is an open neighborhood of (s0, 0, 0) in P4, which has the property that Π(P4
loc) =

Π(Y) and
Π(P4

loc − P5) = Π(Y − Y5)

where we still use Π for the projection on the second factor in the product R2d
loc ×

C∞loc(M).
So we are reduced to proving that Π(Y −Y5) is nowhere dense. The general idea

is that Y is a submanifold in R2d
loc×C∞loc(M) and that Y5 is the set of regular points

of Π on this manifold, which allows to conclude using Sard’s theorem. In order to
avoid manipulating differential calculus on the Fréchet space C∞(M), we restrict
ourselves to a finite dimensional subspace.

Lemma 7. For any neighborhood U of q0 in M , there exists a finite dimensional
subspace E ⊂ C∞(M) formed by potentials supported inside U and null on the orbit,
such that ∂uψ(0, 0) sends E onto R2d.

We finish the proof of Proposition 9 assuming the Lemma. By continuity, the
equality ∂uψ(x̂, u) · E = R2d holds for all (x̂, u) ∈ R2d

loc × C∞loc(M) (we decrease the
neighborhoods if necessary). Then for each v ∈ C∞loc(M), the map

Ψ : R2d
loc × Eloc 3 (x̂, u) 7→ Ψ(x̂, u) := ψ(x̂, v + u)− x̂ ∈ R2d

is a submersion, provided Eloc is a sufficiently small neighborhood of 0 in E. As a
consequence, the set N := Ψ−1(0) is a submanifold, and the points (x̂, u) ∈ N such
that ∂x̂Ψ(x̂, u) is not invertible are the singular points of the projection Π|N (this
follows from elementary considerations in finite dimensional linear algebra). If v+ u
belongs to Π(Y−Y5), then there exists a point x̂ ∈ R2d

loc such that (x̂, v+u) ∈ Y−Y5,
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which implies that (x̂, u) ∈ N is a critical point of Π|N . So u has to be a critical
value of Π|N . By Sard’s Theorem, there exist regular values of Π|N arbitrarily close

to 0, and this implies that v does not belong to the interior of Π(Y − Y5). Since
this holds for all v ∈ C∞loc(M), we conclude that Π(Y − Y5) is nowhere dense. This
ends the proof of Proposition 9. �

Proof of Lemma 7. As for the proof of Lemma 2 in [4], the key element is that the
matrix D = ∂2p̂p̂H(0) is invertible, which is precisely the expression in coordinates
of fiberwise isoenergetic non-degeneracy. We work in the local coordinates near
x = 0 given by Theorem 5. As in the proof of Lemma 3, we consider the vectorfield
Z(x, u) := J∂x(H + u)(x)/∂p1H(x) and denote by ϕZ(t, x, u) its flow. The curve
ω(t) := ∂uϕZ(te1, 0, 0) · u solves the differential equation

ω′(t) = ∂xZ(te1, 0, 0) · ω(t) + ∂uZ(te1, 0, 0) · u.
Note that ω(t) depends (linearly) on u but we do not mention this explicitely to
simplify notations. Using that ∂p1H(te1, 0, 0) = 1, we obtain

∂xZ(te1, 0, 0) =

0 0

0

[
0 D

−K(t) 0

] , ∂uZ(te1, 0, 0) · u =


0

−∂q1u(te1)
0

−∂q̂u(te1)

 ,
where we have used bloc decomposition associated to the coordinates x = (x1, x̂) =
(x1, (q̂, p̂)) = (q1, p1, q̂, p̂). The equations for the x1 and x̂ coordinates of ω are thus
uncoupled, and, denoting by ω̂ the latter, we get

(4.1) ω̂′(t) = Y (t)ω̂(t) + ŵu(t),

where Y (t) =

[
0 D

−K(t) 0

]
and ŵu(t) =

[
0

−∂q̂u(te1)

]
. We denote by ψ(t, x̂, u) the

restricted transition map between the sections {q1 = 0} and {q1 = t}, so that
ψ(t, x̂, u) is the x̂-coordinate of ϕZ(t, x(x̂, u), u) where x(x̂, u) is the point of Λ(u)
with coordinate x̂. As a consequence,

∂uψ(t, 0, 0) · u = ω̂(t)

is determined by the differential equation (4.1), and by the initial condition ω̂(0) = 0.
We are thus once more reduced to a linear controlled differential equation :

ω̂′(t) = Y (t)ω̂(t) + b(t)

where b(t) is a control with values in {0} × Rd. Denoting by M(t) the curve of
matrices such that M(0) = I and M ′(t) = Y (t)M(t) and by y(t) = M−1(t)ω̂(t),
this controlled equation is reduced to :

y′(t) = M−1(t)b(t).

We fix σ > 0 and consider a control of the form b(t) = δ(t)α, with α fixed in {0}×Rd
and where δ(t) is a smooth approximation of the dirac at 0 supported in ]0, σ[.
We see that the corresponding y(s) is an approximation of α. Now for a control
b(t) = δ′(t)β, we have

y′(t) = (M−1δ)′β − (M−1)′δβ = (M−1δ)′β +M−1Y δβ

hence y(σ) ≈ Y (0)β. Since D is invertible, the vectors ei +Y (0)ej , 1 ≤ i, j ≤ d span
R2d (where ei is the standard base of Rd). So if δ is a sufficiently good approximation
of the Dirac at 0, then the values y(σ) of the solutions of the controlled differential
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equation corresponding to the controls δ(t)ei + δ′(t)ej , 1 ≤ i, j ≤ d, span R2d.
Now for each i, j, we consider a potential uij supported in U , null on the orbit,
and such that ŵuij = δ(t)ei + δ′(t)ej , 1 ≤ i, j ≤ d and define E as the space
generated by these potentials. We can moreover assume that the supports are
disjoint from the remaining part Q([σ, s0]) of the projected orbit. The linear map
∂uψ(σ, 0, 0) : u 7→ ω̂(σ) is then onto.

To end the proof, we denote by G(σ, x̂) the restricted section map from {q1 = σ}
to {q1 = 0} along the periodic orbit. This map does not depend on u ∈ E since the
supports have been taken disjoint from Q([σ, s0]). The restricted Poincaré return
map satisfies

ψ(x̂, u) = G(σ, ψ(σ, x̂, u))

and ∂uψ(0, 0) = ∂x̂G(σ, 0) ◦ ∂uψ(σ, 0, 0) is onto. �

5. Orbits inside a submanifold.

We prove Theorem 3. It is enough to prove the statement under the assumption
that Σ is a submanifold of positive codimension transverse to the vertical. Let R(ε)
be the set of couples (x, u) ∈ T ∗M × C∞(M) such that ∂pH(x) 6= 0 and such that
ϕ(]− ε, ε[×{x}× {u}) ⊂ Σ. We want to prove that ∩ε>0Π(R(ε)) is a nowhere dense
Fσ. Note that R(ε) is locally closed, hence each Π(R(ε)), ε > 0 is an Fσ, hence so is
the intersection.

It is enough to prove that each of the sets Π(R(ε)) is nowhere dense, and as
above, it is even enough to prove this locally near a point (x0, u0) ∈ R(ε). More
precisely, given (x0, u0) ∈ R(ε) it is enough to prove that there exists a neighborhood
(T ∗M)loc of x0 in T ∗M such that Π

(
((T ∗M)loc×C∞(M))∩R(ε)

)
is nowhere dense.

We consider small times 0 < σ0 < σ1 < σ2 < · · · < σk < σk+1 < ε, with
k > 2d+ 2 and define the map

Φ : T ∗M × C∞(M) 3 (x, u) 7→ (ϕ(σ1, x, u), . . . , ϕ(σk, x, u)) ∈ (T ∗M)k,

so that R(ε) ⊂ Φ−1(Σk).

Lemma 8. For each (x0, u0) such that ∂pH(x0) 6= 0, the times σi can be chosen
such that there exists a finite dimensional subspace E ⊂ C∞(M) for which the map

T ∗M × E 3 (x, u) 7→ Φ(x, u0 + u)

is transverse to Σk at the point (x0, 0).

Assuming the Lemma, there exist neighborhoods (T ∗M)loc and C∞loc(M) of x0
and u0 such that the map

T ∗M × E 3 (x, u) 7→ Φ(x, u1 + u)

is transverse to Σk at (x1, 0) provided (x1, u1) ⊂ (T ∗M)loc ×C∞loc(M). This implies
that Φ−1(Σk) is a submanifold in (T ∗M)loc × Eloc, of codimension equal to the
codimension of Σk in (T ∗M)k, and this codimension is at least k. Since k > 2d+2 =
dim(T ∗M), the projection of Φ−1(Σk) on E is nowhere dense. As a consequence,
there exists arbitrarily small u ∈ E such that u does not belong to Π(Φ−1(Σk)).
For such u, there is no x ∈ (T ∗M)loc such that Φ(x, v1 + u) ∈ Σk, which implies
that there is no x ∈ (T ∗M)loc such that (x, v1 + u) ∈ R(ε). We have proved that
Π
(
((T ∗M)loc ×C∞(M))∩R(ε)

)
is nowhere dense, and this implies Theorem 3. �

Proof of Lemma 8. There is no loss of generality to assume that u0 = 0. Since H
is not assumed fiberwise isoenergetically non-degenerate at x0, Theorem 5 can’t be
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applied at x0. However there exist local coordinates such that ϕ(t, x0, 0) = (te1, 0)
for small |t| < δ for some δ > 0. A look at the proof of Theorem 5 shows that such
coordinates exist under the only assumption that ∂pH(x0) 6= 0. We assume that
σi ∈]0, δ[, in particular the projected orbit is one to one on [0, σk+1].

Recall that, for a given potential u, the curve t 7→ d(t) := ∂uϕ(t, 0, 0) · u is
determined by the non-homogeneous linear equation

d′(t) = ξ(t)d(t) + (0,−du(te1))

and by the initial condition d(0) = 0, where ξ(t) = J∂2xxH(te1, 0) is the linearized
equation. Contrary to the earlier sections of the paper, we have no information on
ξ(t). We denote by Ξts the family of solutions of the equation

∂tΞ
t
s = ξ(t)Ξts

with Ξss = I. Observe that Ξts = ∂xϕ(t− s, se1, 0).
Let δi(t) be smooth approximations of the Dirac function at time σi, supported

in ]σi−1, σi[. For each i and j, there exists a smooth potential ui,j such that

dui,j(te1) = ejδi(t),

where (ej) is the standard base of Rd+1. The differential ∂uϕ(σi, 0, 0) · ui,j is
approximately the vertical vector lj := (0, ej) ∈ Rd+1 × Rd+1. Then for i′ ≥ i,

∂uϕ(σi′ , 0, 0) · ui,j ≈ Ξσi′
σi
lj .

As a consequence, we have

∂uΦ(0, 0) · (ui,j) ≈ ηi,j := (0, . . . , 0, lj ,Ξ
σi+1
σi

lj , . . . ,Ξ
σk
σi
lj) ∈ (R2d+2)k.

The vectors ηi,j span the product of verticals ({0} × Rd+1)k which is a subspace
transverse to Σk. By taking for δi sufficiently good approximations of Dirac functions,
we can make the vectors ∂uΦ(0, 0) ·ui,j as close as we want to ηi,j , and then they also
span a vector subspace transverse to Σk. As a consequence the k(d+ 1)-dimensional
vector space E generated by the potentials ui,j has the property that ∂uΦ(0, 0)
sends E to a subspace transverse to Σk. �

References

[1] R. Abraham Transversality in manifolds of mappings, Bull. Amer. Math. Soc. 69 ( 1963) no.
4, 470-474.

[2] R. Abraham, Bumpy metrics, Global analysis (Berkeley, Calif., 1968), Proc. Sympos. Pure
Math., 14, (1970), 1-3.

[3] R. Abraham and J. Robbin, Transversal mappings and flows : Benjamin (1967)
[4] D. V. Anosov, Generic properties of closed geodesics. (Russian) Izv. Akad. Nauk SSSR Ser.

Mat. 46 (1982), no. 4, 675–709, 896; translation : Mathematics of the USSR-Izvestiya, 21
(1983), No. 1

[5] S. Aslani, P. Bernard, Normal Form Near Orbit Segments of Convex Hamiltonian Systems,

IMRN (2021) doi:10.1093/imrn/rnaa344.
[6] L. Biliotti, M. A. Javaloyes, P. Piccione, On the semi-Riemannian bumpy metric theorem.

Journal of the London Mathematical Society, 84, Issue 1, 1–18 (2011).

[7] G. Contreras , Geodesic flows with positive topological entropy, twist maps and hyperbolicity,
Ann. of Math. 172, 761-808, (2010)

[8] A. Figalli, L. Rifford, Closing Aubry sets II. Comm. Pure Appl. Math. 68 (2015), no. 3,
345–412.

[9] W. Klingenberg, F. Takens, Generic properties of geodesic flows. Math. Ann. 197 (1972),

323–334.
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