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and Jean-Christophe Pesquet, Fellow, IEEE,

Abstract—Lifting-based wavelet transform has been exten-
sively used for efficient compression of various types of visual
data. Generally, the performance of such coding schemes strongly
depends on the lifting operators used, namely the prediction and
update filters. Unlike conventional schemes based on linear filters,
we propose, in this paper, to learn these operators by exploiting
neural networks. More precisely, a classical Fully Connected
Neural Network (FCNN) architecture is firstly employed to
perform the prediction and update. Then, we propose to improve
this FCNN-based Lifting Scheme (LS) in order to better take into
account the input image to be encoded. Thus, a novel dynamical
FCNN model is developed, making the learning process adaptive
to the input image contents for which two adaptive learning
techniques are proposed. While the first one resorts to an iterative
algorithm where the computation of two kinds of variables
is performed in an alternating manner, the second learning
method aims to learn the model parameters directly through a
reformulation of the loss function. Experimental results carried
out on various test images show the benefits of the proposed
approaches in the context of lossy and lossless image compression.

Index Terms—Lifting scheme, image compression, adaptive
wavelets, optimization, neural networks, adaptive learning.

I. INTRODUCTION

Discrete Wavelet Transforms (DWTs) have been widely
used in various signal and image processing tasks such as de-
noising, super-resolution, and compression [1], [2]. The main
interest of these transforms is their ability to provide a mul-
tiresolution (or multiscale) representation of the input signal
with a good energy compaction. For instance, these transforms
have been retained in the JPEG2000 image compression stan-
dard [3]. Many research works have been developed showing
their benefits in the compression of other stereo, hologram and
video data [4], [5], [6]. More precisely, the second generation
of wavelets, based on the Lifting Scheme (LS), has attracted
much attention thanks to its low computational cost and its
ability to guarantee a perfect reconstruction of the original
image [7], [8].
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A conventional lifting structure consists of prediction and up-
date filters that generate the detail and approximation wavelet
coefficients, respectively [9], [10]. Generally, the performance
of LS-based coding schemes strongly depends on the choice
of these filters. For this reason, great attention has been paid
to the design of the prediction and update operators in order
to build compact wavelet representation that is well adapted
to the input data contents [11], [12], [13], [14]. To this end,
the prediction filters are often optimized by minimizing the
variance of the detail coefficients [15]. In addition to such
`2 minimization approach, the use of sparse criteria, e.g.
`1 and weighted `1 measures, has also been investigated
in [16]. Moreover, in [12], [17], the authors proposed to
minimize the detail signal entropy. However, such an opti-
mization problem is solved empirically by using the Nelder-
Mead simplex algorithm. Unlike for prediction filters, the
optimization of the update filter is less straightforward. Two
main approaches have thus been developed for that purpose.
The first one consists in minimizing the reconstruction error
while assuming that the detail coefficients are set to zero in the
synthesis stage [15], [18]. This optimization method leads to a
complex linear system of equations. To reduce this complexity,
another approach has been developed in [14], [19]. It aims at
minimizing the error between the approximation coefficients
and the output of an ideal low-pass filter applied to the original
image. It is also worth noting that other research efforts have
been made to design adaptive directional transforms based on
the concept of lifting scheme [20], [21]. However, the main
drawback of such transforms is that they require transmitting
side information to the decoder, which generally affects the
compression performance, in particular at low bitrates.
To further improve the efficiency of conventional image coding
schemes, it is worth pointing out that particular attention
has been paid recently to Neural Networks (NN). In this
context, most of the developed NN-based coding schemes
proceed as follows. First, a given NN architecture is selected
to convert the input image into a compact representation.
Then, a quantization step followed by an entropy encoding
process is performed. Finally, a synthesis stage is applied to
reconstruct the image. Such schemes are known as end-to-
end compression methods [22], [23], [24], [25], [26], [27],
[28]. It should be noted here that these methods mainly differ
in the employed neural network model or the loss function
used to learn the weights of the model. Moreover, intra
prediction techniques using neural networks for image and
video coding have also been developed [29]. To this end,
Convolutional Neural Networks (CNNs) and Fully Connected
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Neural Network (FCNN) architectures have been investigated
in [30] and [31], respectively. In [32], the authors propose
to apply FCNNs to small image blocks and CNNs to large
blocks. In addition, other studies have also been devoted to the
improvement of DCT (Discrete Cosine Transform) and DWT-
based coding schemes [33], [34], [35], [36]. Indeed, in [33],
a CNN architecture is used to design a DCT-like transform
for image compression. In [34], the authors apply a DWT
to the input image, and the resulting wavelet subbands are
fed into a CNN to generate new detail coefficients. In [35],
the authors propose also to apply a DWT to the input image
as a pre-processing step. Then, a convolutional autoencoder
is trained end-to-end for a target bitrate set to 0.15 bits per
pixel. While this method outperforms JPEG, it is much less
performant than the JPEG2000 image compression standard.
Recently, a separable lifting structure has been proposed which
makes use of CNNs during the prediction stage [36]. However,
the update stage simply consists of a mean filter. It should be
emphasized that the above methods, as well as most of the
existing neural networks-based compression approaches, do
not generate integer coefficients and so, they are not suitable
for lossless image compression. On the other hand, a few deep
learning approaches devoted to lossless compression have been
developed [37], [38], [39], [40].
The objective of this paper is to design a LS based on
neural network architecture in the context of lossy-to-lossless
image compression. The main contributions of this paper are
described below:

• While adopting a conventional 2D non-separable lifting
scheme composed of three prediction steps followed by
an update step, we first propose to learn the prediction
filters using an FCNN. The same network is then used to
perform the update stage, where the update optimization
problem is reformulated as a prediction problem.

• While the previous FCNN-based lifting scheme relies
on a fixed network, another major contribution of this
work aims to build a dynamical FCNN model adapted to
the contents of the input image to be encoded. To this
end, two adaptive learning strategies taking into account
the input training image are proposed. The first one
resorts to an iterative algorithm that alternates between
the learning of the hidden layer weight parameters and
the computation of the linear weights of the output layer.
The second one aims to directly learn the weights of the
hidden layers while integrating the analytical expression
of the optimal linear weights in the loss function of the
FCNN model.

• Unlike the reported deep learning based coding methods
which have been devoted to either lossless or lossy
compression, the proposed FCNN based LS architectures
present the advantage of allowing lossy as well as lossless
compression.

For the sake of simplicity, the proposed FCNN-based pre-
diction and update steps have been designed based on the
analysis transform stage without taking into account the
quantization/coding module as well as the synthesis trans-
form. Compared to the recent CNN-based LS design method

in [36], this work presents the following contributions. First,
we propose here to perform the update using FCNNs, which
results in a fully nonlinear transform unlike [36] where the
update is simply replaced by a mean filter. Second, we resort
to a non separable LS which leads to a reduction of the
number of decomposition stages instead of a separable LS
based decomposition that is used in [36]. Third, our FCNN
weight parameters are trained and learned for each resolution
level, while the weights of the CNN models are kept fixed
across the different resolution levels of the LS-based wavelet
decomposition in [36]. Finally, our dynamical FCNN model is
adaptive and takes into account the input image to be encoded,
which leads to a better generalization performance. Note also
that a preliminary version of our work has been presented in
[41]. While the latter focuses on the alternating optimization
technique, we introduce here a second optimization approach.
A study of both optimization techniques is also conducted.
Finally, compared to [41], more extensive experiments have
been carried out in the context of lossy as well as lossless
compression.
The remainder of this paper is organized as follows. In
Section II, we provide the necessary background on lifting
schemes while emphasizing optimization issues for the in-
volved operators. The principle of the proposed FCNN-based
LS design method is presented in Section III. The adaptive
learning techniques of our dynamical FCNN model are then
described in Section IV. Finally, experimental results are
shown and discussed in Section V, and some conclusions are
drawn in Section VI.

II. BACKGROUND ON LS-BASED IMAGE COMPRESSION

The concept of LS has been widely used in image coding
and lies at the core of the JPEG2000 compression standard. A
conventional LS incorporates three fundamental steps, namely
a polyphase decomposition, a prediction, and an update. The
first step aims at building two disjoint subsets composed of
even and odd samples of the input 1D signal. Then, the
prediction step consists in predicting the samples of one subset
(for example the even one) from those of the other subset
(i.e. the odd one). The resulting prediction error represents
the detail signal. Finally, the odd samples are updated using
the computed detail coefficients, yielding the approximation
signal. By performing this 1D decomposition along the lines
and the columns of an input image, one approximation sub-
band and three detail ones are produced.
However, such separate 1D processing is not the most efficient
way to capture the two-dimensional characteristics of image
edges that are neither horizontal nor vertical. For this reason,
some research efforts have been devoted to the design of 2D
Non Separable Lifting Scheme (NSLS). In this respect, an effi-
cient architecture composed of three prediction steps followed
by an update has been proposed and widely investigated in the
literature [14], [42]. The principle of this architecture will be
described in what follows.

A. Principle of the considered lifting structure
Let x and xj respectively denote the input image and its

approximation subband at resolution level j (where x0 = x).
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A typical 2D NSLS is shown in Fig. 1.
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Fig. 1. NSLS decomposition structure.

This decomposition involves different steps. The first one,
designated in Fig. 1 by the split box, aims at partitioning the
input signal xj(m,n) into four polyphase components given
by 

x0,j(m,n) = xj(2m, 2n),
x1,j(m,n) = xj(2m, 2n+ 1),
x2,j(m,n) = xj(2m+ 1, 2n),
x3,j(m,n) = xj(2m+ 1, 2n+ 1).

(1)

Then, three prediction filters, denoted in Fig. 1 by P
(HH)
j ,

P
(LH)
j and P

(HL)
j , are applied to generate three detail sub-

bands oriented diagonally x
(HH)
j+1 , vertically x

(LH)
j+1 and hor-

izontally x
(HL)
j+1 , respectively. Finally, an update filter Uj is

used to produce the approximation subband xj+1. Therefore,
the resulting wavelet coefficients are obtained as follows:

xj+1
(HH)(m,n) = x3,j(m,n)−

(
(P

(HH)
0,j )>x

(HH)
0,j (m,n)

+ (P
(HH)
1,j )>x

(HH)
1,j (m,n) + (P

(HH)
2,j )>x

(HH)
2,j (m,n)

)
,

(2)

xj+1
(LH)(m,n) = x2,j(m,n)−

(
(P

(LH)
0,j )>x

(LH)
0,j (m,n)

+ (P
(LH)
1,j )>x

(LH)
1,j (m,n) + (P

(LH)
2,j )>x

(HH)
j+1 (m,n)

)
,

(3)

x
(HL)
j+1 (m,n) =x1,j(m,n)−

(
(P

(HL)
0,j )>x

(HL)
0,j (m,n)

+ (P
(HL)
1,j )>x

(HH)
j+1 (m,n)

)
, (4)

xj+1(m,n) = x0,j(m,n) +
(
(U

(HL)
0,j )>x

(HL)
j+1 (m,n)

+ (U
(LH)
1,j )>x

(LH)
j+1 (m,n) + (U

(HH)
2,j )>x

(HH)
j+1 (m,n)

)
,

(5)

where for every i ∈ {0, 1, 2} and o ∈ {HL,LH,HH},
• P

(o)
i,j = (p

(o)
i,j (s, t))(s,t)∈P(o)

i,j
and U

(o)
i,j =

(u
(o)
i,j (s, t))(s,t)∈U(o)

i,j
are the prediction and update weight

vectors whose supports are respectively denoted by P(o)
i,j and

U (o)
i,j .
• x

(o)
i,j (m,n) = (xi,j(m + s, n + t))

(s,t)∈P(o)
i,j

is a reference

vector used to generate x(o)j+1(m,n).
• x

(HH)
j+1 (m,n) = (x

(HH)
j+1 (m + s, n + t))

(s,t)∈P(LH)
2,j

and

x
(HH)
j+1 (m,n) = (x

(HH)
j+1 (m + s, n + t))

(s,t)∈P(HL)
1,j

are

two reference vectors used to compute x
(LH)
j+1 (m,n) and

x
(HL)
j+1 (m,n), respectively.
• x

(o)
j+1(m,n) = (x

(o)
j+1(m+s, n+t))

(s,t)∈U(o)
i,j

is the reference
vector containing the set of detail samples used in the update
step.
Note that a multiresolution representation of the input image
is finally obtained by recursively repeating this decomposition
to the resulting approximation subband xj+1. For image
reconstruction, the synthesis stage of such NSLS can be
easily deduced by reverting the order of lifting operations.
Thus, it can be noticed that the key step in the design of
LS-based decomposition is the choice of the predictor and
update filters. While the JPEG2000 compression standard
employs filters with fixed weights [3], it appears interesting
to make these weights adaptable to the image contents and
to build more efficient optimized lifting schemes for image
coding. While the state-of-the-art prediction and update
optimization methods have been summarized in Section I, let
us now describe the most commonly used approaches.

B. Optimization of the prediction and update filters

Since the detail signal can be seen as a prediction error, the
prediction filters P

(o)
j are often optimized by minimizing the

variance of the detail coefficients x(o)j+1:

J (P(o)
j ) =

Mj∑
m=1

Nj∑
n=1

(
xi,j(m,n)− (P

(o)
j )>x̃

(o)
j (m,n)

)2
(6)

where Mj ×Nj represents the number of samples xi,j(m,n)
to be predicted, P

(o)
j is the prediction filter to be optimized,

and x̃
(o)
j is the reference vector gathering the samples used

to generate the detail coefficients x(o)j+1. For example, for the
diagonal detail subband x

(HH)
j+1 , according to Eq. (2), these

prediction and reference vectors read

P
(HH)
j = (P

(HH)
0,j ,P

(HH)
1,j ,P

(HH)
2,j )> (7)

x̃
(HH)
j (m,n) = (x

(HH)
0,j (m,n),x

(HH)
1,j (m,n),x

(HH)
2,j (m,n))>

(8)

By minimizing the criterion J , given by Eq. (6), it can be
noticed that the optimal predictor P

(o)
j can be found by solving

the well-known Yule-Walker equations:

E[x̃
(o)
j (m,n)x̃

(o)
j (m,n)>]P

(o)
j = E[xi,j(m,n)x̃

(o)
j (m,n)],

(9)
where E[·] denotes the mathematical expectation which is
empirically estimated by an average operation.
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Once the diagonal, horizontal and vertical prediction filters
are obtained, the update filter remains to be set. However, its
optimization is more challenging and few works have been
developed for that purpose. As mentioned in Section I, a
simple and efficient method has been proposed in [14], [19],
which aims at minimizing the quadratic error between the
approximation signal and the decimated version of the output
of an ideal low-pass filter. This error is expressed as follows:

J̃ (Uj) =

Mj∑
m=1

Nj∑
n=1

(
xj+1(m,n)− yj+1(m,n)

)2
=

Mj∑
m=1

Nj∑
n=1

(
x0,j(m,n) + U>j x̃j+1(m,n)

− yj+1(m,n)
)2
, (10)

where
• Uj = (U

(HL)
0,j ,U

(LH)
1,j ,U

(HH)
2,j )> is the update vector to be

optimized,
• x̃j+1(m,n) = (x

(HL)
j+1 (m,n),x

(LH)
j+1 (m,n),x

(HH)
2,j (m,n))>

is the update reference vector composed of the detail signals,
• yj+1(m,n) = (h ∗ xj)(2m, 2n), and
• h(m,n) = 1

4 sinc(
mπ
2 ) sinc(nπ2 ) is the impulse response of

the 2D ideal rectangular low-pass filter.
By minimizing the criterion J̃ , given by Eq. (10), it can be
shown that the optimal update filter Uj satisfies the following
equation:

E[x̃j+1(m,n)x̃j+1(m,n)
>]Uj

= E[yj+1(m,n)x̃j+1(m,n)]− E[x0,j(m,n)x̃j+1(m,n)].
(11)

Therefore, Equations (9) and (11) show that the optimal
prediction and update filters are the solutions of a linear system
of equations.
In section III, we will present a novel approach for the
optimization of the prediction and update.

III. PROPOSED FCNN-BASED LS

A. Motivation

To go beyond the conventional linear models and achieve
a more accurate nonlinear approximation, we now propose
to perform the prediction and update steps by using a neural
network, and more specifically an FCNN model. The choice
of this NN architecture is motivated by the following reasons.
First, the FCNN is a simple and efficient NN for both intra-
and inter-prediction tasks [31], [43]. Moreover, it does not
require handling a large amount of data during the training
phase. Indeed, in our context, the training samples correspond
to a set of vectors containing the neighboring pixels used to
predict the different image pixels. Thus, even with a relatively
small size training set (for example including a few hundred
images), by performing the prediction for each pixel of the
image, the number of training samples becomes large enough
for learning.
Therefore, in the chosen NSLS analysis structure, the three
prediction lifting operators followed by the update one will

be replaced by FCNN blocks denoted by f
(o)
j with o ∈

{HH,LH,HL,LL}. The new FCNN-based NSLS analysis
structure is depicted in Fig. 2.
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Fig. 2. FCNN-based NSLS analysis structure.

B. FCNN-based prediction stage

As the detail signal x(o)j+1 corresponds to a prediction error,
the first three prediction steps in the proposed FCNN-based
LS can be rewritten as follows:

∀ o ∈ {HH,LH,HL},
x
(o)
j+1(m,n) = xi,j(m,n)− x̂i,j(m,n)

= xi,j(m,n)− f (o)j (x̃
(o)
j (m,n))

(12)

where xi,j(m,n) (with i ∈ {1, 2, 3}) is the polyphase com-
ponent to be predicted and x̂i,j(m,n) = f

(o)
j (x̃

(o)
j (m,n))

is the predicted value. The latter corresponds to the output
of a standard FCNN architecture applied to the input vector
x̃
(o)
j (m,n) which represents the reference vector used in

the prediction step for producing the associated detail signal
x
(o)
j+1(m,n).

More precisely, as illustrated by Fig. 3, in order to find the
predicted value x̂i,j(m,n) from the input reference vector
x̃
(o)
j (m,n), H hidden layers are firstly used. The output values

of their neurons (or units) are computed by applying a linear
combination (with bias) followed by a nonlinear activation
function. The different parameters involved in the computation
of all the neuron values in these layers are denoted by Θ

(o)
j .

Finally, an output layer with a single neuron is performed
yielding the computation of x̂i,j(m,n) from the unit values
of the last hidden layer based on a linear combination. The pa-
rameters associated with this last operation will be designated
by w

(o)
j .

The set of weights
(
Θ

(o)
j ,w

(o)
j

)
is learned by performing

the forward and backward propagation passes, while minimiz-
ing a loss function. To this end, each FCNN-based prediction
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x̂i,j(m, n)

w
(o)
jΘ

(o)
jx̃

(o)
j (m, n)

Output layerInput layer Hidden layers

Fig. 3. FCNN-based prediction stage.

stage is trained by minimizing the `2-norm of the prediction
error (i.e. the Mean Square Error (MSE)) given by

L(xi,j , x̂i,j) =
1

Mj ×Nj

Mj∑
m=1

Nj∑
n=1

(
xi,j(m,n)− x̂i,j(m,n)

)2
.

(13)
To optimize the above loss function, a Mini-Batch Gradient
Descent (MBGD) algorithm has been used [44]. Thus, by com-
puting the gradient of the loss function at each iteration (i.e.
for each mini-batch) and updating the model parameters from
one mini-batch to another within the whole training dataset,
and by repeating this process many times (i.e. many epochs)
until convergence of the algorithm, we will obtain the optimal
weights

(
Θ

(o)
j ,w

(o)
j

)
that allow us to compute x̂i,j(m,n).

Then, we deduce the detail wavelet coefficients x(o)j+1(m,n)
by using Eq. (12). For lossless compression purposes, it is
worth pointing out that, in Eq. (12), a rounding operator is
applied to the predicted value x̂i,j(m,n) (i.e. to the output of
the FCNN model f (o)j (x̃

(o)
j (m,n)) in order to generate integer

wavelet coefficients of the input test images.
Note also that in our FCNN-based LS design method, the
learning process is separately performed for each predic-
tion/update stage of the wavelet decomposition. For instance,
at each resolution level j, three separate FCNN models f (HH)

j ,
f
(LH)
j and f

(HL)
j are employed to generate the three detail

subbands oriented diagonally, vertically and horizontally, re-
spectively. The latter are then used to generate the approxima-
tion subband based on the FCNN model f (LL)j .
Example: FCNN-based diagonal prediction stage
To better illustrate the use of the previous described FCNN-
based prediction stage, we will consider the example of
the first prediction stage dedicated to the generation of the
diagonal detail coefficients x(HH)

j+1 (m,n). As seen in Fig. 2,
this stage aims at predicting the samples x3,j(m,n) from their
neighboring samples x0,j(m,n), x1,j(m,n) and x2,j(m,n).
The selected neighboring samples will form the reference vec-
tor x̃

(HH)
j (m,n) associated with the input layer of the FCNN

model (see Fig. 3). After training the FCNN model using
the MBGD algorithm, the optimal weights

(
Θ

(HH)
j ,w

(HH)
j

)
are obtained. These weights are then applied to the test
images to compute the predicted samples x̂3,j(m,n) given
the reference vectors x̃

(HH)
j (m,n). Finally, the difference

between the original pixels x3,j(m,n) and the predicted ones

x̂3,j(m,n) will correspond to the diagonal detail coefficients
x
(HH)
j+1 (m,n).

C. FCNN-based update stage

Unlike the generation of the detail wavelet coefficients that
is easily achieved by using the previous FCNN approach for
prediction, the computation of the approximation coefficients
requires more care. For this purpose, we propose to focus on
the optimization approach described in Section II-B. Indeed,
inspired from (10), we define the following error signal:

ej(m,n) = yj+1(m,n)− xj+1(m,n)

= yj+1(m,n)− x0,j(m,n)−U>j x̃j+1(m,n).
(14)

In the above equation, we propose to replace the linear term
depending on the update operator by a nonlinear one which
corresponds to the output of an FCNN. Thus, Eq. (14) can be
rewritten as

ẽj(m,n) = tj(m,n)− t̂j(m,n)
= tj(m,n)− f (LL)j (x̃j+1(m,n)) (15)

where tj(m,n) = yj+1(m,n)− x0,j(m,n).
Therefore, according to Eq. (15), the update optimiza-
tion problem is reformulated as a prediction problem that
consists in optimally predicting the target input signal
tj(m,n) from the reference signal x̃j+1(m,n). Similarly
to the previous FCNN-based prediction optimization tasks,
the FCNN-based update aims at finding the predicted value
t̂j(m,n) = f

(LL)
j (x̃j+1(m,n)) from the input reference

vector x̃j+1(m,n). The associated FCNN weight parameters(
Θ

(LL)
j ,w

(LL)
j

)
will be optimized by minimizing a loss

function similar to the previous one, namely L(tj , t̂j). Once
the network is trained, the resulting optimal weights are
used to compute its output t̂j(m,n) from the input vector
x̃j+1(m,n). The approximation coefficients resulting from the
FCNN-based update stage are deduced as

xj+1(m,n) = x0,j(m,n) + t̂j(m,n). (16)

Again, to generate integer approximation coefficients, for
lossless compression, a rounding operator is also applied to
t̂j(m,n) in Eq. (16) during the test phase.
To illustrate the proposed FCNN-based transform, Fig. 4(b)
shows the obtained wavelet subbands for a given image at the
first resolution level. Note that the FCNN-based prediction and
update steps are performed by using the spatial supports shown
in Fig. 7. Thus, similar to the wavelet subbands obtained with
the conventional LS (see Fig. 4(a)), the FCNN-based decom-
position results in subbands representing the approximation
coefficients as well as the detail ones oriented horizontally,
vertically and diagonally.
Once the FCNN models of the different prediction operations
as well as the update are obtained, the wavelet coefficients
are generated and then encoded using an entropy coder. For
image reconstruction purposes, and similar to classical LS,
the FCNN-based LS synthesis stage can be easily obtained by
reverting the order of the lifting operations, inverting the signs
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(a) (b)

Fig. 4. Image subband representations using: (a) conventional LS (9/7 wavelet
transform), (b) FCNN-based NSLS.

(+ and −), and replacing the splitting step by a merging step.
Note that this synthesis stage is performed using the same
FCNN models as those obtained at the analysis stage. As in
the case of conventional LS, the proposed FCNN-based LS
guarantees the perfect reconstruction property when the integer
version of the wavelet coefficients is employed while including
a rounding operator applied to the output of the FCNN.

IV. DYNAMICAL FCNN-BASED LS CONSTRUCTION

A. Motivation

In the previous prediction and update design methods, the
FCNN model is trained by minimizing a loss function. Then,
the learned weights are kept fixed after training, and used
to generate the wavelet representation of any image in the
test set. However, in practice, the test dataset images may
have some characteristics or some specific contents that are
different from those of the training set. In this case, the
performance of the previous static FCNN-based models may
be sub-optimal. Therefore, it may appear interesting to design
a dynamical or adaptive FCNN model where some of the
parameters depend on the input image, while maintaining an
acceptable complexity.
To achieve this goal, let us recall the main operations per-
formed inside the classical FCNN model. The architecture
of the latter consists of two main blocks. The first one,
parameterized by Θ

(o)
j , allows to compute the values of the

inputs of the neurons in the hidden layers. The second block,
parameterized by w

(o)
j , produces the output of the FCNN

(i.e. predicted value) based on a linear combination of the
neuron output values at the last hidden layer. In order to
develop a dynamical FCNN model, we propose adjusting the
computation of the weight parameters in the second block by
taking into account the input image of the network. As a result,
the weights associated to the last layer of our new model will
depend on the input image xj,k, and so, they will be denoted
by w

(o)
j,k where k indicates the index of the image in the dataset

and j represents the resolution level. Thus, the new dynamical
FCNN-based model can be summarized by the block diagram
depicted in Fig. 5.
To make the computation of the output layer weights adaptive
to the input image, different strategies will now be explored.

Input layer Hidden layers Output layer

y
(o)
j,kΘ

(o)
jx̃

(o)
j,k(m,n) w

(o)
j,k x̂i,j,k(m,n)

Adaptive to the k-th image

Fig. 5. Proposed dynamical FCNN-based model.

B. Transfer learning approach

A straightforward strategy consists of a transfer learning
approach based on the use of a pre-trained model. More
precisely, by assuming that the traditional FCNN-based model
has been learned on the training dataset (as explained in
Section III), let us explain how to handle each input image
xj,k in the test set.
First, the vector Θ

(o)
j is extracted from the learned parameters

of the pre-trained FCNN model. The extracted weights are
then applied to each image xj,k to compute the vector y

(o)
j,k

associated to the last hidden layer. Finally, a fine-tuning is
performed to deduce the optimal weights of the output layer
w

(o)
j,k by minimizing the following criterion:

J (w(o)
j,k) =

Mj,k∑
m=1

Nj,k∑
n=1

(
xi,j,k(m,n)− x̂i,j,k(m,n)

)2
=

Mj,k∑
m=1

Nj,k∑
n=1

(
xi,j,k(m,n)− (w

(o)
j,k)
>y

(o)
j,k(m,n)

)2
(17)

where Mj,k and Nj,k are the width and the height of the image
xj,k, divided by 2.
As shown in Eq. (9), the optimal weights of each image xj,k
are given by

w
(o)
j,k =

(
E[y

(o)
j,k(m,n)y

(o)
j,k(m,n)

>]
)−1

× E[xi,j,k(m,n)y
(o)
j,k(m,n)]. (18)

Once the optimal weights w
(o)
j,k are obtained, the predicted

values x̂i,j,k(m,n) are computed as

x̂i,j,k(m,n) = (w
(o)
j,k)
>y

(o)
j,k(m,n). (19)

and the final detail coefficients are deduced from (12).
Note that, in a similar way, we compute t̂j,k(m,n) for each
image and deduce the corresponding approximation subband
from (16).

C. Adaptive learning techniques

While the main advantage of the previous approach
lies in its simplicity, a more sophisticated one consists
in implementing an adaptive learning process by taking
into account the input image of the training set. Thus, the
traditional training process for an FCNN model will be
modified to take into account that the weight parameters of
the output layer w

(o)
j,k depend on the input image. Therefore,

the objective of the new training process is to find the
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vector of parameters Θ
(o)
j while adapting w

(o)
j,k to each input

image xj,k. In the following, we propose two techniques for
achieving this objective: an alternating approach and a direct
one.

Alternating optimization technique
In this technique, because of the dependence between the
parameters Θ

(o)
j and w

(o)
j,k , we propose an iterative algorithm

that alternates between the computation of w
(o)
j,k and the

update of Θ
(o)
j . More specifically, the learning process will

be achieved as follows. For each image xj,k, two main steps
are performed in an iterative way. Let us start from a given
initialization of Θ

(o)
j . At each iteration `, we will produce in

the first step the output of the last hidden layer y
(o)
j,k . Then,

the weight parameters of the output layer w
(o,`)
j,k will be

computed by minimizing the `2-norm of the prediction error
(see Eq. (18)). After that, in the second step, we update the
weights Θ

(o,`)
j while setting the weight values for the output

layer to those obtained at the first step. This leads to

Θ
(o,`)
j

= argmin
Θ

(o)
j

∑
k,m,n

(
xi,j,k(m,n)− (w

(o,`)
j,k )>y

(o,`)
j,k (m,n;Θ

(o)
j )
)2

(20)

The different steps of this alternating optimization technique
are summarized in Algorithm 1.
Algorithm 1: Alternating optimization
At each resolution level j and subband o, starting from a given
initialization of Θ

(o)
j , do

À Set Θ
(o,0)
j = Θ

(o)
j

Á for ` = 1, 2, . . . , `max

(a) For every image k in the training set, compute y
(o,`)
j,k

using the weights Θ
(o,`−1)
j and deduce the optimal

weights of the output layer w
(o,`)
j,k using Eq. (18).

(b) Update the parameters Θ
(o,`)
j according to (20).

Â Set Θ
(o)
j = Θ

(o,`max)
j

In practice, a mini-batch approach is implemented where
the batch size (i.e. number of training samples used to
compute the gradient and update the parameters of the model)
corresponds to the number of pixels to be predicted for each
input image xj,k.

Direct optimization technique
A potential drawback of the previous adaptive learning
strategy is computational complexity since it alternates
between the computation of w

(o)
j,k and the update of Θ

(o)
j . In

order to alleviate this drawback and avoid the iterative process
applied to each image of the training dataset, we resort to a
one-pass optimization technique that allows a direct update
of the weights Θ

(o)
j . This technique aims at finding the

vector of parameters Θ
(o)
j without explicitly computing the

weights w
(o)
j,k for each image, as performed in Step Á(a) of

the alternating optimization algorithm. For this purpose, we
propose to re-write the loss function of our dynamical FCNN

model to make it only depending on the vector Θ
(o)
j .

More precisely, the cost function used in the standard FCNN
model can be expressed as follows:

L̃(Θ(o)
j ) =

∑
k

Mj,k∑
m=1

Nj,k∑
n=1

(
xi,j,k(m,n)

−
(
w

(o)
j,k(Θ

(o)
j )
)>

y
(o)
j,k(m,n;Θ

(o)
j )
)2
. (21)

Since our main idea is to make the weights w
(o)
j,k adaptive to

the input image xj,k, we propose to integrate in the above
cost function the analytical expression of the optimal weights
given by Eq. (18). To this end, and in order to show the
dependence of the latter weights with respect to the parameter
to be optimized Θ

(o)
j , let us first rewrite the solution as

w
(o)
j,k(Θ

(o)
j ) =

(
Γj,k(Θ

(o)
j )
)−1

cj,k(Θ
(o)
j ) (22)

where

Γj,k(Θ
(o)
j ) =

Mj,k∑
m=1

Nj,k∑
n=1

y
(o)
j,k(m,n;Θ

(o)
j )y

(o)
j,k(m,n;Θ

(o)
j )>

(23)

cj,k(Θ
(o)
j ) =

Mj,k∑
m=1

Nj,k∑
n=1

xi,j,k(m,n)y
(o)
j,k(m,n;Θ

(o)
j ). (24)

By inserting (22) in (21), and after some calculations, the final
expression of the cost function is given by

L̃(Θ(o)
j ) =

∑
k

Mj,k∑
m=1

Nj,k∑
n=1

(
xi,j,k(m,n)

)2
−
(
cj,k(Θ

(o)
j )
)>(

Γj,k(Θ
(o)
j )
)−1

cj,k(Θ
(o)
j ). (25)

As the optimization algorithm requires the computation of the
gradient of the loss function with respect to the weights Θ

(o)
j ,

the last criterion can be again simplified as follows:

L̃(Θ(o)
j ) = −

∑
k

(
cj,k(Θ

(o)
j )
)>(

Γj,k(Θ
(o)
j )
)−1

cj,k(Θ
(o)
j ).

(26)

Therefore, one can see that the resulting loss function depends
explicitly on the vector of parameters Θ

(o)
j .

Once the cost function is defined, the weights Θ
(o)
j are

optimized by applying a mini-batch gradient descent
algorithm on the training data. It should be noted here that,
for the classical as well as the dynamical FCNN-based
prediction and update stages, we have used the entire image
xj,k as an input of the neural network.

Test phase: Validation of the adaptive FCN models
on the test images
For a given subband o, once the adaptive training process
is achieved and the optimal learned parameters Θ

(o)
j are

obtained, the dynamical FCNN models is applied to the test
images by following the test phase procedure described in
the transfer learning approach. For instance, for the different
pixels to be predicted xi,j,k(m,n) of each test image, the
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vector of parameters Θ
(o)
j is first used to generate y

(o)
j,k(m,n)

(i.e. the neuron output values of the last hidden layer) from
the input reference vectors x̃

(o)
j,k(m,n). Then, the optimal

weights w
(o)
j,k of the output layer, adaptive to the input image,

are deduced based on Eq. (18). Finally, the predicted values
x̂i,j,k(m,n) are computed using Eq. (19). The difference
between the original pixels xi,j,k(m,n) and the predicted
ones x̂i,j,k(m,n) constitutes the wavelet coefficient set in
subband o.

D. Discussion

To conclude this section, we study the behavior of the
two proposed optimization techniques to build the dynamical
FCNN model. As stated in subsection IV-C, one advantage of
the direct optimization technique compared to the alternating
one is that it leads to a lower computational complexity.
Indeed, the training phase with the direct optimization tech-
nique is three times faster than that with the alternating
optimization technique. For example, for the CLIC dataset
described at the beginning of Section V, by using the spatial
supports of the prediction filters shown in Fig. 7, the training
phase of the first dynamical FCNN model, conducted on
an NVIDIA Tesla V100 32 Gb GPU, takes about 14 hours
(resp. 45 hours) with the direct (resp. alternating) optimization
technique. Note that, for the remaining subbands as well as
at the next resolution levels, this training time is significantly
reduced. Fig. 6 illustrates the variations of the loss function
with respect to the number of epochs for both optimization
techniques using random and FCNN initializations. Note here
that the FCNN initialization step corresponds to the case where
the weight parameters Θ

(o)
j , used in the first iteration of the

MBGD algorithm, are set to those obtained with the classical
FCNN model. For the alternating optimization technique, the
number of iterations used in each epoch was set to 1 (i.e.
`max = 1). From these plots, two main observations can be
made. First, for each optimization technique, it can be noticed
that the final MSE values obtained with both FCNN and
random initializations are close. This shows the robustness of
our algorithms with respect to the initialization step. Secondly,
it can be observed that both alternating and direct optimization
techniques converge to close MSE values. This observation
suggests that both optimization algorithms are expected to
yield similar compression performance. Note that these curves
are obtained with the validation images of the standard CLIC
dataset that will be described in Section V.

E. Transmission cost of the adaptive weights

While the proposed dynamical FCNN model has the advan-
tage to take into account the input image, it should be noted
that the adaptive weights w

(o)
j,k obtained at each resolution

level j and orientation o of each image need to be sent to
the decoder to perform the inverse transform. This will result
in a transmission overhead Ow (in bpp) given by

Ow =
32× n(H) × (4J)

M ×N
(27)

0 50 100 150 200 250 300

Epochs

34

36

38

40

42

44

46

M
S

E

Random initialization

FCNN initialization

0 50 100 150 200 250 300

Epochs

34

36

38

40

42

44

46

M
S

E

Random initialization

FCNN initialization
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Fig. 6. Evolution of the loss function with respect to the number of epochs for
alternating and direct optimization techniques based on FCNN and random
initializations.

where n(H) represents the number of neurons in the last hidden
layer, J is the number of resolution levels and, M and N
are respectively the width and the height of the input image.
For example, for an image of size 600 × 600 decomposed
over J = 3 resolution levels, and using an FCNN model with
H = 4 hidden layers of dimensions 128 × 64 × 32 × 16,
the transmission cost of the weight coefficients is equal to
0.017 bpp. In our simulations, we have used a half-precision
format for the weights of the last layer, which further reduces
the transmission cost to 0.0085 bpp. We have checked that
using half-precision format of these adaptive weights has no
detrimental impact on the final compression results.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed FCNN-based LS
and compare it to state-of-the-art methods. In this respect,
after describing the experimental settings, we will compare
various lifting scheme-based wavelet representations in terms
of compression performance. Then, the merits of our approach
in the context of lossless as well as lossy compression will be
illustrated.

A. Experimental settings

Our simulations are performed on various image datasets.
More precisely, the CLIC image dataset1 has been chosen for
training. The latter, built in the context of a workshop related
to the Challenge on Learned Image Compression (CLIC 2018),
is composed of 585 images with different sizes. For the test
phase, three image datasets have been used. The first one
consists of 40 crop images, of size 512 × 512, taken from
different images of the test CLIC dataset. The second and
third ones are taken from the Tecnick sampling dataset2 [45],
[46]. Indeed, the second dataset is composed of 30 images
of size 600 × 600 whereas the third one contains 35 larger
images with size 1200 × 1200. Note that these two datasets
will be denoted by Tecnick-R1 and Tecnick-R2, respectively.
It is worth pointing out that our proposed methods have been
designed for grayscale images. Thus, the color CLIC and

1http://www.compression.cc/2018/challenge/
2https://testimages.org/
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Tecnick-R2 images are converted to grayscale before applying
our methods as well as its competitors. Note that coding the
luminance component is generally more challenging than the
chrominance ones.
Moreover, the static as well as the dynamic FCNN archi-
tectures are implemented using H = 4 hidden layers with
128×64×32×16 neurons. In the training, the loss functions
are evaluated without considering the rounding operator (as
written in Eqs. (13), (20) and (21)). The Parametric Rectified
Linear Unit (PReLU) has been employed as an activation
function. ADAM algorithm is used with a learning rate equal
to 10−3 while applying a decay of 10−4, exponential decay
rates for the first and second moment estimates which are
respectively equal to 0.9 and 0.999, and ε = 10−7 to prevent
any division by zero. These implementations were carried out
by using Keras with TensorFlow backend on an NVIDIA
Tesla V100 32 Gb GPU. Finally, regarding the dynamical
FCNN architecture, and after showing the impact of the
initialization in Fig. 6, the alternating and direct optimization
techniques have employed the pre-trained FCNN model in the
initialization step. Note that the source code of our methods
is available on github3.

B. Comparison methods

Let us recall that lifting scheme-based wavelet transforms
are often designated by (L, L̃) where L and L̃ indicate the
number of vanishing moments of the analysis and synthesis
high pass filters, respectively [7], [19]. In our experiments,
we have considered the NSLS(4,2) transform. Note that the
supports of the different 2D prediction and update filters of
the retained NSLS are shown in Fig. 7.

(b)(a)

(c) (d)

x0,j(m,n)

x1,j(m,n)

x2,j(m,n)

x3,j(m,n)

x
(HH)
j+1 (m,n)

x
(HL)
j+1 (m,n)

x
(LH)
j+1 (m,n)

Fig. 7. Spatial supports of the prediction and update filters used to generate:
(a) the diagonal detail coefficients x

(HH)
j+1 , (b) the vertical detail coefficients

x
(LH)
j+1 , (c) the horizontal detail coefficients x(HH)

j+1 , and (d) the approximation
coefficients xj+1. Note that for every step, the pixels to be predicted and
updated are highlighted in black.

Once the spatial supports of the different prediction and update
filters are defined, the different proposed methods described in
Sections III and IV are tested. The latter will be denoted by

• FCNN-LS: It represents the first proposed FCNN-based
lifting scheme design method described in Section III.

3https://github.com/TassnimDardouri/FCNN LS

• D1-FCNN-LS: It corresponds to the first version of
the dynamical FCNN model based on the alternating
optimization technique described in Section IV-C.

• D2-FCNN-LS: It corresponds to the second version of the
dynamical FCNN model based on the direct optimization
technique described in Section IV-C. Note that for both
dynamical FCNN models, the overhead cost for trans-
mitting the adaptive weights to the decoder is taken into
account in our simulations.

• H-FCNN: It is a hybrid coding method which aims at
selecting for each test image the best model between the
classical and dynamical ones. In this case, an overhead
of only one bit per image, indicating the coding mode,
needs to be transmitted to the decoder to reconstruct the
image. Note that this extra bit per image is negligible.

Our proposed nonlinear transforms will be firstly compared to
the following conventional linear transforms:
• OPT-LS: This is the optimized linear transform

NSLS(4,2) where the prediction and update operators
are obtained by using the state-of-the-art optimization
methods described in Section II.

• JPEG2000: It represents the JPEG2000 compression stan-
dard which employs the 5/3 and 9/7 transforms for the
lossless and lossy compression modes, respectively.

Moreover, the proposed methods are also compared to recent
neural networks-based compression methods. The latter are
designated by
• Toderici [22]: In this method, Toderici et al. use an

architecture where the encoder and decoder are based on
a Recurrent Neural Network (RNN).

• Ballé 2017 [23]: This method, developed by Ballé et al.,
is an end-to-end optimized image compression scheme
based on nonlinear transform composed of three suc-
cessive stages of convolution linear filter and nonlinear
activation functions.

• Ballé 2018 [26]: It is based on a variational autoencoder
that incorporates a hyperprior to capture the spatial de-
pendencies of the latent representation.

• CNN-LS [36]: This method employs a neural networks-
based update-predict lifting structure where the update
step is a mean filter and the prediction one is performed
using a CNN.

These methods, as well as most of the previous works, are
only suitable for lossy compression. For this reason, the above
learning based compression methods will be only considered
for comparison in terms of Rate-Distortion (R-D) performance.
However, since the CNN-LS [36] is based on lifting scheme, it
can be slightly modified to be applicable in the context of loss-
less compression. In this respect, we have reversed the order
of the operations by performing a CNN-based prediction first,
then applying an update step to generate the approximation
coefficients from the previously computed detail signal.
Lossless and lossy compression implementation
The resulting wavelet-based representations (i.e. the classical
linear ones as well as the learned FCNN and CNN based
ones) are produced using three resolution levels and encoded
with the JPEG2000 codec while selecting the appropriate
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compression mode. The latter is used while disabling the
wavelet transform module of JPEG2000 based on 5/3 and
9/7 transforms, for the lossless and lossy compression modes,
respectively.
For instance, in the case of lossless compression, the integer
wavelet coefficients of the test images are firstly produced
(using the rounding operator as described in Section III). Then,
the JPEG2000 encoding module is only used as an entropy
coder to generate the bitstream and evaluate the final bitrate.
Regarding the lossy compression mode, the non-integer
wavelet coefficients of the test images are firstly produced
using (12) and (16). Then, the JPEG2000 encoding module
is employed for quantization and entropy coding. In this
respect, for each given target bitrate, the wavelet subbands are
partionned into blocks (called codeblocks) of size 64×64 and
a rate-distortion optimization is performed by the encoder to
find the optimal quantization steps and the embedded bitstream
for each codeblock.

C. Performance metrics

The performance of the proposed methods has been eval-
uated in the context of lossless as well as lossy compression
modes using different metrics. In this respect, the compactness
of the different wavelet representations is firstly measured in
terms of energy of the detail coefficients. The latter allows us
to identify the best methods in terms of prediction accuracy
and sparsity of the wavelet representation. To this end, for
each wavelet representation, the energy of the detail wavelet
subbands x

(o)
j has been computed. Since x

(o)
j represents a

prediction error (as defined in Eq. (12)), this energy can be
seen as a MSE evaluated over the different prediction steps as
follows:

MSE =

J∑
j=1

∑
o∈{HL,LH,HH}

Mj∑
m=1

Nj∑
n=1

(x
(o)
j (m,n))2

4j ×Mj ×Nj
(28)

where x(o)j is the detail subband, of size Mj×Nj , at resolution
level j and orientation o.
In addition, the entropy of all the wavelet coefficients is also
employed as another measure of compression. It is defined as
follows:

H =

J∑
j=1

∑
o∈{HL,LH,HH}

1

4j
H(o)
j +

1

4J
H(LL)
J (29)

where H(o)
j is the entropy of the wavelet subband x

(o)
j at

resolution level j and orientation o.
While the lossless compression performance is simply eval-
uated in terms of bitrate, the lossy compression results are
generally reported in terms of Rate-Distortion (R-D). In order
to quantify this distortion, four metrics have been used. They
correspond to Peak Signal-to-Noise Ratio (PSNR), Structural
SIMilarity (SSIM), Multi-Scale Structural SIMilarity (MS-
SSIM), and Perceptual Image-Error Assessment through Pair-
wise Preference (PieAPP) metrics [47]. The latter was found
to be better-correlated with human opinion compared to the
existing image quality assessment methods [47]. Finally, to

further compare R-D curves in terms of bitrate saving and
quality gain, the Bjøntegaard metric [48] has also been used.

D. Results and discussion

Compactness of wavelet representations
The first round of our experiments has been focused on the
evaluation of the compactness of the wavelet representations
produced by the aforementioned wavelet-based methods. Ta-
bles I and II illustrate the average MSE and entropy values
computed over all the test images of both the CLIC and
Tecnick-R1 datasets. In terms of energy of the detail wavelet
subbands, it can be firstly observed that FCNN-based LS im-
proves the prediction accuracy with respect to the conventional
optimized LS. Further improvements are obtained by resorting
to the proposed dynamical FCNN architectures. Moreover, in
terms of entropy, the proposed FCNN-LS achieves an average
gain of about 0.1-0.15 bits per pixel (bpp) compared to the
conventional optimized LS. This gain reaches 0.2 bpp with the
dynamical FCNN versions. It is important to note here that the
two proposed alternating and direct optimization techniques
lead to a similar performance in terms of prediction accuracy
as well as entropy of the resulting wavelet coefficients. Their
MSE and entropy values are also equal to those obtained with
the hybrid approach. This shows that the dynamical FCNN-
LS outperforms the static FCNN-LS for all images of both
datasets. Finally, our FCNN-based methods also outperform
the recent state-of-the-art CNN-based lifting scheme architec-
ture in terms of prediction accuracy as well as entropy of the
resulting wavelet representation. This may be explained by the
fact that CNN-based LS employs a separable structure and is
trained by using the reconstruction error as a loss function,
which makes it more appropriate for lossy compression as we
will show later.
While Tables I and II provide the average gain between the
different methods, Figures 8 and 9 illustrate the entropy values
of the different images of CLIC and Tecnick-R1 datasets,
respectively. These plots show the maximum gain achieved
by the proposed methods compared to the conventional ones.
For instance, it can be seen that the proposed FCNN-LS leads
to a gain of about 0.5 bpp compared to JPEG2000. Moreover,
the adaptive FCNN model results in an additional entropy gain
that reaches 0.15 bpp.
Lossless compression performance
The second round of our experiments has been devoted to the
evaluation of the compression performance of the proposed
approaches. In addition to the aforementioned comparison
methods, we have also included the HEVC-based lossless
coding scheme (using the HEVC Test Model (HM) version
HM-16.2) [49], [50] as well as a recent learning based lossless
compression method [40]. The latter, designated by Residual
Coding (RC), consists in transforming the input image into a
lossy reconstruction version and a residual one. Thus, in the
context of lossless compression, Table III provides the average
bitrates obtained with the CLIC, Tecnick-R1 and Tecnick-
R2 image datasets. While the conventional optimized lifting
scheme shows similar performance to the JPEG2000 compres-
sion standard, an improvement is achieved by the proposed
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FCNN-LS design method. The average gain becomes around
0.1-0.14 bpp by resorting to the dynamical FCNN models.
Moreover, as mentioned in the previous energy compaction
study, one can notice that the two proposed alternating and
direct optimization techniques yield similar performance in
terms of bitrates. Based on the results of these approaches, one
can still conclude that the dynamical FCNN-LS outperforms
the static FCNN-LS for all images of both datasets. Finally,
it can be again observed that the state-of-the-art CNN-based
method [36] has a lower performance in the context of lossless
compression whereas the residual based coding method [40]
results in similar performance compared to the proposed
dynamical FCNN based LS. While this recent method [40] is
devoted to lossless compression, our FCNN based LS presents
the advantage of being applicable to both lossless and lossy
compression.
Lossy compression performance: objective evaluation
Regarding the lossy compression mode, an objective evalu-
ation is firstly performed in terms of R-D results. Fig. 10
illustrates the average results for the three image datasets
using PieAPP, SSIM, MS-SSIM and PSNR metrics. According
to these plots, different observations can be made. First,
JPEG2000 often leads to better PSNR and MS-SSIM values
than the different deep learning based image compression
methods. However, the SSIM plots show that our proposed
static and dynamical FCNN-based methods as well as the
hybrid one lead to better results compared to JPEG2000
and the different neural networks-based compression methods,
especially at low bitrates. It is worth pointing out that, in
a recent study on the quality assessment of deep learning
based compressed images [51], it has been shown that simple
pixel-based metrics, such as PSNR, are much less accurate
to judge the visual quality of decoded images obtained with
the emerging deep learning based image compression methods.
Based on a careful visual inspection of the quality of the recon-
structed images at different bitrates, we have also observed that
the proposed FCNN-based approaches yield better subjective
results. For this reason, we proposed to quantify the R-D
results using a sophisticated perceptual metric (PieAPP) [47].
Note that lower PieAPP values indicate better visual quality.
Thus, the PieAPP plots show that neural networks-based
compression methods often outperform JPEG2000. Moreover,
the proposed FCNN-based approaches often lead to the best
compression performance. Fig. 11 illustrates the R-D curves
for some images of the CLIC and Tecnick-R2 datasets. We
further study the coding performance of the proposed methods
for test images with different resolutions and various textures.
Fig. 12 illustrates the gain of the hybrid FCNN-LS with respect
to the static version for each image of the CLIC and Tecnick-
R2 datasets. These plots demonstrate again the interest of the
proposed dynamic FCNN-based compression method.
In addition, Tables IV and V show the relative gains of the
proposed H-FCNN-LS method compared to CNN-LS [36] and
JPEG2000 methods, respectively. The results are provided for
low and middle bitrates corresponding respectively to the bi-
trates {0.07, 0.1, 0.15, 0.2} and {0.2, 0.25, 0.3, 0.4} bpp. Note
that a negative value in terms of bitrate saving (resp. PieAPP
difference) indicates a decrease of bitrate (resp. PieAPP) for

the same PieAPP (resp. bitrate). Thus, it can be observed
that our proposed method outperforms the reference methods
in terms of bitrate saving and quality of reconstruction. For
instance, the gain is much more significant at low bitrate where
it reaches 94% and 35% in terms of bitrate saving compared to
JPEG2000 and CNN-LS [36], respectively. It should be noted
here that the improvement achieved by the proposed FCNN-
LS compared to the recent CNN-LS is mainly due to the
main differences between these two approaches summarized
in Section I.
Lossy compression performance: subjective evaluation
The proposed dynamical FCNN model is compared to the
recent CNN-based LS method as well as the JPEG2000
compression standard in terms of visual reconstruction quality.
Figures 13-15 illustrate some reconstructed images of the
CLIC and Tecnick-R2 datasets at different bitrates. It can
be clearly noticed that the proposed dynamical FCNN-based
compression method leads to better perceptual quality yielding
reconstructed images with sharp edges.
Ablation study
The impact of some parameters on the coding performance of
the proposed FCNN-LS has been also studied. After setting the
number of resolution levels to three (i.e. J = 3), the influence
of the number of hidden layers H is first analyzed while con-
sidering four configurations of the FCNN models. The latter
corresponds to one hidden layer of size 64, two hidden layers
of size 128×16, four hidden layers of size 128×64×32×16
and six hidden layers of size 128× 64× 64× 64× 32× 16.
Note that the resulting number of parameters, corresponding
to these four configurations, is equal to 36876, 60492, 167244
and 268620, respectively. As expected, Fig. 16 shows that
increasing the number of layers generally improves the R-
D results. However, it can be noticed that using four or six
hidden layers yields similar R-D performance. For this reason,
we have chosen an FCNN with four hidden layers in our
experiments.
Moreover, we have also studied the impact of the number
of resolution levels J used to generate the FCNN-LS based
representation (with H = 4). With the retained four hidden
layers configuration, the FCNN-LS based decomposition re-
quires 55748×J parameters. Fig. 17 illustrates the R-D results
using different resolution levels. It can be seen that increasing
the number of levels improves the R-D results. In terms of
performance improvements, it appears enough to use three
resolution levels as we did in our experiments.
Complexity
Finally, we propose to compare our FCNN-LS and the recent
CNN-LS [36] in terms of number of parameters and execution
time. Indeed, using a multiresolution representation over three
resolution levels, the number of parameters involved in the
architecture of the FCNN-LS (resp. CNN-LS) is equal to
167244 (resp. 97489). This difference is mainly due to the fact
that the CNN-LS uses a single model for both the horizontal
and vertical decomposition of the image. This model is also
kept fixed across the different resolution levels. In contrast,
our FCNN-LS generates a model for each wavelet subband
which will result in 4× J FCNN models.
Regarding the execution time, using an Intel Xeon(R) pro-
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cessor (4 GHz) and a Python implementation, the encod-
ing/decoding time of the FCNN-LS (resp. CNN-LS) is equal to
2.2/0.8 (resp. 1.1/0.7) seconds for an image of size 600×600.
Note that the encoding/decoding time of the FCNN-LS based
decomposition becomes 8.5/3.2 seconds for an image of size
1200×1200. This runtime is reduced to 0.3/0.08 seconds when
the code is executed on an NVIDIA Tesla V100 32Gb GPU.
All these results confirm the benefits of the proposed FCNN-
based models for adaptive lifting-based coding schemes.

VI. CONCLUSION AND PERSPECTIVES

New FCNN-based models for the design of adaptive
wavelet-based image coding methods are proposed in this
paper. While the first model aims to perform the prediction
and update lifting stages using a static FCNN architecture,
the second one is based on a dynamical architecture that
takes into account the characteristics of the input image. Two
adaptive learning approaches, based on alternating and direct
optimization techniques, have been developed and studied.
Experimental results have shown the excellent performance of
the proposed approaches in the context of lossless and lossy
compression. These results suggest that incorporating neural
networks in LS might lead to a third generation of wavelets
for compression purposes. In future work, an extension of
the proposed FCNN-based models to more sophisticated LS
(in particular vector lifting scheme [52]) could be envisaged,
to deal with color images. Moreover, end-to-end learning
approaches will be investigated. Indeed, while our FCNN
models are trained using a loss function depending only on
the wavelet coefficients (i.e. the analysis transform), resorting
to a rate-distortion loss function taking into account the coding
module as well as the synthesis transform could lead to
improved results.

TABLE I
ENERGY COMPACTION PERFORMANCE OF WAVELET REPRESENTATIONS OF

THE CLIC IMAGE DATASET.

Method MSE entropy
(in bpp)

JPEG2000 (5/3) 188.60 4.41
OPT-LS 149.38 4.36

CNN-LS [36] 292.38 4.89
FCNN-LS 133.17 4.23

D1-FCNN-LS 113.58 4.16
D2-FCNN-LS 113.52 4.16
H-FCNN-LS 113.52 4.16

TABLE II
ENERGY COMPACTION PERFORMANCE OF WAVELET REPRESENTATIONS OF

THE TECNICK-R1 IMAGE DATASET.

Method MSE entropy
(in bpp)

JPEG2000 (5/3) 100.24 3.90
OPT-LS 78.73 3.86

CNN-LS [36] 153.91 4.40
FCNN-LS 76.27 3.77

D1-FCNN-LS 62.03 3.72
D2-FCNN-LS 62.36 3.72
H-FCNN-LS 62.36 3.72

TABLE III
LOSSLESS COMPRESSION PERFORMANCE: AVERAGE BIRATES (IN BPP),

USING JPEG2000 ENTROPY ENCODER, FOR THE DIFFERENT IMAGE
DATASETS.

Method Bitrate Bitrate Bitrate
of CLIC of Tecnick-R1 of Tecnick-R2

JPEG2000 (5/3) 4.16 3.73 3.72
HEVC 4.09 3.63 4.03

OPT-LS 4.17 3.66 3.70
CNN-LS [36] 4.66 4.22 4.17

RC [40] 4.02 3.55 3.65
FCNN-LS 4.12 3.62 3.66

D1-FCNN-LS 4.05 3.57 3.63
D2-FCNN-LS 4.05 3.57 3.63
H-FCNN-LS 4.05 3.57 3.63

TABLE IV
BJØNTEGAARD METRIC: THE AVERAGE PIEAPP DIFFERENCES AND THE
BITRATE SAVING. THE GAIN OF “H-FCNN-LS” W.R.T “CNN-LS [36]”.

bitrate saving (in %) PieAPP difference
Datasets low middle low middle
CLIC -35.75 -21.67 -0.41 -0.22
Tecnick-R1 -34.79 -17.12 -0.37 -0.14
Tecnick-R2 -35.89 -17.73 -0.32 -0.11

TABLE V
BJØNTEGAARD METRIC: THE AVERAGE PIEAPP DIFFERENCES AND THE

BITRATE SAVING. THE GAIN OF “H-FCNN-LS” W.R.T “JPEG2000”.

bitrate saving (in %) PieAPP difference
Datasets low middle low middle
CLIC -94.26 -59.57 -1.36 -0.69
Tecnick-R1 -77.19 -45.14 -0.98 -0.42
Tecnick-R2 -78.30 -45.03 -0.86 -0.33
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Fig. 10. Average R-D results of the CLIC (first column), Tecnick-R1 (second column) and Tecnick-R2 (third column) image datasets using PieAPP, SSIM,
MS-SSIM and PSNR metrics.
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Fig. 11. R-D results in terms of PieAPP and SSIM for image 39 (top) of
CLIC and image 19 (bottom) of Tecnick-R2.
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Fig. 12. The gain of the H-FCNN-LS with respect to the FCNN-LS in terms
of PieAPP and SSIM for each image of the CLIC (top) and Tecnick-R2
(bottom) datasets.

(a) (b): PSNR=22.13 dB
PieAPP=4.21

(c): PSNR=22.47 dB (d): PSNR=21.46 dB
PieAPP=2.81 PieAPP=2.26

Fig. 13. (a) Original test image taken from the CLIC dataset. Reconstructed
images at 0.25 bpp using: (b) JPEG2000, (c) CNN-LS [36], (d) D2-FCNN-
LS.

(a) (b): PSNR=27.73 dB
PieAPP=3.8

(c): PSNR=28.30 dB (d): PSNR=27.31 dB
PieAPP=3.1 PieAPP=1.86

Fig. 14. (a) Original test image taken from the CLIC dataset. Reconstructed
images at 0.1 bpp using: (b) JPEG2000, (c) CNN-LS [36], (d) D2-FCNN-LS.
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(a) (b): PSNR=26.73 dB
PieAPP=3.16

(c): PSNR=26.86 dB (d): PSNR=25.83 dB
PieAPP=2.69 PieAPP=1.68

Fig. 15. (a) Original test image taken from the Tecnick-R2 dataset. Zoom on
the reconstructed images at 0.1 bpp using: (b) JPEG2000, (c) CNN-LS [36],
(d) D2-FCNN-LS.
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Fig. 16. Effect of the number of hidden layers H on the R-D performance
of the FCNN-LS (with J = 3) for the Tecnick-R2 dataset.
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Fig. 17. Effect of the number of resolution levels J on the R-D performance
of the FCNN-LS (with H = 4) for the Tecnick-R2 dataset.
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