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How to Use this Textbook?

This textbook is a complementary tool to the lectures, the tutorials and the website (on

Edunao https://centralesupelec.edunao.com/my/)).

The primary purpose of this textbook is to review the economic issues raised in the
lectures and to discuss the economic facts and the controversies between the various ex-
planatory theories (first part of the textbook, entitled "The Course'). Compared to the
lectures or the tutorials (you can find the exercises and texts to be commented on in the

second part of the textbook), all equations may be found in the boxes.

On the economics course website, I will post regularly detailed corrections of tutorial
exercises, as well as comments on texts and news articles from the media. You will also
find in this textbook, before the first tutorial, a methodological guide (my
recommendations) for the Reflection Questions you will be asked during the

exams.

As for the slides and handouts of the amphitheatre lectures (on which figures and
graphical analysis, statistics or equations describe the economic theories), they will also
be available on the course website after each session (or even the day before, if I deem

the version satisfactory).

Please note that I will add other documents (news articles, exercises, websites) to the
course website regularly. The forum can also be an exciting tool for collaborative
work: you will start discussions, ask questions... I and pedagogical team or

even other students will be able to answer your questions.

Finally, I recommend the following manuals (all available in the library - in English

for the most part) to deepen certain parts/chapters of the course:


https://centralesupelec.edunao.com/my/

» Begg et al. (2002d) Macroéconomie, Dunod.

e Begg et al| (2002b) Microéconomie, Dunod.

e Blanchard € Cohen| (2002) Macroéconomie, Pearson Education.

e |Burda & Wyplosz (1998) Macroéconomie: une perspective européenne, De Boeck.

e |da Costa| (2013) Etats-Unis, Europe, Chine : des Etats au ceeur des crises économiques
et financiéres mondiales, I’Harmattan.

e | Mucchielli & Mayer (2005) Economie internationale, Dalloz.
. Eléments de microéconomie, Montchrestien.

. Principes d’économie moderne, De Boeck.

. Analyse microéconomique, De Boeck.
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Chapter 1
Introduction

That all students at Ecole CentraleSupélec study economics is necessary for several rea-
sons. We are in a university open to the world and it is for this reason that, from the very
beginning of your schooling, you have been confronted with social issues through projects
and teaching in which there is often a hidden or clearly affirmed economic dimension.
Moreover, you have probably already read the economic press/journals and heard about
economic variables and concepts: the engines of growth, the inflation-unemployment re-
lationship, the types of competition, the European Central Bank and other economic
institutions, and so on. It is now time to clearly define all this and finally grasp the
economic debates in all their complexity. In doing so, you will all, at least once in your
schooling, come across the views of economists on the major problems and debates run-
ning through our society. It is a good bet that you will come across economic issues
in your future professional life that we will have tackled together: mastering them will
enable you to better understand the economic environment of your company or your job

and, more broadly, to better understand your own environment as a citizen.

In this course, we will study economics like any other scientific discipline, that is to
say, by learning its basic protocol. But it is not about making you economists: this course
is a fairly complete introduction, but still... an introduction! The main objective is to

make economic sense, but not to master in detail all the tools of economists.

Now, before going any further, let us stop for a moment on this first questioning:
we have just implied that economics is a scientific discipline like any other, isn’t it? We
wrote: "In this course, we are going to study economics like any other scientific discipline,
that is to say, by learning its basic protocol'. But is it really the case? Can we say that

economics is a Science?



1.1 Is Economics a Science?

Assuming that there are at least two main reasons why we may have doubts about the
scientificity of economic analysis. First, we notice that there is a very progressive and slow
progress in the knowledge of economics or the understanding of economic mechanisms
(we will briefly discuss at the end of this first chapter a History of Economic Thought),
but without being able to speak of real discoveries, in the sense that we would find
something that was hidden or totally unknown. You may have also heard of the criterion
of scientificity according to [Popper| (1953)) which stipulates that a proposal is scientific
when it can be refuted by observation; yet experimentation is a rare phenomenon in
economics. Indeed, economic phenomena very rarely repeat themselves identically. And
it is difficult to carry out controlled experiments, i.e. experiments that allow phenomena
to be isolated and set certain variables to "measure’ the effects of others. In fact, we have
to be satisfied with unique and very real experiments (for example the famous subprime
crisis of 2008) to find THE explanatory theory (why this crisis? What new mechanisms
are at play?). But economic policies or economic reforms can provide natural experiments

to test hypotheses... more on this later.

Breaking the mold of scientificity is not, however, the only defining feature of eco-
nomics! Indeed, the so-called hard sciences, such as climatology for example, also suffer
from this criticism: the global predictions of climate models cannot be empirically tested
on a very large scale (not to mention the ineffectiveness of a simple physical laboratory
experiment). The interconnections between variables are numerous, complex (e.g. mod-
elling the water cycle with ocean rollers), random (e.g. an isolated volcanic eruption has a
major effect on the global climate) and not all of them are yet known or well understood.
Economics is in a situation similar to that of climatology: thanks to the development of
statistical knowledge, the increase in computing power of computers, and the creation of
increasingly accurate and rich databases (see Eurostat, the centre for European statis-
tics, available online), the experimentation in economics is progressing and, for only a few
decades now, it has been possible to compare data with models thanks to econometrics
(which is the branch of statistics that enables economic data to be processed). These
regressions and econometric estimates can then be used to carry out economic policy

simulations (testing the multiple effects of a reform, for example).

An economic model (like any model in any other science) is a set of assumptions and
laws from which a theoretical representation of the functioning of the economy is derived.
A law is intended to give a representation of the links between economic variables, whereas

hypotheses are simplified representations of reality. The results of the models therefore



depend only on the assumptions and laws used. This approach makes it possible to
formulate understandable and usable theories. If the conclusions appear erroneous, it is
because the assumptions must be changed. Economic analysis is therefore largely based
on a hypothetico-deductive approach, insofar as theories and models are developed on
the basis of assumptions. Finally, theories can also be tested and challenged through the

observation of facts in an inductive approach.

However, it must be acknowledged that economic analysis remains highly criticized for
its status as a science when it is carried out in a hypothetico-deductive so-called isolated
approach, this is when models and theories are developed from assumptions without the
work of fact-finding and verification being carried out. In an isolated approach, models
are considered "valid" because they are mathematically correct. This somewhat odd way
of proceeding often occurs when statistical data are missing or imprecise. Therefore,
future econometric studies will need to be conducted once the data are available. But
sometimes the North Star of mathematics can lead some economists astray and isolate
their models from any empirical verification. The model becomes a (beautiful) object for

what it is only and without questioning its real utility!

You should know that mathematical formalisation is now ommnipresent in economic
science and this is why, on this course, we will use mathematics to describe some eco-
nomic mechanismf]. Mathematics has the essential virtue of making obvious and rapid
reasoning that would otherwise be tedious and allows us to avoid sophistry or erroneous
reasoning. Modelling is a simplification process that allows a better understanding of the
workings involved. But we will only study rudimentary mathematical techniques, since
our objective is to remain focused on economic phenomena and very little on mathemati-
cal aspects (you already master the latter but not the former). Sometimes, you may also
be a little shocked by assumptions that seem reductive, but always keep in mind that
they could be overcome if we made the models more complex: as this course is an intro-
duction to economics, we will have to stop at mathematical models that are sometimes

frustrating, but often rich in meaning.

1.2 What is Economic Analysis?

Economic analysis, or economic science, is based on the observation that human needs

are unlimited while available resources are scarce (limited). This observation therefore

1Other currents of research in economics do not need mathematics, but their field of analysis seems
less extensive than that of the neoclassical mainstream thinking, which covers almost all existing issues...
we will come back to this later.



requires economic systems, as well as the economic agents that make them up, to make
choices in the allocation of resources (there are many trade-offs: study longer or work
now, buy or rent an apartment, save or consume, etc.). Each choice implies a renunciation

whose value in economics is called the Opportunity Cost.

According to Samuelson, the aim of economics is to solve resource allocation problems
by answering three questions: What to produce? How to produce? For whom to produce?
The first question refers to the allocation of resources (the inputs necessary for production:
capital, labour, energy and natural resources), the second to the study of production
(what technology to produce?) and the last to the problem of distribution (and with it

the very topical issue of inequalities).

This definition has the advantage of being very comprehensive, but several distinctions

need to be made in order to define more precisely what economic analysis is:

Positive Economics versus Normative Economics. Positive economics aims to pro-
vide objective and scientific explanations for the functioning of the economy, while
normative economics attempts to provide recommendations based on judgments of

personal value. For example :

If the gas tax is increased, then gas consumption will go down, all other

things being equal.

This is a positive proposition since a statistical study can easily calculate the price
elasticity of demand for this good and thus verify that this elasticity is negative
and less than one in absolute value (see the box on this concept of price elasticity

in the next chapter 2). Now for a second example:

The State must always adopt economic stimulus measures in order to

create jobs.

This is, on the contrary, a normative proposal. The terms "always"' and "never'

should be banned from the positive economy.

The distinction between positive economy and normative economy brings us back to
the question of the role of the economist: should he stop at a good understanding of
the mechanisms (on the origin of unemployment, for example)? Or should he leave
his position as an objective observer to implement the fruits of his observations?
It often seems natural that he also gives advice and gives opinions, which at first
sight seems to distance him from the scientificity of economic analysis. In this case,
it is to be hoped that his recommendations are based on a coherent demonstration

whose hypotheses are clearly specified and can be verified or discussed.



Macroeconomics and Microeconomics. As in many other social sciences (economics
being a human and social science), economic science is traversed by an opposition
between two conceptions: the holistic conception and the individualistic conception.
Methodological individualism is the study of phenomena in the belief that they
can be explained through the analysis of individual behaviour. Holism, on the
other hand, considers that individual behaviours are part of a predetermined global
context. This opposition refers to the separation that has long existed between
macroeconomics and microeconomics, where, on the one hand, microeconomics
studied the behaviour of each group of economic agents (households, firms, the
State) separately and, on the other hand, macroeconomics was interested in the
economy as a whole, focusing on the measurement of the main economic aggregates
(the representative quantities: GDP, unemployment rate, inflation rate, interest
rate) and their relationships. This distinction between micro and macroeconomics
is a simplification of reality. Fortunately, the lines between the two are blurred

today. Indeed, macroeconomic models are now richer and more complex:

o they are micro-founded, i.e. certain macro mechanisms are based on the indi-
vidual behaviour of agents (e.g. firms’ demand for labour is the result of profit-
maximising behaviour through the determination of the demand for factors of

production, of which labour is a part),

o they incorporate supply mechanisms, i.e. they are capable, for example, of
reproducing the consequences of a deterioration in production characteristics
(e.g. an increase in the production costs of companies following a rise in oil
prices, as in the 1970s, with significant macroeconomic effects, particularly on
the labour market, inflation, etc.), whereas the first macro-econometric models
were incapable of doing so since they were based solely on the description of
demand (private and public consumption and investment which alone deter-
mined the level of production of goods and services and where supply - or the

volume of production - always adapted to demand!).

Economic Cycles Versus Structural Economy. This distinction amounts to differ-
entiating between the short term and the long term. For example, the question of
which economic policy is most likely to boost growth in Europe this year is clearly a
cyclical issue (what budget and fiscal policies this year? what monetary policy this
quarter?); whereas finding ways to increase growth in a sustainable way, or to make
it environmentally friendly in the long run, is a structural issue. Of course, cyclical

and structural effects are not always easy to discern in practice: for example, the



cause of oil price volatility may be speculative in the short term, but also lies in

the prospect of a long-term decline in oil stocks.

These distinctions are relevant because they will structure this textbook, the plan of which

we will see after a brief presentation of the History of currents of thought in Economics.

1.3 Evolutions in the Conception of Economics (or a

Brief History of Thought in Economics)

Historically, it is considered that economic science appeared at the same time as economic
markets developed at a high rate at the time of the first industrial revolution (late 18th
century in Great Britain, and early 19th century for France). Economic thinkers existed,
however, long before this period, albeit differing only slightly from philosophers and not
exploring economics in a particularly autonomous way: For example, the Physiocrats (at
its peak in the mid-18th century), whose economic environment was largely agrarian,
were interested in production from the particular angle of the study of the farmlands
(the soil and its yields); the Mercantilists (from the 16th century onwards) studied the
economic benefits of international trade between old Europe and the New World (trade
that developed thanks to the rise of the first financial markets, necessary to finance the
construction of large fleets of merchant ships). Physiocrats and mercantilists alike live

in a Europe whose internal economic markets remain poorly developed (Malinvaud et al.
(1972)).

With the works of the English [Smith| (1776)), |[Ricardo| (1817) and the French Say
(law of Supply), from 1776 to 1870, the Classical school of thought is developed and
organized around the theory of the value of labour : the value of a good is then the
quantity of labour incorporated in it. The wealth produced is limited by the amount of
labour available, and the authors, led by Smith, develop the concept of division of labour
and insist on its importance as a source of increased productivity, and thus of global
wealth. For example, Smith describes the organization of work in an English pin factory
in which the production of this simple object was divided into 18 separate operations.
Such a technical division is a source of considerable productivity gains. Indeed, the
skill of workers repeating the same gestures is greatly increased, idle time due to tool or

workstation changes is eliminated, and the machinery is easier to set up.
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Moreover, you are probably familiar with the image of the famous invisible hand which
states that the pursuit of individual interests always serves the collective interest?} the

classical school is thus a clearly liberal school from the economic point of view.

The end of this first period saw a rupture between economists since, on the one hand,
Marxists and Socialists (Sismondi in Italy and Proudhon in France) founded Political
Economy with a collectivist and more normative vision of the economy, while, on the
other hand, the classics questioned their own doctrine by founding the so-called neoclas-
sical school. The Neoclassics developed an innovative approach to value that marks an
important progression: the value of a good comes from the utility that is derived from
its consumption. To demonstrate this, they developed a so-called margin reasoning (neo-
classicals are also called marginalists), i.e. the utility provided by the next consumed
unit of a good or service must be greater than the price of the good or service in question
for the consumer to make the purchase. The equivalent decision process on the side of
the firms where the input is purchased as long as the gain in output that its use in the
production process generates makes it possible to sell this additional output at a higher
price than the price of the unit of additional input incorporated. From French Walras
to English [Marshal (1920)) to Italian Pareto (the concept of social optimum or Pareto’s

optimum), they all introduce mathematics into economic thinking.

The Keynesian critique, in 1930, marks a very strong break in the history of economic
thought: for the first time the analysis is at a macroeconomic level; it highlights the
relationships between the major economic variables and demonstrates the existence of a
steady equilibrium of underemployment and overproduction, which strongly contradicts
the classical and neoclassical precepts on the automatic and simultaneous adjustment
of all markets by prices (Walras’ general equilibrium). Keynes’ steady equilibrium of
unemployment allows us to describe in some detail the simultaneous situation of unem-
ployment, overproduction and falling prices that characterized the 1929 crisis (the Great
Depression). Keynes then advocated fiscal and monetary stimulus from the States to
support economies in crisis (and at the time: it worked!). He explains the positive effects
of these measures through the concept of the multiplier (known as Keynesian) which is
defined as the ratio between a variation in public spending and the subsequent variation
in overall income. For example, 100 euros spent by the State gives rise to an order of
the same amount that will increase the income of the beneficiary; income that will, in
turn, be partly used in expenditure; this sum will partly (the part that will not be saved)
also be used by its new beneficiary; and so on until the effect is exhausted (the sums

redistributed at each stage diminishing towards zero).

2This invisible hand is present on the markets: it organizes its adjustment process by the price between
individual supplies and demands, and allows this coincidence of individual and collective interests.
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From 1940 to 1970, from the Englishman Hicks (1937) (who worked on the equation,
through the IS-LM model, of Keynes’ theories) to the American Samuelson, economists in-
corporated Keynesian analysis into the neoclassical corpus. The glorious period of growth
of the 30 glorious years (1950-1973) that the West was experiencing at the time was largely
based on Keynesian ideas. This neoclassical synthesis (i.e. Keynesian macroeconomics +
neoclassical microeconomics) lasted about forty years (!) then collapsed when, with the
first oil shock, the simultaneous appearance of inflation and unemployment undermined

Keynesian recovery policies. The latter only aggravated the initial price increase.

During the seventies, strong criticism was therefore levelled at the then dominant
Keynesian model. First of all, the monetarists, under the aegis of the American economist
Friedman, rejected the Philips curve (we will define this concept in the lecture - see my
slides) and considered that the injection of liquidity (or money to put it commonly,
thanks to the increase in government spendings) led to a rise in prices that was quickly
taken into account by agents (i.e. in an adaptive way) who, little by little, reduced
their spendings and increased their savings. Fiscal stimulus packages therefore have an
effect that becomes weaker and weaker over time, whereas in the medium and long term,

inflation remains very high.

The rational expectations developed by Lucas (an American economist) will go even
further in the criticism: this theory shows that if agents know the model of the economy;,
they can then instantly anticipate its movements. In other words, they anticipate the
future increase in taxes when the state stimulates the economy with a budget deficit,
and start saving immediately. Stimulus policy no longer has any effect, even in the short

term, since the liquidity injected never returns to the productive system.

Currently, two currents dominate the debate in economics. These are the two neo-
classical currents: on the one hand, the New Keynesians , with the American economists
Stiglitz and Akerlof; on the other hand, the New Classics , with the American economists
(1) Barro and Sargent. In the end, these two schools oppose each other on the role of
the State. For the New Keynesians, the fluctuations reflect large-scale market failures.
State intervention is necessary and can be effective in improving, or countering, market
failures (which will be defined in the next chapter). The research of these economists in-
volves working on the theoretical justifications for market imperfections. In this respect,
the 2008 winner of the Nobel Prize in Economics is the neo-Keynesian economist Paul

Krugman E| .

For the new classics, on the contrary, individuals are rational and markets are always

in equilibrium: economic fluctuations (of which crises are the quintessence!) are natural

3Cf. the complete list of Nobel Prize in Economics winners on the course website.
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and efficient responses of the economy. New classical economists are working on the
links between economic fluctuations and technological shocks. In this context, state
intervention cannot be effective, and for some more radical ones, it is even harmful. The

2011 Nobel Prize in Economics is thus awarded to the new classic Thomas Sargent.

Of course, there are also other oppositions that structure currents of thought in eco-
nomics. One can notably oppose the so-called orthodox economists (neo-classical eco-
nomics, monetarism, neo-Keynesian economics, new classical economics, the Austrian
school, etc.) to heterodox ones (institutional economics, Marxist economics, ecological
economics, etc.): the former considering economic agents as separate, rational and calcu-
lating beings evolving on markets; the latter placing their thinking within the framework

of social sciences or political philosophy.

Knowing these different currents of thought is important for a better understanding of
the political responses that will be given to the "protean crisis' that we are experiencing
today, as the daily Le Monde titled it (more than 10 years ago!) in April 2008: "Six crises
that are shaking up the world economic order": financial, monetary, energy, economic,
ecological and food crises. The objective of this course is therefore to provide you with
elements of answers through the use of thought structures and their models that will
allow us (this is the course’s wager!) to trace a logical path through the contradictory
information we may hear in the media. Looking back over the history of previous events

and crises will allow us to take a welcome step back to analyse the current situation.

National Accounting - Course Elements for Tutorial 1 (TD1)

The objective of this first box is to address concepts that cut across the different
chapters of the course, relating to the most common "economic aggregates”’, such as
Gross Domestic Product or GDP, consumption, investment, etc., and price indices.

The best known (and probably the most criticized) national accounts indicator is there-
fore GDP. GDP is a measure of an economy’s output. Its calculation is quite complex
and its measurement is based on a powerful information system that should provide an
accurate picture of the state of the economy.

Historically, during the Great Depression of 1929, political and economic leaders realized
that they had no measure of macroeconomic activity and its evolution. We realized that
we were in a Great Depression several years after it began, when we saw unemployment
rise very high, especially in the United States. At the request of the American Congress
in 1932, Simon Kuznets (1971 Nobel Prize in Economics) created a national accounting

13



system in the United States, and invented the gross domestic product in 1934, in order
to measure the effect of the Great Depression on the economy.

After the Second World War, all developed countries therefore set up information sys-
tems on the level of production and its growth. National accounts have been carried out
in France by INSEE since 1948: the French National Institute of Statistics and Economic
Studies. Its aim is to measure all the accounting relationships between economic agents.

What are these accounting relationships? In order to do this, it is necessary to
define economic circuits, which can be broken down into three main categories (or 3
components): 1. groups of agents characterized by a specific function; 2. markets
(of goods, factors of production, money market, etc.); 3. trade flows (real/physical or
monetary /financial) which pass through markets (previous point 2) and which go from
one group of agents to another (previous point 1).

Among the economic agents, there are 5 residents institutional sectors: 1. Non-
financial corporations : i.e. companies or firms ; 2. Households ; 3. Government ; 4.
Non-profit institutions serving households (NPISHs) ; 5. Financial corporations.

Let’s go back one by one to these five areas. Non-financial corporations or firms
produce (non-financial) goods and services for profit, i.e. they are traded on markets.
The various operations of the companies are separate from those of their owners. Their
resources are mainly derived from the sale of goods and services.

As for households, they consume (this is their main function), save, provide firms
with factors of production (labour, capital), receive remuneration in return (wages, in-
terest, dividends, rents), receive transfers from general government (pensions, various
allowances, etc.), pay compulsory levies (taxes, social contributions) and may possi-
bly produce (for sole proprietorships and family businesses only) and then receive the
proceeds of their sales. In their function as consumers, households are individuals or
groups of individuals living under the same roof (traditional households, long-term pris-
oners, members of religious orders, elderly persons living in retirement homes). In their
production function, we find sole proprietorships whose assets and economic decisions
are closely intertwined (farmers, bakers, etc. they must not have the legal form of a
company).

Public administrations provide goods and services on a non-profit basis. They also
provide non-market services which consist of giving away, free of charge or at an eco-
nomically insignificant price (less than 50% of production costs) (keeping civil registers,
providing education, dispensing justice, organising public security or national defence).
They also carry out operations to redistribute national wealth. Their main resources
come from compulsory levies (taxes and social contributions). The public administra-
tions are : Central public administrations (state, universities, etc.); Local public admin-
istrations (municipalities, departments, regions, chambers of commerce and industry);
Social security administrations (social insurance schemes, public hospitals).
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The non-profit institutions serving households (NPISHs) (ISBLSM in
French) produce non-market services for the benefit of households. Their main re-
sources come from voluntary contributions in cash or in kind made by households,
payments from government, and property income. NPISHs are : Associations (sports,
musical, medical); Trade unions (non employers); Religious denominations; Political
parties; Historical, hunting and fishing societies, etc.

Financial corporations produce financial intermediation services (banks) and insur-
ance services and/or carry out auxiliary financial activities (portfolio management, for-
eign exchange). The main resources are commissions collected and net funds (i.e. funds
raised from financial intermediation or financial activity - see Chapter 3). It can already
be said at this stage that bank intermediation consists in collecting savings from agents
with financing capacity and distributing credit to agents with financing needs. Financial
auxiliaries provide investment advice (collective investment schemes).

Insurance companies charge insurance premiums and provide compensation: it is said
that individual risks are then transformed into collective risks.

Finally, the rest of the world includes all agents residing abroad and maintaining
relations with the national economy. The rest of the world is a fictitious agent that is
used to take into account all economic exchanges with the outside world (European
Union, third countries, overseas territories, international organisations) (see Chapter 5).

Now, let’s turn to the most famous indicator: GDP. There are several methods of calcu-
lation or "accounting approaches": below is the calculation of GDP by expenditure
(or destination or employment). You intuitively understand that all production is
at the same time a purchase.

Indeed, the goods and services produced have four possible outlets: Household consump-
tion; Government consumption; Investment; and Exports net of imports (or balance of
trade: denoted X — M).

Consumption (C) includes expenditure on food, clothing, energy, durable goods (car),
health, leisure, etc. and housing: rents for tenants. Consumption does not include
Housing purchases (it is an investment). General government consumption includes
goods purchased by the government. Business investment is the purchase of machinery,
equipment, infrastructure for the State (or fixed capital, such as roads). Investment
is also called Gross Fixed Capital Formation or GFCF": gross, in the sense that it
does not take into account wear and tear on fixed capital). GFCF is GFCF minus
changes in inventories (S: goods in process, finished goods that are not sold during the
reporting period). And GDP is: GDP = C + GFCF + S + (X-M)

GDP in volume and GDP in value? GDP includes all goods and services produced,
which are by nature very different. How do you add up strawberries with airline tickets
or books? By using prices to convert volumes into monetary values. But using prices
poses a problem because prices fluctuate! They tend to increase over time: this is
inflation. The GDP can then very well increase from one year to the next, without the
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volumes traded increasing. So how can we distinguish, in the evolution of GDP, what
comes from the price effect and what comes from the quantity effect? To do this, it is
necessary to adjust GDP according to the general price level:

GDP before adjustment is called: GDP in value terms = nominal GDP
= GDP at current prices. GDP after adjustment is called: GDP in vol-
ume terms = real GDP = GDP at constant prices; It is adjusted for inflation.

The Consumer Price Index. If the prices of all goods increased by the same
amount, for example 2% in one year, the inflation rate would be easily measur-
able and would be worth 2%. But in reality, not all prices increase at the same
rate, some prices may even decrease. So you have to calculate the average price
increase. How do you calculate the average price increase? How do average price
increases? The problem is that some goods weigh more than others in the budget
of the typical consumer, so you have to take into account their relative shares
in the budget (or budget coefficients). For example, an increase in fuel prices
will have a greater impact on the typical consumer than an increase in the price
of pens. To calculate the average increase in consumer prices, therefore, it is not
necessary to make a simple average of the price increases, but an average weighted
by the budget coefficients, i.e. by the share of expenditure on each good in the total
expenditure of the typical household. We will see and apply in the Tutorial 1, the two
methods of calculating price indices, using the Paasche and Laspeyres indices (Tuto. 1).

Limits of GDP. GDP is often used to compare the quality of life between countries.
Your impression may be that production creates wealth that improves well-being. But
this is not always self-evident: for example, road accidents increase GDP through high
spending on car repairs, without this increase being linked to increased well-being! GDP
therefore overestimates well-being because it incorporates negative externalities. A
negative externality is an economic activity that negatively influences one or more other
agents without any monetary compensation (a notion that will be developed in chapter
2). Physical or social damage linked to production or consumption is therefore not
removed from the measurement of GDP! GDP also integrates defensive activities that
do not (directly) contribute to the well-being of citizens: expenditure on repairing or
preventing damage, military expenditure, etc.

Conversely, GDP underestimates well-being because it poorly integrates certain activi-
ties (underground economy, non-market production of public administrations - evaluated
at their production cost) or does not include activities that nevertheless contribute to
well-being, such as voluntary, domestic activities (for example: a mother or father who
looks after his child is not counted in GDP; but if it is a maternal assistant: yes!).

The GDP says nothing about the distribution of wealth. Its increase can go hand
in hand with amplification of inequalities, calling into question social cohesion (e.g.,
growth may only benefit the richest 10%...). It says nothing specific about health,
education, working conditions, the quality of the economy’s environment.
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Economic growth is the evolution of the wealth produced on the territory
between two years or between two quarters. In fact, the rate of growth of a
country is the main criterion used to measure the dynamism of its economy. The GDP
growth rate represents the percentage change in GDP between two dates (¢f. TD1).

There are now numerous other indicators of wealth. The Human Development
Index (HDI), officially recognised by the United Nations Development Programme
(UNDP) in 1990 and initiated by the work of economist Amartya Sen (Nobel Prize
in Economics 1998), is an average of three indicators in Health, Education and Income.

The human poverty indicators known as IPH1 for developing countries, IPH2 for de-
veloped countries, which integrate other dimensions such as the share of the population
below the poverty line or exclusion criteria. NB: There are sometimes large differences
between HDI and HPI, especially in developing countries (DCs, such as Venezuela, Thai-
land, Algeria, Egypt, etc.). There are other indicators such as the Genuine Progress
Indicator (James Tobin and William Norhaus - Nobel 1981 and 2018 respectively), the
Social Health Indicator (unemployment, health, education, poverty...), the Barometer
of Inequality and Poverty (BIP 40) in France, etc.

Finally, indicators integrating environmental criteria: such as the Green GDP and
the Indicator of Sustainable Economic Well-Being (IBED), the Ecological Footprint
(from the WWF), the Happy planet index (from the New Economics Foundation and
Friends of the Earth), the Environmental performance index (from Yale and Columbia
Universities), etc.

Points to remember: 1. there are differences between Production Growth, Develop-
ment and Social Progress; 2. GDP growth is a necessary but not sufficient condition
for development; 3. its growth may be concomitant with the rise in social inequalities
and the precarious nature of living, health and employment conditions, as well as a
deterioration in environmental quality (see the last chapter of this Textbook).

Finally, in 2008, the main recommendations of the Report of the so-called (J. E.) Stiglitz
Commission (Nobel Prize 2001) ("Commission on the Measurement of Economic Perfor-
mance and Social Progress" for the French government) are as follows: Refer to income
and consumption rather than production; Take into account wealth at the same time as
income and consumption; Emphasize the household perspective; Give more importance
to the distribution of income, consumption and wealth; Extend income indicators to
non-market activities; Establish indicators related to environmental externalities (pol-
lutant emissions, effects on biodiversity, health).

All these points will be revisited in this course.
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1.4 Textbook Plan

Six thematic chapters will form the body of the course, as well as this textbook. This
introduction was the first chapter. Chapter 2 will deal with the different market structures
and the available modes of regulation. We will use the European Commission’s policy in

this area to illustrate this chapter E]

Chapter 3 will describe the financing of the economy and the role of money. Contem-

porary financial crises will, of course, be discussed in this third chapter.

Chapter 4 will analyze economic cycles and policies. Here we will return to unem-
ployment policies, as well as the monetary policy of the European Central Bank and the
limited room for manoeuvre of European governments in budgetary matters. We will also
assess the effectiveness of the stimulus policies and then fiscal restraint policies that have
followed one another around the world since 2008, first to counter the economic crisis
and then to manage public deficits.We will also address the current health crisis and its

unusual economic consequences.

Chapter 5 will study the international economy and the phenomenon of globalisation.
We will then attempt to measure the gains and losses caused by economic globalization

for the different areas of the world.

In the general conclusion, chapter 6, we will come back to the engines of growth: edu-
cation and innovation, and make the link with environmental economics. The European
innovation gap will be presented briefly, as will the solutions proposed at the scale of
our continent to increase its potential growth, and their expected effects for Sustainable

Development.

Of course, the topics we will address here do not cover all the economic issues (one
immediately thinks of the theoretical notion of utility function, which this too short a
course deliberately overlooks, or the very empirical question of the reform of pension
systems, which has been on the table of French politicians for more than 20 years). If,
nonetheless, you are interested in further pursuing these and other issues, towards better
understanding these economists’ analyses the methods and protocols presented in my

course will prove highly useful.

4...which will be presented here in a complementary - i.e. quite different - way from the Amphitheatre
and its TDs - as indeed are all the chapters in this textbook.
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Chapter 2
Markets and Regulation

The construction of a large competitive market in Europe, which has required (continues
to require) major adaptation efforts by its Member States and other economic actors,
leaves the impression that it was THE European priority and that all the other aspects
of European construction (diplomatic, social, constitutional, European defence-related
aspects, etc.) were placed on hold. But why did things shake down this way? Was it out
of pure liberal ideology, as some denounce? If not, what advantages does a competitive

market offer?

We will see in this chapter that the competitive market is very effective in allowing a
correct adjustment of supply and demand. In a market economy, the volume of supply
and the volume of demand are adjusted by changes in the price level. In other words, the
equalisation of supply and demand requires the preservation of markets and competition.
However, competition is not necessarily self-evident: in some markets or for some sectors,
the introduction of a competitive regime is neither natural nor automatic (in this case
we speak of a natural monopoly). Moreover, as companies are profit-seeking: some may
be tempted to resort to anti-competitive practices, such as cartel or dumping. We shall
see (in detail) that this most often goes against the interests of consumers by depriving
them of the best value for money in the acquisition of goods and services. In order
to protect consumers, it is then a matter of organising, supporting and monitoring these
markets. This is the main purpose of economic regulation, generally carried out by public
or independent authorities (Conseil de la Concurrence in France). In practice, what form
should this regulation take? What should its intensity be? How does it ensure that the

market functions as efficiently as possible?
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2.1 The Market and its Failures

This "good regulation" is a very complex exercise in that there are also market failures,
i.e. situations in which perfect competition does not deliver the most effective solution.
The pure and simple pursuit of competition in all markets does not bring only gains!
For example, perfect competition does not spontaneously solve environmental pollution
problems or achieve a sufficient level of innovation. According to the inter-war economist
Schumpeter, sectors where companies have a certain degree of monopoly are the most
likely to innovate, because the prospect of future monopoly rents provides an incentive for
companies to invest in innovation. And it is therefore mainly to promote innovation that
market regulation policy in the United States of America is often considered more flexible
against monopolies (when they justify their innovation activity) than that conducted by

the European Union.

Finally, it should be noted that the strict regulatory policy pursued by Brussels may
complicate the task of large European companies that are placed on a competitive world
market: indeed, the development strategy of these companies generally consists in ac-
quiring a sufficient size to benefit from economies of scale and thus reduce their costs;
but this strategy risks distorting the competitive game if the company becomes too om-
nipresent in its sector in Europe (tending towards a quasi monopoly), which the European

competition authorities will not fail to denounce.

Determining the best regulatory policy is therefore a delicate exercise that does not
only consist in tracking down collusive agreements between companies, but also requires
the intervention of States when competition cannot be applied in a market that suffers
from "flaws": the presence of sectors in a situation of so-called natural monopoly, the
presence of asymmetric information, but also externalities, including pollution; these are

all points that will be addressed after defining what a market of perfect competition is.

2.1.1 Perfect Competition

The economist Pareto has shown that (in the absence of a public good and therefore of an
external effect, which we will study later) the equilibrium of a market in pure and perfect
competition is a Pareto’s Optimum, i.e. a state in which one cannot improve the economic
well-being of one individual without deteriorating that of at least one other. In practice,
this efficient allocation of resources is quite rare since, as traditional microeconomics

shows, a market with highly specific characteristics is needed:
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Atomicity of participants: There are enough buyers and sellers so that none of them
can influence the price. The volume of transactions for each of them is negligible
in relation to the overall volume of trade and, therefore, the action of one of the
participants has no impact on the equilibrium quantities and price. Economic
agents are said to be price-takers: for them, the market price is a necessary input

(exogenous input).

Homogeneity of goods: Each good is homogeneous so that buyers are indifferent to

the identity of sellers. Only the price is a decision criterion.

Free entry and exit to the market: Suppliers and demanders are free to enter and
exit the market, without any institutional barriers. No player may engage in collu-

sive behaviour that prevents a competitor from entering or operating on the market.

Perfect information: All the protagonists have perfect information about the goods.

Once one of these conditions is not verified (or, again, in the presence of externality),
letting the market do its work no longer leads to an efficient allocation of resources. State

intervention then appears necessary to restore the missing "good characteristic(s)".

Obviously, none of these conditions is perfectly verified in reality. For example, the
quality of a product is not perfectly observable and this lack of information can disrupt
the functioning of the market. More generally, the perfect competition model should be
understood rather as the reference model from which to develop the more realistic models

of imperfect competition that we will examine later.
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Pure and Perfect Competition

Profit is the difference between a company’s revenue and cost of production incurred,
thus:

m(Q) = pQ —TC(Q)

where p.Q) are the revenues with ) units of goods sold at p; and T'C(Q) the total cost
of production that increases with the quantity produced. The company’s objective is to
maximize profit.

In pure and perfect competition, the firm has too little weight to influence the market
equilibrium price (atomicity hypothesis seen above) and thus considers the price as a
given (the firm is called a price taker).

Profit maximization is therefore the determination of the optimal quantity to be pro-
duced and the first-order condition is written: dn(Q)/dQ =0, i.e. p = Cp,(Q) with C,,
the marginal cost of production, i.e. the first derivative of the total cost in relation to Q.
This first-order condition tells us that the firm produces until its marginal cost equals
the market price.

Now let’s calculate the average profit:

m(Q
"Iy ac)
Q
This is the profit per unit produced, which is equal to the difference between the market
price and the average cost of the company. As long as the market price is higher than

the company’s average cost, the company makes profit.

In a market with pure and perfect competition, these profits attract new entrants (free
entry assumption), which has the effect of increasing the total quantity supplied on the
market and thus lowering the price, at constant demand. The profits of the companies
in this market will therefore be reduced in the long run. The number of firms established
becomes so large that the market price equals the average cost of each of these firms:
in pure and perfect competition, profits are therefore zero in the long term.

Zero profit does not mean that the company is not viable. The company simply
does not make excess profits, and it can remunerate all the inputs (or the factors of
production, with wages, dividend distribution and interest repayment).

2.1.2 Market Failures

By clearly explaining the set of assumptions that guarantee market efficiency, we can
explore situations where this rule is not valid. These situations in which the market does

not work well are usually referred to as market failures.
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For perfect competition to lead to a Pareto optimum, economic goods (consumer
goods, services, etc.) must be private consumer goods: the same physical unit of
a good cannot be consumed simultaneously by two individuals. This is not the case
for public goods that can be consumed by several individuals at the same time (street

lightings, a motorway, a bridge, etc.).

It is also necessary that there are no external effects. An externality or external
effect exists when the consumption or production action of one individual
affects the well-being of another without this interaction being subject to an
economic transaction. We shall return to the concept of externality later in a dedicated
section (2.3).

Other market failures may arise when the conditions of perfect competition are not

met. We will then focus on four particular situations in which market failures arise:

o The emergence of market power in a player that changes the very structure of
the market. When the number of players is small, strategic behaviours, likely to
manipulate prices, may appear; and we then speak of imperfect competition, up to

the extreme case of monopoly (a single seller).

o Acceptance of natural monopoly: when increasing returns to scale do not allow firms

in competition with each other to be profitable.

o The presence of externality (positive or negative) in a market that leads to non-
optimal quantities traded (too much of the good that generates pollution, for ex-

ample).

o The existence of information asymmetries between actors: this flaw will modify the
level of prices of exchanges in favour of the agent who possesses the information.
We will end this chapter precisely on the issue of information asymmetry and, at
this stage, we will have a fairly broad view of the problems linked to economic

markets.

23



Monopoly

When a company is facing demand alone, it is logically impossible to consider that
it cannot influence the market price. The monopoly knows that its decisions on the
quantity produced affect the selling price. Thus, it knows the demand function addressed
to it (demand/price relationship: p(Q)) and integrates it into its profit maximisation
programme:

m(Q) = p(Q)Q - TC(Q).
The condition of the first order is written: dn(Q)/d@Q =0 i.e

dp(Q)
— = Chn(Q).
T Q+r(Q) = Cul@)
This last equation becomes R,,(Q) = C,,,(Q) with R, the marginal revenue. Thus, the
monopoly firm in a market no longer equals its marginal cost to the market price, but
to its marginal revenue: in a monopoly, Marginal revenue = Marginal cost.

The marginal revenue can be rewritten as : R, (Q) = (£ + 1).p(Q) where € < —1 is
the price elasticity of demand. It can also be shown that the monopoly price is strictly
higher than the marginal cost and therefore the competitive price (see box on pure and

perfect competition above):

Cn(Q)
= ———=>0C,
Finally, the ratio between price and marginal cost is called the mark-up, and the less
elastic the demand is, the lower the mark-up (e tends towards -1), the higher the
monopoly margin.

2.2 Power of Actors and Market Structures

When looking at market structures where the number of players is small, firms can have
an effect on price: they know the demand function addressed to them (or inverse demand
function noted as p(Q), where p is the price and @ is the quantity of products) and take

into account how the price reacts to the quantities supplied.
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2.2.1 Market Structures

The number of players on the market and the nature of the product (homogeneous ver-
sus differentiated products) together determine the structure of the market or sector. In
highly competitive markets, prices are driven towards marginal costs. Only a very small
number of markets, however, are perfectly competitive. Competition is said to be monop-
olistic when even similar products are sufficiently differentiated to benefit from a local
monopoly position. In this case, perfect competition does not apply because goods are
not perfectly homogeneous. In a situation of monopolistic competition, producers each
have market power in a particular segment of the product since consumers perceive the
products as differentiated. A firm thus has a niche of consumers who prefer its goods to
other goods, even if they are similar. The firm in question can thus charge a price above

marginal cost.

The conditions of perfect competition are also not satisfied when the number of players
in the market is too small. In this case, the hypothesis of atomicity of the protagonists is
not verified. For example, when there is a single seller in a market, we speak of monopoly;
a single buyer: a monopsony; while a market with two firms is a duopoly market. Duopoly
(two-firms) markets have been much studied in traditional microeconomics because they

make it relatively easy to describe strategic interactions between firms.

Oligopolistic Competition

In oligopolistic markets, only a few companies compete with each other. Each firm
knows that its behaviour has an impact on the market, and strategic interactions occur
between firms (e.g. the market for operating systems for personal computers).

We will then distinguish two quite distinct situations. Firms may have symmetrical
roles, when they are of comparable size or weight. In this case the competitive game is
simultaneous (Cournot or Bertrand equilibrium, see below). They can also have asym-
metrical roles. In this case, one of them is dominant and the game becomes sequential
(Stackelberg equilibrium).

We will only study here non-cooperative games between firms (firms compete with
each other in the market), leaving cooperative games to the lectures, and to the texts
of tutorials 2 and 3.

A distinction is made between different cases of duopoly depending on the nature of

the competition between the two companies: competition is either in quantity, in which
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case it is qualified as competition by Cournot Duopoly ; or the competition is about price

and this is a Bertrand Duopoly.

Cournot Duopoly

We consider two firms ¢ = 1,2 that produce a homogeneous good in quantity ¢; with
a production cost C;(q;) = ¢;q;. Thus, the total quantity of goods available is written
Q) = q1 + ¢q2. Firms know the demand addressed to them, thanks to the inverse-demand
function p(Q)) = A — Q. Firms can strategically decide their level of production. In
other words, each competitor seeks to maximize its profit given the other firm’s decision.

Firm 1 chooses the quantity ¢; that maximizes its profit m; = p(Q)q1 — C1(q1), knowing
that the price at which it can sell its quantity ¢; depends on its decision ¢; and the
decision of its competitor ¢o. This price is written p(q; + ¢2) (i.e. p function of Q).
Symmetrically, firm 2 chooses the quantity ¢o that maximizes its profit my = p(Q)g2 —
C5(gq2) knowing that the price at which it can sell its quantity ¢, depends on its decision
¢2 and the decision of its competitor ¢;. Each firm takes into account its effect on the
final price, given its competitor’s decision.

The first-order conditions are as follows: for firm 1, dq% = 0, which gives, knowing that

hypothetically C}(q1) = ¢1.¢1:
_ A—qc @
4 5 5

Symmetrically, for firm 2, % = 0, that goes with Cs(q2) = ¢2.ga:

A—c q1

2 2

g2 =

These relations ¢;(g2) and ¢2(q1), which give each firm’s decision based on its competi-
tor’s decision, are called market-reaction functions. They express, for each firm, the
optimal output as a function of the competitor’s expectations of production choices. In
other words, these functions are better-response functions to the quantity produced by
the competitor.

Cournot’s equilibrium is the equilibrium situation where: the quantities produced by
each firm are such that no firm has an incentive to deviate from this decision unilaterally.
No firm can improve its profit by producing a quantity different from the equilibrium
quantity, given the quantity produced by its competitor. To find this equilibrium, one
need only solve the system formed by the two equations of behaviour of the two firms.
We finally find:

* A_201+C2
@ = 3

% A—2CQ+01
d = 3
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The price that emerges from this balance is written:

*_A+Cl+62

p 3

and the profits m; = W. In practice, how is this balance achieved? It is a

process of trial and error: a company announces a quantity to be supplied for the
first period, its competitor reacts by making a supply that is the best response to its

competitor’s supply, and so on... until the final balance is stable.

Bertrand Duopoly

We have seen that the Cournot Duopoly was a simultaneous game between two compet-
ing companies that were competing in quantity. In the Bertrand Duopoly, competition
is said to be in price (for example, this is the case for car rental with the companies Avis
and Hertz). In this case, the firm sets its price and demand determines the quantities
traded at that price. The demand addressed to each firm obviously depends on the price
level decided by the other firm. If one firm charges a higher price than its competitor
then the demand for its product is zero! If both firms decide on the same price, then
they share the market equally.

The distribution of demand is therefore as follows:

1. Dy =D(p1) and Dy =0 if p; < py ;
2. D1:D2:D(p1)/2 lfpl = P2,
3. Dy =0and D2:D<p2) lfpl > Do.

where D et Dy are the demands addressed to the first and second company respectively.

It is assumed that the cost functions of the companies are identical and that the average
cost is constant, C'(q;) = ¢.q1 where ¢ represents average and marginal cost. Given its
competitor’s price, each firm chooses its own price: po, the price of firm 2, firm 1 has a
profit:

1. if it sets p; > po, firm 1 has no market share, its profit is zero;

2. if it sets p; = po, it has half the market, its profit is M'

I

3. if it sets p; = py — €, it’s hogging the entire market, and its profit is (py — € —
¢)D(ps — €) =~ (p2 — ¢)D(p2) and slightly higher than w.
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As long as its competitor’s price is higher than the marginal cost of production, it
is in the interest of each firm to lower its price just below that of its competitor in
order to recover the entire market! The only equilibrium in this situation, i.e. the only
price such that none of the firms has an interest in deviating unilaterally by proposing
another price, is when p; = p, = c¢. It is the same equilibrium as that established in a
market in pure and perfect competition. This is a stable situation.

One of the two companies may have an advantage over its competitor, in which case
it is an asymmetrical duopoly. This is the case when decisions are taken sequentially
and not simultaneously. The Duopoly of Stackelberg is an example: one of the companies
has an advantage (it is the leader) over the other and makes its decisions knowing the

reaction of its competitor (the follower).

Stackelberg Duopoly

The dynamics of industrial sectors often lead to the emergence of dominant firms that
either have a higher market share than their competitors or behave in an "innovative"
manner. The Stackelberg model assumes that one firm is a leader and the other a fol-
lower. The follower firm simply takes the output of the dominant firm as a given. In
Stackelberg’s duopoly equilibrium, each firm decides the volume of output that maxi-
mizes its profit, but one of the two firms (the leader) determines its sales strategy by
taking into account the information about its the reaction function of its competitor
(the follower).

The steps are as follows:

e The leading company chooses to put a quantity ¢; on the market, anticipating the
¢2(q1) reaction function of the follower.

o The follower company chooses the quantity ¢o it puts on the market, given ¢;.

It is said to be a two-step game, which is solved by "backward induction', i.e. starting
with step 2 and taking the result of step 1 as given. First, the maximization program
of the follower company is determined, knowing the inverse demand function p(Q) and
the quantity ¢, already put on the market by the leader.

We use the initial notations and assumptions of the Cournot model relating to the cost
functions of companies, i.e. the following program for the follower company:

max 7y = p(q1 + q2).q2 — Ca(q2)
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The firm’s 2 reaction function (the follower) is then written:

A—cy q1

2 2

g2 = Rz(Ch) =

We now return to stage 1 of the game: the maximization program of the leading firm
takes into account the fact that its choice of quantity determines the reaction of the
follower: the reaction function of the follower firm is known to the dominant firm. It
therefore chooses ¢; which maximizes:

H};?X ™ = p(Q1 + Rz(Q1))-Q1 — Ci(qn)

Firm 1 therefore takes into account the inverse demand function p(¢; + ¢2) AND the
reaction function of its competitor g, = Ry(qy) = 452 — 4.

2 2
The condition of the first order is written:

A — 201 + Co
h=Ty

Stackelberg’s equilibrium then gives us p = % et m = w.

The leader’s profit is therefore higher than Cournot’s profit. It is clear why it is in the
company’s interest to be leader in a market.

Of course, the structure of a market is not unalterable! For example, when a new
sector emerges as a result of a product innovation (a new good or service), a single firm
(monopoly) or only a few companies (oligopoly) usually compete with each other. If there
is free entry into this market, the possibility of making profits will then attract more and
more competitors (the new entrants), which will tend to increase the overall supply and
thus pull prices towards marginal costs. When profits become too low (or theoretically

zero), market entry ceases.

2.2.2 Price Discrimination

We have thus far considered all consumers for a product purchase the unit of the good
in question at a single price. In practice, a company may try to adapt its price to the
customer: for example, a lower entrance fee to a nightclub for women, or a lower train

ticket for young people and senior citizens.

This price differentiation allows the user to recover any surplus (see the box below:
"Consumer Surplus'), by charging everyone the maximum he or she is willing to pay

for the good or service. In order to be able to discriminate by price, firms must have
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market power, consumers must have different willingness to pay, and firms must be able

to identify them, directly or indirectly.

There are three types of price discrimination:

First degree discrimination, or perfect discrimination. Each unit of good is sold
to the consumer who assigns it the highest value and the maximum price that agent

is willing to pay for that unit.

This assumes that the seller has perfect information on the willingness to pay of

each of his customers.

For the monopoly, this amounts to monopolizing the entire consumer surplus since

it is able to sell at different prices (equal to the willingness to pay) to each consumer.

Third-degree discrimination consists of segmentation on the basis of observable cri-
teria. In this case, the monopoly is able to charge different prices depending on
whether consumers belong to a category. Each unit of goods is sold at the same
price within a group of consumers, and the lower the price elasticity of demand,
the higher the price. One immediately thinks of prices according to age or gender

categories.

This discrimination makes it possible to reach new consumers, even if it means
making the more "captive' population (those with low price elasticity) pay more.
Thus youth cards and senior cards allow the transport sector to charge lower prices

for these populations who would take the train less easily at the single fare.

Second-degree discrimination. Prices differ according to the quantities purchased (no
longer according to the buyers). Pricing is then non-linear (non-constant unit price).
This is the system of discounts for bulk purchases, but also the special SNCF (La
Société nationale des chemins de fer francais: French Railways) fares, which have

two distinct parts.

These three forms of discrimination require a certain level of information, decreasing

as 1st degree > 3rd degree > 2nd degree.

Elasticities

Price elasticity of demand

This concept has already been mentioned and is precisely defined now. Price elasticity
measures the sensitivity of demand Q(p) to a change in price p. Thus, the price elasticity

of demand is written as € = d—p% )
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This elasticity always has a negative sign since the slope of the demand function is
always negative. This is why its sign is generally omitted, since it goes without saying
that when the price increases, the quantity demanded decreases: in this course, the
absolute value of the price elasticities of demand will be used.

When the price elasticity is greater than 1 (in absolute value, i.e. € between —oo and
-1), demand is said to be elastic because it reacts strongly to price changes. And when
it is less than 1, it is said to be weakly elastic. Finally, when the price elasticity is zero,
demand is said to be inelastic.

Price elasticity allows an assessment of the market power of a firm, for example a
monopoly firm, because the less price-sensitive demand is, the more the monopoly can
raise its price without a significant penalty to its sales.

But this price elasticity of demand can also change over time: for example, in the case
of tobacco, the impact of a price increase of a packet of cigarettes is initially strong (a
1% increase in price leads to a decrease in consumption of 0.5%), but this is often due
to the repercussions of massive purchases made just before the government announced
its price increase. Then, at the end of a six-month period, the fall in consumption is
smaller (0.2%). In the long term, the drop in consumption is slightly higher (to 0.3%).
In the end, the drop is often more the result of discouragement of potential smokers,
such as young people.

Cross-price elasticity of demand

Cross-price elasticity of demand is another very important concept in economics: it is

calculated as follows: ¢€;; = ‘ég? Li where 7 and j are two goods.
7 7

It captures how demand for one good will react to changes in the price of another good.
The two goods in question are rather substitutable when this elasticity is positive,
otherwise they are rather complementary.

Income elasticity of demand

The income elasticity of demand provides an understanding of how the demand for a

good changes with consumer income: e = %g :

If the income elasticity is greater than 1 then the good is a luxury good (jewellery,
spirits, etc.). In this first case, when income increases, consumption increases more
than proportionally.

If it is negative then the good is said to be inferior (potatoes), consumption of this
good decreases when income increases.
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Consumer Surplus

The quantity demanded by a consumer with the satisfaction function v, when the price
is p, is the quantity ¢(p) that maximizes v(q) — pg; it is so solution of the equation in ¢:
v'(q) = p, ie. q(p) = (V)71 (p) , where (v')~! is simply the reverse function of v’. The
¢(p) function is the individual demand function.

The demand function ¢(p) gives an estimate of the benefit realized by a consumer when
the price is p*. This benefit, W (p*), called Surplus, is simply equal to the value of
v(q) — p*q when ¢ = q(p*). It can be rewritten:

q(p*)

W(p*) :/0 v'(q)dg — p*q(p”)
q(p*)

= /0 p(q)dq — p*q(p”)

using that v'(¢) = p(q) is the inverse-demand function, so W (p*) is the hatched area in
the figure 2.1 below.

The consumer surplus is thus interpreted as the difference between the expenditure
incurred by the consumer when paying the market price and the expenditure that he
was prepared to incur when buying the quantities one by one (he is prepared to pay
more for the first unit than for the last, according to the decrease in the inverse demand
function) up to the market price. This potential expense is the willingness to pay.

It can be seen on this figure that any increase in price or reduction in quantity consumed
(the case in a monopoly market) reduces the hatched area: the consumer surplus is
reduced.

p

Consumer
Surplus

p(Q)

Q.*

Figure 2.1: Consumer Surplus

Another interpretation of surplus would be, assuming consumers are different, the
inverse-demand function p(q) can be interpreted as a ranking of consumers according
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to their decreasing willingness to pay for a unit of the good, where the highest point of
p(Q) represents the consumer who is willing to pay the highest price to buy a unit of
the good, followed by consumers who are willing to pay a little less, down to the last
consumer whose willingness to pay sets the market price px. Since all these consumers
pay the same price for the good (at the single market price), there is indeed a satis-
faction in paying a lower price than its availability. The sum of these differences is the
total consumer surplus.

Similarly, the producer surplus is the area above the supply function up to the
equilibrium price. It is the difference between the sum of the prices at which producers
would be willing to sell the good and the price obtained (the equilibrium price). The
sum of the consumer surplus and the producer profit gives the total surplus for society.

2.3 Positive and Negative Externalities

An externality exists when the consumption or production activity of one agent influ-
ences the welfare of another, without this interaction being the subject of an economic
transaction. This influence can be negative or positive. This concept goes back to Alfred
Marshall (an economist from the early 20th century) who saw the general development
of scientific and technical knowledge as an example of a positive external effect for firms:
the development of technical knowledge is likely to improve the productivity of all firms

or to help them in their research and development programme.

On the contrary, a nuisance or pollution (pollution of rivers and oceans, air pollu-
tion, etc.) due to an act of production or consumption is a negative externality when it
affects the satisfaction of a third-party agent not concerned by the exchange or produc-
tion. Environmental economics focuses on the study of externalities and the possibility of
"internalising” their negative effects through an appropriate policy (environmental stan-

dards, eco-taxes, etc.).

Before developing the two generic examples of externalities (i.e. innovation and pol-

lution), we define the notions of rivalry and exclusivity.

The characteristic of rivalry. A good is said to be rival when several economic agents
cannot use it simultaneously. This is the case for all private good. There are public
goods which do not satisfy this characteristic of rivalry: the same unit can be used
simultaneously (or almost simultaneously) by two different individuals. Justice and

security are the most immediate examples. Clearly, for these goods, the investment
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required far exceeds the individual value that one user derives from them, and its

profitability is only assured because it benefits many.

The exclusion characteristic. Good is said to be exclusive when you can only dispose

of it by paying the price for it.

Thus, traditional private consumption goods and services are both exclusive and rival
goods. For example: if T eat an apple, it is because I bought it (exclusivity) and you
cannot (unless you steal it from me first!) eat the same apple (principle of rivalry in

consumption).

Collective consumer goods or public goods (defence, lighthouse at the entrance to a
port) correspond on the contrary to goods that several consumers can enjoy at the same
time, without "buying' them. They are non-rivalrous and non-exclusive goods. Most
public goods are also indivisible, i.e. the use of this good by one agent does not affect
the use of the same good by other agents (street lighting). Nevertheless, there may be

public goods with congestion phenomena (a free road may be congested).

There may also be goods that are non-rivalrous in their use but may be price-
excludable. This is the case of an encrypted television programme: you have to pay
for access to the free-to-air channel, but watching it does not prevent other subscribed

users from doing the same.

Some goods are non-exclusive but compete with each other in their consumption.
For example, an area with fish in non-territorial waters: fishermen of all nationalities can
come and cast their nets. This natural resource (the fish stock) is not subject to a market
because one does not pay to come and fish (non-excludable goods). On the other hand,
fish are rival goods: two fishermen cannot catch the same fish. This market, without
States’ intervention, is inefficient for the allocation of the good in question: if fishermen
exploit this resource too intensively, it risks disappearing. They have no incentive to
save the resource because it is priceless. Therefore they have no incentive to reduce their
fishing because competitors will fish the resource for them if they do not (this is Hardin’s

"tragedy of the commons").

2.3.1 Innovation: a Positive Externality

A good that is not totally exclusive does not allow its owner to derive all possible benefits
from its ownership or production. Profits are then said to be dispersed and cannot be
fully recovered by the owners. This phenomenon is referred to as a positive externality (or

positive external effect), meaning that the good is not produced in sufficient quantities
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by the market. This is the case, for example, with knowledge, which is the result of
private research carried out by companies. We will now describe more precisely what the

dispersion of benefits in terms of innovation and knowledge is.

Firms can capture knowledge produced by their competitors that is useful for the
development of some of their goods (or some of their services), without having to invest
in research and development! It is the very nature of knowledge that makes this possible:
knowledge is a non-exclusive and non-rival good. As knowledge spreads, it is not only
the company that updates the knowledge that benefits from it. The issue of knowledge
diffusion is therefore a highly important economic problem, since if no company can fully
appropriate the results of its own research, then no company will have the incentive to
embark on costly R&D programmes. Even if some dare to do so, the total amount of
private research will be too small (lower than what would be optimal for society). It is
clear that this can be detrimental to the country’s scientific and technical development
and often restrict its economic development (we will see at the end of this course that

technical progress is a determining factor in long-term economic growth).

The patent system partly solves this problem. The company files a patent and in
return obtains the exclusive right to use its new technical knowledge, its new product, or
its new production process, for a limited period of time (usually 20 years). The company
is now said to have temporary market power: this allows it to depreciate the initial fixed
cost of the R&D programme it has financed. The patent has a second essential char-
acteristic: it allows the dissemination of scientific and technical information. By filing
the patent, the company describes its invention precisely. Thus, future inventors can
use this data to help their own research. In the end, the patent has two contradictory
dynamic effects: on the one hand, it improves the dynamic efficiency of the economy,
by stimulating technical progress through the possibility of making profits from one’s
own inventions; on the other hand, it temporarily reduces static efficiency in the sense

that the patent confers a temporary monopoly right, i.e. a situation without competition.

However, faced with the development of new technologies (e.g. on genes) or new
products (software), the patent, as an economic tool, is an increasingly unsatisfactory
solution, since goods, which are increasingly-complex goods, require the filing of several
patents. Not being able to market a good because it requires the use of a patent held
by another company is a real barrier to entry into the sector. This barrier can lead to a

significant reduction in competition in a market.

Secondly, the patent system is not always the most efficient from a company’s point

of view. In the example of software, a set of sequential innovations is vital and does not
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necessarily lead to as many patent applications: often the protection by simple copyright
of software programs can be more effective (balance between protection and innovation).
Indeed, a patent can stifle innovation when it has a complementary character, i.e. when

innovations are necessary for other innovations.

2.3.2 Pollution: a Negative Externality

The use of the environment is generally free of charge. However, the environment is
both a receptacle for production-related waste and a resource whose quality influences
production and environmental services (e.g. for recreational activities: mountain hiking,
etc.). Production actions that deteriorate the quality of the environment give rise to
negative externalities: the deterioration of the environment damages the quality of the
environment and the quality of recreational activities, without anyone being compensated

for this damage.

We have already seen that it is because the environment is free (and there is no
market in which environmental quality is traded) that economic agents have incorporated,
in their consumption and production choices, ignorant of their harmful effects on the
quality of the environment. For example, a factory that pollutes a river avoids the costly
reprocessing process, but this reduces the usefulness of riverside residents who used the
river’s environmental services (for fishing or swimming). Despite the pollution, the latter
are not compensated for the loss of utility because the river does not belong to them (see
the work of the economist Coase). Thus, goods whose production causes pollution are,

from the social point of view, produced in excessive quantities.

In this context, public intervention is necessary. The State can set up a tax that
makes it possible to internalise the negative external effects (put more simply, the polluter
bears the environmental costs that he risks inflicting on local residents, which then often
reduces the quantities of pollutants emitted). A market for tradable emission permits
(also known as a market for pollution rights or tradable allowances) is the dual instrument
of a environmental tax, insofar as, when a market is set up, it is not a price that is
determined but an overall quantity of allowances (or quotas) that is set (the price of an
emission right or quota is then determined by the equilibrium of the market where the
quotas are traded: a firm that decides to pollute more than its quotas allow must find
another firm on this market that decides to pollute less, and then is willing to sell its
saved quotas to the highest bidder).

According to Pigou (1920)) (theory of internalisation determined as early as the 1910s!),

externalities reflect a divergence between marginal social damage caused by pollution
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(riparian residents are deprived of clean river water) and the marginal private cost of
reducing pollution (the cost of avoided reprocessing): the appropriate tax leads to the
internalisation of external effects, it increases the polluter’s marginal private cost by
taxing him until his marginal private cost is equal to the marginal social damage; he then
produces the optimal quantity of the good (lower overall quantity), and generates less

pollution.

Environmental taxes of this type exist in several countries around the world, notably
in Sweden and the Netherlands, where the amount of additional environmental taxes has
been compensated by a reduction in existing taxes on labour, so that the tax has been
introduced at a constant budget for the State. Why have labour taxes been lowered?
Economists believe that the most distorting tax, i.e. the one with the greatest cost to
society, is the tax on labour, especially on low-wage earners. The implicit wager is to
achieve an improvement in the labour market, while reducing overall pollution (win-win
effect).

The 1997 Kyoto Protocol (the first-ever global protocol on greenhouse gas emissions)
provided for the use of a market system of international pollution rights (quotas). In this
market, the country that eventually emits more CO2 than its quotas allow, must pay for
additional quotas at the market price. It is the heterogeneity of countries, through their
different capacity to reduce their emissions, that makes such a market necessary. Once
trading has taken place, the marginal pollution reduction costs of all actors (countries)
are equal (and equal to the market price of an allowance). This equalisation of marginal
costs is therefore achieved through different levels of pollution emission reductions in
different countries. Emissions are reduced where it is least costly: the objective is then

achieved at the lowest cost.

I will return to pollution issues in Chapter Six.

2.4 Natural Monopoly

A monopoly structure is more efficient than a perfect competition structure when fized
costs are extremely high and returns to scale increasing. This is what we will now see

with the concept of natural monopoly.

There are many examples of natural monopolies: the network industries, such as
telecommunications, transport, gas and electricity distribution. The fixed costs are very
high and the returns to scale are generally increasing. In such cases, it is more efficient

not to duplicate the network: the natural structure of these sectors is monopoly. But
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there are still surpluses inherent in the monopoly position which are detrimental to the
general interest and consumer welfare. What solution has been chosen to address this

problem?

In France, after the Second World War, the State decided to set up institutional mo-
nopolies whose aim was to provide as many people as possible with services at affordable
prices, while safeguarding the profitability of companies: The price set by law was not
equal to the marginal cost of perfect competition (see previous boxes on competition),
but to the average cost, thus allowing fixed costs to be depreciated while supplying the
service to the greatest number of people. Average cost pricing, known as Ramsey Box
pricing, amounted to the establishment of an integrated public monopoly: the same com-
pany was in charge of the network and the provision of the service. In this configuration,
the State had two distinct roles for the company: (i) owner, it is the sole shareholder of
the monopoly and (ii) regulator, it is the guarantor of the general interest. These two

objectives are achieved through average cost pricing!

Today, the European Union (EU) wants its Member States to move to a new system,
a system of providing the same services but in a competitive situation, which amounts
to "destroying the institutional monopoly system'. More specifically, the principle of
increasing competition defended by the Commission and the EU involves introducing
competition for the provision of services, but maintaining a monopoly for infrastructure
management E| Europe and its consumers may indeed have an interest in setting up a

truly competitive market in network industries. We will see why in a moment.

In the case of the United Kingdom, the application of this principle has meant dis-
mantling the historical monopoly in favour of several competing companies (privatisation
of operators), while at the same time setting up independent regulatory agencies with
the aim of promoting competition. The EU, including France, has been more oriented
towards preserving historical monopolies while at the same time bringing in new competi-
tors. In the case of telecoms in France, new competitors have entered the market initially
wholly owned by France Telecom, and at the same time the State has set up the telecoms
regulatory authority. On the other hand, nothing is advocated by the EU regarding the
role of the state as a minority or majority shareholder: privatisation is not necessarily
desired by the EU. It is the Member States of the Union that decide independently.

What are the benefits to be expected from opening up to competition? Competition,

if properly implemented, can stimulate companies in a sector and lead them to improve

'In France, we have seen the separation of the industry between upstream, i.e. infrastructure man-
agement, and downstream, i.e. the provision of the service, in the case of rail transport, for example. So
today we have SNCF and RFF (Réseau ferré de France), which is in charge of maintaining the rail lines.
We can imagine that in a few years private companies will be making train journeys on profitable lines.
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the quality of the service they provide, or to lower their production costs, leading to an
increase in consumer surplus. But competition can also destabilise an entire sector. The
main risk is that the competitive market will withdraw from the least profitable segments
(particular geographical areas or areas with low purchasing power, sparsely populated
areas). Incumbent companies (monopolies) expecting massive entry of competitors into
their market may also restrict or delay essential investments (as in the energy sector) in
order to restrict the size of the market and thus the number of potential competitors. In
this case, it is up to the State to accompany the opening up to competition by developing
production capacity, which it finances itself or whose programme it arranges for all the

companies to finance under clearly established contracts.

Let us now turn to the study of an important phenomenon that leads to market

failures.

2.5 Information Asymmetries

We have seen that the perfectly competitive market was based on certain assumptions,
including perfect information. In reality, there are information asymmetries in many
markets. Since the work of the American economist |[Akerlofl (1970), models capable of
describing the effects of these information asymmetries on the level and price of trade in

a market have been constructed.

In these models, we distinguish at least two types of actors: the first, who has the
information rent and who wishes to use this advantage, and the second, who seeks to
know the information and tries to get the first agent to reveal this information through
incentive mechanisms. These incentive mechanisms are contracts capable of inducing the

first agent who holds the information to act in the interest of the second.

Information asymmetry defines relationships where one agent holds information that
another does not. This is often described through agency relationships where the principal
instructs an agent to act on its behalf. As a result, the agent holding more information
may be tempted to act in one’s own interest and not in the interest of the principal.
Asymmetric information can lead to two phenomena: adverse selection, when the prin-
cipal does not observe the agent’s characteristics, and model hazard, when the principal

does not observe the agent’s action.
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Adverse Selection occurs when the principal ignores the characteristics of the agent,
even though these characteristics have an effect on the outcome of the agreement between
the two actors. This is the situation encountered by the insurer who supplies his client
(i.e. the agent) an insurance contract when he cannot distinguish between the good and
bad behaviour of the latter with regard to the risk. If the insurance company cannot
know who has a high or low risk of accident (e.g. good or bad drivers), the price of the
policy will be average and those who know they have a low risk (good drivers) will not
insure themselves with this insurer, the insurance will be loss-making, because only bad
clients will have been selected by the insurance contract. The insurer (the principal) can
improve its information about the client by supplying a two-part contract that will force

the agent to self select and reveal his quality.

Moral Hazard occurs when the agent has to perform an action on behalf of the prin-
cipal who is missing information. The asymmetry of information no longer concerns the
type of agent, as in the case of adverse selection, but external information possessed by
the agent and not possessed by the principal. Also in the insurance field, this can mani-
fest itself by hiding a risk from the insurer (for example: the insured may take more risk
once he is insured or even declare a claim not covered by a contract). These models with
asymmetric information are not discussed in detail here, but the concept of asymmetric
information will be mentioned in many chapters of this textbook, since it is a central
phenomenon in the relations between economic agents and in the development of their

strategies.

2.6 Competition and Innovation

We now return to [Schumpeter| (1942), whom we quoted in the introduction to this chap-
ter: for this economist, the most appropriate market structure for innovation is monopoly.
Indeed, only the monopoly (or the large firm) can generate sufficient profits to be able to
finance highly expensive research and development programmes. This argument therefore
provides a justification for monopoly power when it provides the conditions for innova-

tions to emerge.

However, this idea was challenged by [Arrow| (1962)) which invoked the replacement
effect argument: an existing monopoly has less incentive to innovate again than a firm

in a competitive situation. The intuition is that the firm that innovates in competition
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obtains a higher profit differential (its profit, before innovation, is zero), if the innovation

allows it to become a monopoly.

Gilbert & Newbery| (1982) develops the efficiency effect argument which, under certain
conditions, makes it possible to explain the persistence of the monopoly. This has had
the effect of reviving the Schumpeterian vision. When the entry of a potential competitor
threatens a monopoly, it has an incentive to innovate in order to maintain its monopoly.
In this case, a monopoly’s willingness to invest is the value that would cancel out the
potential competitor’s discounted future profits (expressed in current values). This be-
haviour is close to the patent proliferation strategies developed by Intel, Microsoft or

Xerox.

More recent research on the link between competition and innovation now makes it
possible to better explain the empirical evidence, such as the fact that many biotech
and IT start-ups are responsible for many innovations even though they live in a fairly
competitive environment. Old theories cannot explain such phenomena since they state

that only monopolies or duopolies are able to innovate.

Boone| (2000)) and |Aghion et al.| (2001) show that the relationship between the degree
of competition and the incentive to innovate is not monotonous. They establish an in-
verted U-shaped relationship between the intensity of competition and the intensity of
innovation: with a low level of competition in the sector, the intensity to innovate is low;
but increased competition has a positive effect on innovation activity, up to a threshold
beyond which excess competition reduces profits and thus limits the possibility of financ-
ing R&D. The results show that the relationship between the degree of competition and

the incentive to innovate is not monotonous.
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Chapter 3

Financing the Economy and the

Role of Money

What is the purpose of the currecy exchange (dollars, euros, etc.) 7 How is its value
determined and who guarantees it? Does the amount of money in circulation affect the
real economy? These are questions that economists have long been opposed to and to
which I will try to provide some answers in this chapter. I can now answer the following

questions: What is a financing requirement? And how is it satisfied?

Typically, agents finance their needs from their own resources. But when these re-
sources are insufficient (referred to as a financing need, as opposed to a financing capacity),
it becomes necessary to resort to either the credit system or the financial system. This
is the distinction made by [Hicks| (1974)) between a debt economy and a financial market

economy.

At the macroeconomic level, it is interesting to note that households manage to save
part of their income in various forms and that, structurally, this creates a financing
capacity. Overall, firms have also had a financing capacity since the mid-1980s in France,

which was generally not the case before that period.

At the microeconomic level, commercial banks finance the economy by granting credit
to households or businesses. But they also increase the amount of money in circulation
in the economy by supplying immediate liquidity against a promise of future repayment.
Without an authority that controls these credits, this financing system can therefore
become excessively inflationary. Such a controlling authority is embodied by the Central
Bank, which is the guarantor of the value of money and has as its main objective the fight
against inflation. But borrowed resources do not only have negative economic effects!

They can also be favourable for the economy since they lead to an increase in global
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demand (with an increase in consumption and investment) and therefore growth. It is
this economic growth (which is accompanied by an increase in income) that will make it

possible to repay the loans granted to agents.

On the other hand, if growth slows, stagnants or even declines in real terms, incomes
may no longer be sufficient to repay the debts incurred. What can agents do in this case?
Often, they have to take on new debts in order to repay the old debts! This is a vicious
circle that quickly leads to over-indebtedness. Thus, financing an economy with credit

can ultimately lead to two economic risks: over-indebtedness and inflation.

Financial markets are the other means by which the real economy is financed. Com-
panies can go directly to these markets to meet the suppliers of capital, without going
through the banks. You may have observed certain practices in the financial markets
can be dangerous for the financial system and the real economy. Indeed, the resources
available on these markets (savings) can be directed towards projects without any pro-
ductive investment purpose, i.e. pure speculation: in the long term, this phenomenon
leads to the formation of speculative bubbles, i.e. an evolution of the financial markets

independant of the real economy.

The origin of the Subprime crisis of 2007 or 2008 is even more complex (da Costa,
2013). The fact that the subprime crisis turned into a global financial crisis and then into
an international economic crisis in a few years illustrates the great confusion caused by
the intertwining of the debt and financial market economy systems. This crisis plunged
the USA (which had already been coming to the end of a long growth cycle) into recession,
and strongly affected other areas of the world. Even France was affected, even though
it did not practice subprime mortgage credit, and its banks had full treasuries and were
making high profits (20 billion euros in 2006). The crisis was all the more challenging to
predict because most players in the US financial world praised the quality of innovations in
mortgage credit and other sophisticated stock market products (including securitization)
which, it must be acknowledged, have been highly effective in the past years in promoting
economic activity and wealth creation. Let’s go back in more detail to the origin of this

crisis.

Initially, the subprime crisis concerned insolvent American households that had taken
on debt to buy real estate with so-called mortgage-backed loans, i.e. loans secured on
the value of the house, and at variable rates. This fall in US house prices, coupled with
the rise in interest rates, sparked off the crisis. It should be pointed out that these
loans had been securitised, i.e. they were bundled together and converted into securities
placed on the financial markets (the famous intermingling of debt and financial market

economies); securities that were bought by many operators as well as other banks for
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their own clients. Theoretically, , the primary idea was to reduce the risk borne by
the bank in lending money to a borrower, by creating portfolios built especially for this
purpose, which were then sold to other financial players: since the banks could no longer
theoretically bear the risk, they in fact loosened their grip on the collateral required
from potential borrowers, to the point, for some, of granting large loans to households
that they already knew were insolvent! As a result, many American households with
incomes that were too low became homeowners during the first half of the 2000s. Over
this period, the USA experienced a real sectoral boom which finally ended in the bursting
of a speculative bubble with the fall in prices on the housing market. The combination of
insolvent households and a real estate crisis led to the bankruptcy of a large number of
banks and financial market operators within a few months, holding doubtful receivables.
Immediately, credit conditions tightened in response to this massive insolvency, leading
to a lack of liquidity in the money market as companies found it difficult to borrow for

investment. The consequences of the crisis were then compounded tenfold.

In September 2008, the crisis took the form of a crisis of confidence on the financial
markets following the collapse of the major bank of the USA: Lehman Brothers. The fear
of systemic risk was at its highest at the time: like a domino cascade, a large number
of banks would face the risk of failure caused by the disappearance of just a few banks.
Faced with these fears, the American (FED) and European (ECB) Central banks cut their
rates, and governments in the same areas recapitalised weakened banks. In the USA, the
Paulson Plan (November 2008), endowed with more than 700 billion, was designed to
finance the purchase of "bad debts" held by American banks, as well as to recapitalize
American banks if necessary (capital increase). In the case of this plan, therefore, it was
not a fiscal stimulus (next chapter 4), its primary purpose being to avoid the failure of
some USA banks in order to avoid systemic risk (or the complete collapse of the financial
system) (da Costa, 2013).

Where is Europe today in term of the financial crisis? Although the old continent
is in a rather different financial and economic situation, it was finally hit in 2009 by
the American crisis, which spread quite rapidly, showing us that the economic system
is globally integrated, much more so than previously assumed. What were the reactions
of European governments? First of all, eurozone governments put in place a concerted
response to reinject liquidity into banks (interbank relations that we will define in this
chapter), recapitalise banks that needed it (in exchange for these banks agreeing to comply
with new management rules) and publicly guarantee individual deposits (in the form of
insurance policies that French banks take out with the government). Chapter 4 looks

back at the various stimulus plans that were subsequently adopted in many countries,
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as Europe was not spared these Keynesian-inspired measures, particularly to combat the

rise in cyclical unemployment.

To prevent the recurrence of such financial risks, the American and European Central
banks have moved since 18 June 2009, with the "Plan to overhaul US financial regulation",
towards the establishment of independent authorities responsible for macro-prudential
policy (the new "European Systemic Risk Board" in Europe). At the international level,
regulatory institutions, such as the famous International Monetary Fund (IMF), are re-

forming to meet the global challenges of the crisis (but we will see this in chapter 5).

To better understand why financial markets have become so crucial in today’s economies,
this third chapter also examines the changes in the financing of the economy that have
taken place