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Abstract

The outbreak of COVID-19 resulted in high death tolls all over the world. The aim of this paper is to show how a simple SEIR model was used to make quick predictions for New Jersey in early March 2020 and call for action based on data from China and Italy. A more refined model, which accounts for social distancing, testing, contact tracing and quarantining, is then proposed to identify containment measures to minimize the economic cost of the pandemic. The latter is obtained taking into account all the involved costs including reduced economic activities due to lockdown and quarantining as well as the cost for hospitalization and deaths. The proposed model allows one to find optimal strategies as combinations of implementing various non-pharmaceutical interventions and study different scenarios and likely initial conditions.

1 Introduction

The COVID-19 outbreak gave rise to an unprecedented production of models and studies aimed at understanding the pandemic, predicting its evolution and designing measures to reduce its spread. A complete account would be fairly impossible and would likely become obsolete in short time. However, a review of some approaches is in order to better cast the contribution of this paper.
The birth of epidemiological models dates back to the pioneering work of Kormack and McKendrick [34], which proposed to divide the population in categories as susceptible, exposed, infected and recovered. Such models, using the first letter of populations, are called SEIR and are based on systems of differential equations. The infection and recovery rates dramatically affect the trajectories of model populations, making them key parameters in our model. Various generalizations of the SEIR model were used to model the COVID-19 spread, such as: 1) considering time-dependent infection rates, travel and zoonotic infections [16, 45]; 2) including more sub-populations capturing different disease progressions and/or hospitalization [28]; 3) adding age-structure and spatial models [12, 19, 20, 32, 58, 57].

Let us also mention several other approaches not based on SEIR models, such as multiscale models [8], reaction-diffusion equations [5], integro-differential equations [33]. There has also been discussion on the role played by models for predictions [37, 53]. The problem is particularly difficult as any model including human behavior in the system, see [38].

In this paper, we focus on modeling a combination of interventions to control the spread of the infection. Interventions include social distancing and other restrictive measures, testing for infected persons and contact tracing for persons who had contact with infected ones or traveled to areas with high rate of infections. The action following testing and contact tracing is to mandate quarantine for a period of time. There has been effort in modeling and analyzing such control policies and, as said above, we report a subset of the feasible approaches to better understand effects of these interventions. Previous work in control of pandemic includes: determining the controllability using daily data [14], considering individual reaction to non-pharmaceutical interventions [36], determining best timing of interventions [27, 42], including testing and quarantining [6]. Moreover, some of the considered interventions were already modeled for other viruses such as HPV [13, 46]. Finally, some papers focused on the economic cost considering uncertainty in data [29], cost of lockdown [1, 4], hospital and ICU occupancy [18, 47].

Our work developed over the past year starting with a simple SEIR model to predict the need of hospital beds in different social distancing scenarios. The model included discrimination between asymptomatic and symptomatic infected to better capture the spread dynamic and also provide an estimate of hospital bed occupancy and shortfall directly due to COVID-19. The model was instrumental in identifying the needs for the state of New Jersey as the spread was arriving from the neighboring New York, see [2] and was cited in
We then augmented the model to include three main control mechanisms: (1) general social distancing measures; (2) testing and (3) contact tracing. The focus of this work is on understanding the effects of the different controls and optimizing a cost function capturing the economic cost of the controls, healthcare, and population. More precisely our advanced SEIR-type model includes quarantined, hospitalized and deceased subpopulations. The dynamics introduces additional terms to model the effects of social distancing and lockdown measures, as well as the quarantined based on testing and contact tracing activities. The model is then tuned to data from New Jersey, separated into three groups of counties: Northern(Red), Central(Orange), and Southern(Yellow). This reflects the different characteristic of the pandemic evolution, which was affected by regional differences in population density and population structure. For instance the basic reproduction number $R_0$ was estimated to be higher in the northern and central regions compared to the southern one, while hospitalization rate was higher in the northern region than the central one.

We consider an optimal control problem using the NJ dataset and our model, wherein the cost is given by the sum of six terms: the economic cost of lockdown measures, the cost of testing, the cost of contact tracing, the economic cost of quarantining, the economic cost of hospitalization and, finally, the economic cost of deaths. The economic cost of lockdown and quarantining is estimated as a daily cost per person, while the economic cost of hospitalization is differentiated for bed cost when the occupancy is below or above the normal capacity. We simulated the scenario of detection of the infection spread after 15 days of appearance. The main results are the following: a) the lockdown should be as strict as possible for the first 60 days after detection; b) testing should be sustained at its maximum for the whole time horizon; c) the contact tracing should be activated only for two weeks after the detection. Interestingly enough, despite the difference in the characteristic of the pandemic spread in the three regions, the optimal policy appears to be reasonably uniform. We believe that the tools presented here could be useful in the management of the pandemic in different phases of its progression and for different states.
2 A SEIR model for quick predictions of hospital bed needs

In March 2020, a study [3] was developed by the Senator Walter Rand Institute and the Center for Computational and Integrative Biology, in collaboration with New Jersey Health Initiatives. This work compared the available hospital beds in eight counties of New Jersey, with the likely demand of hospital beds due to the COVID-19 outbreak, considering multiple virus spread scenarios. The focus was on using a simple model for a quick prediction of the imminent spread and an estimate of hospital beds needed to manage the spread.

2.1 The SEIR model

The work is based on an augmented form of a SEIR model [55] for COVID-19 in Wuhan and its international spread. Additional features were added to the model and parameters were fit with data from the Italian outbreak of February 2020. For each county, the following were estimated:

- Hospital bed availability;
- Expected day of peak in hospital bed demand considering three social distancing policies: minimal, moderate, and strong;
- Expected demand exceeding hospital bed capacity;
- Impact of social distancing on $R_0$ and lessening the spread of COVID-19.
The augmented SEIR model considered in (1) is given by:

\[ \begin{align*}
\frac{dS}{dt} &= -\frac{S}{N} \left( \frac{R_0}{D_I} I_A \right) \\
\frac{dE}{dt} &= \frac{S}{N} \left( \frac{R_0}{D_I} I_A \right) - \frac{E}{D_E} \\
\frac{dI_A}{dt} &= \alpha \frac{E}{D_E} - \frac{I_A}{D_I} \\
\frac{dI_S}{dt} &= (1 - \alpha) \frac{E}{D_E} - \frac{I_S}{D_I} \\
\frac{dH}{dt} &= \sigma \frac{I_S}{D_I} - \frac{H}{D_H} \\
\frac{dR}{dt} &= (1 - \sigma) \frac{I_S}{D_I},
\end{align*} \]

where \( S \) are susceptible, \( E \) exposed, \( I_A \) infected asymptomatic, \( I_S \) infected symptomatic, \( R \) recovered, and \( N = S + E + I_A + I_S + R \) is the total population. The main augmentation is the distinction between infected symptomatic \( I_S \) and infected asymptomatic \( I_A \), so the total number of infected is given by \( I = I_A + I_S \). The parameter \( \alpha \) is the asymptomatic incidence estimated to be 0.81 by the study [56]. Also added is the hospitalization rate \( \sigma = 0.55 \) of symptomatic patients from the same study. The whole set of parameters are reported in table 1.

To fit the model, we used data from China and Italy. More precisely, data was gathered from a publication from the Chinese Center for Disease Control
and Prevention on the largest case series to date of coronavirus disease [56], and from recent data at the time of writing about the impact on Italy [44] in order to find suitable model parameters. China’s spread was already under control in March 2020 after strong social distancing and lockdown measures. Italy was the country with the highest infection rates in February and early March 2020 and data were publicly available. The number of hospitalizations in northern Italy quickly bumped from 200 on February 24 2020 to around 6,000 on March 11 2020 on a population of around 25 million affected in North Italy [44]). The resulting basic reproduction number was estimated as $R_0 = 3.9$. To perform simulations, we considered different choices of the basic reproduction number: $R_0 = 3.9$ as estimated by the Italian data, $R_0 = 2.68$ as suggested in the study [55] based on Wuhan data and $R_0 = 1.3$. The choices were reflecting the expected spread evolution in cases of different levels of intervention with social distancing measures. At the time, social distancing measures were still under design at state level as cases were quickly shifting from the neighboring New York State.

### 2.2 Results of Initial SEIR study

The research brief [2] provided predictions based on possible “moderate intervention” and “strong intervention” with social distancing measures. A confidence interval of dates was given for each county, when the hospital bed demand was expected to surpass capacity. Moreover, a range of parameterizations of the SEIR model (1) led to the prediction interval. At the time, and still now, it was not clear how the social distancing measures and lockdown would impact the basic reproduction number, thus we resorted to the two levels observed from Italian and Chinese data and the level $R_0 = 1.3$ corresponding to more robust measures. The motivation for this study was to forecast as early as possible the hospital bed shortfall in New Jersey from the COVID-19 pandemic. By quickly assembling a collaboration between the Center for Computational and Integrative Biology, the Senator Walter Rand Institute, and New Jersey Health Initiatives, we were able to release this briefing on March 16, 2020 and Gov. Murphy cited the study in a letter to President Trump [39]. Results are summarized in a graphic (Fig. 1).
Figure 1: Predictions to reach hospital bed capacity given implementing a moderate or strong social distancing policy from March 16, 2020 research brief [2].
3 Continued model fitting with New Jersey dataset

In the following months the SEIR model (1) was continuously updated using data from New Jersey. To fit our model parameters we used three distinct sets of NJ counties where the virus spread differently. The zones were identified with a color (red, orange and yellow) and the map is shown in Figure 2 (below). The northern collection of counties are referred to as the “red zone” (population = 4,111,309). The central collection of counties are referred to as the “orange zone” (population = 2,835,111). The southern collection of counties are referred to as the “yellow zone” (population = 1,845,474). Figure 2 (above) reports the list of counties with onset dates, time for doubling of cases and deaths and other data.

3.1 Fitting the reproduction number

Estimates of the reproduction number were obtained using techniques developed by Thompson et al. [49]. This method deals with the instantaneous reproduction number, given by the average number of secondary cases that would arise from a primary case infected at time $t$ given all causal factors remain fixed after time $t$ [26]. Intuitively, the instantaneous reproduction number characterizes the “instantaneous” transmissibility at time $t$ and does not require assumptions about the future [49], thus making it easier to estimate. Thompson et al. [49] also provide access to an online tool for the purpose of this task (the tool is available through the following URL [48]).

Serial intervals, defined as the time between successive cases in a single series of transmission, are typically interval-censored data studied in the form of approximate lower and upper bounds on the interval. These data are often reported by the way of household-interviews and analysis of hospital records such as in the case of Ebola [22]. Without an early stage contact-tracing protocol, accurately collecting data on transmission chains is a challenging task.

By initializing a gamma distribution prior for the serial intervals, we perform a Bayesian parameter estimation to obtain posterior samples of the serial interval distribution. Assuming that the number of daily (local) incidences is drawn from a Poisson distribution, a gamma distributed prior (conjugate to the Poisson likelihood) can be used to obtain a fully analytical
Figure 2: Map of NJ counties according to colored zones (below) and table of data per each county (above).
form of the posterior distribution of $R_t$, the time-varying reproduction number, given the incidence data up to time $t$ and the serial interval distribution. Lacking any data on the transmission chains in the state of New Jersey at the time of our study, we parameterize the gamma distributed prior with a mean interval of 3.96 days with a standard deviation 4.75 days based on a study of 468 confirmed cases of coronavirus disease reported in China as of February 2020 [23]. The estimated $R_t$ for the three regions is shown in Figure 3.

### 3.2 Fitting the model with confirmed cases, hospitalizations and deaths

After fitting the reproduction number $R_t$, we used further data from the Johns Hopkins public repository [21]: confirmed COVID-19 cases, COVID-19 related hospitalizations, and COVID-19 related deaths. As with $R_0$ we segregated $R_t$ into the three sets of counties called “Zones”: Red, Orange, and Yellow.

The confirmed cases, hospitalization, and deaths time series data was used to generate a seven day moving average of the daily cumulative totals; the
moving average of the time series is used to account for irregularities in the data due to the day of the week. The deaths data was additionally processed; on June 26, 2020 many deaths were deemed resulting from COVID-19 that had previously been considered otherwise. This caused an abrupt increase in cumulative deaths from day 83 to 84.

To reflect the true cumulative deaths from COVID-19 over time, we took the difference from day 84 and 83 and spread this amount over day 1 to day 83, weighted by the proportion of deaths from day 1 to day 83. Let the increase in number of deaths from day 83 to day 84 for the red, orange, and yellow zones be, \( J = 1126, J = 538, J = 132 \) respectively. We find the proportions of \( J \) that we must add to every day before day 84. For cumulative deaths on day \( t \), we have the raw deaths (the data with a large jump from day 83 to 84) and the normalized deaths (the data after we process it to smooth this jump) shown in Figure 4.

\[
\begin{align*}
w(t) &= D_R(t) - D_R(1) \\
D_N(t) &= \begin{cases} 
J \frac{D_R(t)}{w(t)} & \text{if } t \leq 83 \\
D_R(t) & \text{otherwise}
\end{cases}
\end{align*}
\]

![Deaths Before Processing, \( D_R(t) \)](image)

![Deaths After Processing, \( D_N(t) \)](image)

Figure 4: Left: Artifact in raw Deaths dataset due to retroactively labeling a large group of deaths as resulting from COVID, and Right: the normalized dataset after we distribute the large jump over all previous days.

We considered three ways to interpret how confirmed cases data informs our model. A person who tests positive may not necessarily be sick already,
in which case the positive test would move one person to the $I_S$ compartment. If they were not yet sick, this means the positive test moves one person to $I_A$ because they are asymptomatic. Because testing was scarce in the beginning of the pandemic, there is reason to believe that a vast majority of those testing positive were symptomatic and should therefore count towards the $I_S$ population. In later months, increased testing suggests that there would be more test positive for asymptomatic people.

1. All confirmed cases contribute to $I_S$.

2. 100% of cases contribute to $I_S$ until April 20, then cases contribute 50% $I_S$, 50% $I_A$ by May 31. The contribution percentage is interpolated linearly between these two dates.

3. All confirmed cases contribute to $I_S$ until April 20, then no longer fit data for confirmed cases afterward.

Figure 5: Data starting from April 2020. Top Left: 7-day rolling average of confirmed cases; Top Right: 7-day rolling average of confirmed deaths. Bottom Left: Confirmed cases resulting in hospitalization; Bottom Right: Estimated reproduction rate.
With these four datasets: calculated $R_t$, confirmed cases, hospitalizations, and deaths, we now fit model parameters using a least squares optimization scheme. The optimization script was written with AMPL code (“A Mathematical Programming Language”). The optimization algorithm requires that we use a continuous function to represent each of the four time series datasets we’ve described above. We used matlab to interpolate all four datasets, transforming the time series into a degree 8 polynomial. Then, to find the best fitting parameters, we chose reasonable bounds in the parameter space over which the fitting was done. The bounds for $D_I$, $D_E$, and $D_H$ are shown in the estimate column of Table 1 whereas the other parameters had the following intervals: $R_0 \in [0, 15]$, $\alpha \in [0, 1]$, $\sigma \in [0, 1]$, $r \in [0, 1]$, $E_0 \in [0, 8 \times 10^6]$, $I_{A_0} \in [0, 8 \times 10^6]$. Figure 6 reports the fitting results for the red zone.

<table>
<thead>
<tr>
<th>zone</th>
<th>$\max R_t$</th>
<th>$D_I$</th>
<th>$D_E$</th>
<th>$D_H$</th>
<th>$\alpha$</th>
<th>$\sigma$</th>
<th>$r$</th>
<th>$E_0$</th>
<th>$I_{A_0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>2.79</td>
<td>5.00</td>
<td>4.00</td>
<td>10.60</td>
<td>0.39</td>
<td>0.14</td>
<td>0.47</td>
<td>38,682</td>
<td>1.85</td>
</tr>
<tr>
<td>Orange</td>
<td>3.26</td>
<td>5.00</td>
<td>4.01</td>
<td>10.87</td>
<td>0.35</td>
<td>0.17</td>
<td>0.43</td>
<td>15,159.3</td>
<td>1.33136</td>
</tr>
<tr>
<td>Yellow</td>
<td>1.66</td>
<td>5.00</td>
<td>4.00</td>
<td>7.52</td>
<td>0.62</td>
<td>0.32</td>
<td>0.21</td>
<td>5141.2</td>
<td>407.32</td>
</tr>
</tbody>
</table>

Table 2: Values of parameters per zone.

The optimization to model parameters was done with chosen “reasonable” bounds for each parameter and we penalized $\max R_t$ if it was lower than 2.5 and higher than 3.5; $\max R_t$ was strictly bounded between 0 and 15; $D_I, D_E, D_H$ were strictly between 5 and 7, 4 and 14, and 7 and 14 respectively; $\alpha$ was bound between 0 and 1.

The main takeaways after fitting parameters are as follows. The basic reproduction $\max R_t$ number was similar for the three zones with a higher value for the orange zone. The time duration of exposure $D_E$, infection $D_I$, and hospitalization $D_H$ were reasonable values determined by the optimizer, and they were similar among the zones. The initial asymptomatic infected population $I_{A_0}$ is smallest for the red zone and largest for the yellow zone. The initial Exposed $E_0$ was highest in the red zone, and smallest in the yellow zone which reflects the total population in these zones. $\sigma$ was bound between 0.1 and 0.55; $r$ was bound between 0 and 1; $E_0$ was bound between 0 and 8 million. We penalized $I_{A_0}$ if it was greater than 500, with a strict upper bound of 8 million.
Figure 6: Result of fitting infected, hospitalized and death data for the red zone. Blue line: data from the Johns Hopkins public repository. Red line: model trajectory using optimized parameters.

4 A model for social distancing, testing and contact tracing

Measures to keep the pandemic under control included: testing for the presence of the virus, contact tracing for people that had recent contact with infected people, and social distancing measures to reduce the reproduction number. Moreover, quarantining was put in effect for detected infected persons, but also via contact tracing.

To model these measure, we add three populations: $S_Q$, resp. $E_Q$, the population of susceptible, resp. exposed, that are quarantined by effect of contact tracing and $I_Q$ of infected that are quarantined by either test or contact tracing. We also add the number of deceased $D$, which will serve later to estimate the economic cost of the pandemic and the controls.

The social distancing and lockdown measure are captured by a control variable $u \in [0, 1]$, which multiplies the basic reproduction number $R_0$. In other words, this represents the social behavior that limits number of asymptomatic infected exposing other populations to the virus. Moreover, two other controls are added: a parameter $\delta$ corresponding to tests and $\mu$ related to contact
The equation for susceptible $S$ has two additional terms: the first is negative and reflects the quarantining as result of contact tracing and the second is positive and reflects the end of quarantining. Notice that the first term is obtained by multiplying the number of tested positive (i.e. $\delta I_A S + E + I_A$) and the fraction of susceptible among individual quarantined because of contact tracing (i.e. $\mu S + E + I_A S + E + I_A$). The second term is simply obtained from $S_Q$ using the quarantining duration in days $D_Q$.

The equation for exposed $E$ has similar terms, while the equation for infected asymptomatic $I_A$ has the additional negative term due to positive tests $\delta I_A S + E + I_A$. Also, the correction for the infected symptomatic $I_S$ is only due to the new population $E_Q$.

The equations for the new quarantined populations $S_Q$, $E_Q$ and $I_Q$ are as follows. $S_Q$ has two terms corresponding those of $S$ since in quarantine susceptible will not be infected. The equation for $E_Q$ has the positive term
corresponding to the negative for $E$ and two negative terms as for transition either to recovered at the end of quarantine, i.e. $D_Q$ days, in the asymptomatic case and to infected symptomatic for the symptomatic case, with the same ratio $\alpha$ as for $E$. Finally, $I_Q$ represent the infected quarantined which are necessarily asymptomatic or mildly symptomatic. Therefore the equation has three positive terms for symptomatic which are mild and not hospitalized, and asymptomatic found by testing and contact tracing, and one negative term for quarantine ending.

The equation for hospitalized $H$ is as before, the recovered include terms for the end of quarantine and a correction from hospitalized that transition to the new category $D$ of deceased.

The bounds for the control variables are as follows:

- Control $u = 1$ means no intervention, while $u = 0$ would represent total lockdown. For our simulations, we subject $u(t)$ to constraints to ensure that $R_0 u(t) \in [0.8, R_0]$ for $R_0$ measured before any social distancing policy.

- $\delta$ is the amount of testing of infected not symptomatic population to detect Sars-Cov-19 presence. Given a maximum test-per-day availability $M_1$ we have the following constraint $\delta \leq M_1$.

- $\mu$ is the amount of contact tracing to quarantine persons which had contacts with $I_A$ detected by test. Given a maximum tracing-per-day availability $M_2$ we have the following constraint $\mu \leq M_2$.

This model has new variables and parameters in addition to those of the initial SEIR model (1). The quarantine time was chosen as $D_Q = 14$ days, while the other model parameters were fit to data as explained in Section 3.

5 Optimal Control

In this section we propose an optimal control problem for the model (2) with controls representing social distancing, testing, contact tracing and quarantining. We use the model fit to the three New Jersey areas (Red, Orange and Yellow) and optimize the strategy over the economic cost of pandemic management under the scenario that the infection spread is detected after 15 days of first case.
We define the cost function $C = C(u, \delta, \mu, S, E, I_A, H)$ by

$$C = C_1 + \cdots + C_6,$$

where

$$C_1 = c_1 S_0 (1 - u), \quad C_2 = c_2 \delta, \quad C_3 = c_3 \mu,$$

$$C_4 = c_4 (S_Q + E_Q + I_Q), \quad C_5 = c_5 \psi(H), \quad C_6 = c_6 D$$

and the constants $c_1, \ldots, c_6$ and the function $\psi$ are to be defined. The meaning of the cost function is as follows. The term $C_1$ reflects the cost of social distancing: $u = 1$ correspond to no measure so zero cost, while $u = 0$ corresponds to total lockdown so a loss of $c_1$ dollar per day per susceptible person. The term $C_2$ represent the cost of testing and $C_3$ of contact tracing. The cost $C_4$ is the cost of quarantining with a loss of $c_4$ dollars per day per quarantined person. The cost $C_5$ represent the cost of hospitalization. More precisely we define:

$$\psi = \begin{cases} H & \text{for } H \leq H_{\text{capacity}} \\ H_{\text{capacity}} + 10(H - H_{\text{capacity}}) & \text{for } H > H_{\text{capacity}} \end{cases}$$

where $H_{\text{capacity}}$ is the number of available hospital bed before the pandemic onset. Therefore the cost of hospitalization is $c_5$ dollars per day per hospitalized person up to capacity. Then the cost is multiplied by a factor of 10 representing the need of creating new capacity by building hospitals. Finally, the term $C_6$ capture the social cost $c_6$ dollars per deceased person.

To obtain an explicit expression of the cost, we use the parameters in the following table:

<table>
<thead>
<tr>
<th>$C_i$</th>
<th>$c_i$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$c_1$ = 70</td>
<td>cost of social distancing,</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$c_2$ = 100</td>
<td>cost of testing,</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$c_3$ = 100</td>
<td>cost of contact tracing,</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$c_4$ = 70</td>
<td>cost of quarantining,</td>
</tr>
<tr>
<td>$C_5$</td>
<td>$c_5$ = 2700</td>
<td>cost of hospitalization,</td>
</tr>
<tr>
<td>$C_6$</td>
<td>$c_6$ = 1,500,000</td>
<td>cost of mortality.</td>
</tr>
</tbody>
</table>

The values of $c_1$-$c_6$ shape the cost function; thus, choosing reasonable values for these constants is important. However, choosing appropriate constants is challenging because the actual costs associated with these constants (social distancing, testing, contact tracing, quarantining, hospitalization, and
death) varied by jurisdiction and also changed over the course of the pandemic. To select values, we searched for estimates of each cost in New Jersey (or the country) during the pandemic. Here we explain the context for our choices.

As discussed, we cannot know true values of c1-c6 with complete certainty. Thus, confidence in the model rests on the assumption that the difference between selected c1-c6 and true c1-c6 values are in a range that would not change the model output. To test the security of that assumption, we conducted a sensitivity analysis (described below). This analysis showed model outputs are similar provided that true c1-c6 values are within roughly an order of magnitude of selected c1-c6. Because the variation in estimates of each constant was well within an order of magnitude, we are confident in using the selected values of c1-c6 to inform the model.

To estimate the cost of social distancing (C1), we used two estimates of the economic cost during lockdown. The president of the St. Louis Federal Reserve bank estimated on April 16th, 2020 that the lockdown cost the US economy 25 billion per day [41]. With a US population of 331 million on that date [15], this puts the cost of social distancing at $76 per person per day.

A second estimate from the Wall Street Journal suggests that the economic shutdown would decrease GDP in the US by 30% [31]. The World Bank estimates GDP per capita in the US in 2019 as 65,000 [7]. This puts the cost of shutdown per person per day as $53 (30%*65,000/365).

Although the cost of a COVID-19 test varied by provider and time during the pandemic, the New York Times estimates that the cost of a test (C2) averaged about $100 [50].

In the fall of 2020, New Jersey issued a 37 million contract for contact tracing for the six month period from October 2020-March of 2021 [30]. During that time period, New Jersey had 694,000 COVID-19 cases [21]. The percentage of contacts traced varied in that time. On 15 days sampled between October 1st and March 31st from the New Jersey COVID-19 dashboard, on average 62% had successful contact tracing [40]. At 37 million for 420,280 cases with contact tracing, this is $86 per person for contact tracing (c3).

The cost per person for quarantining (c4) can vary widely. Some individuals quarantine at home, while others are in hotels. In some cases quarantining also includes lost wages or unemployment, while in other cases individuals continue to work from home. In February of 2021, the estimated cost of quarantine per person was $430 for a 7 day quarantine, or $61 per person [10].
Hospitalization costs (c5) also vary widely. In New Jersey, the average estimated cost of hospitalization per day is $2,786 per person per day [24]. Once beds are full, the cost of constructing a new hospital is large. One estimate is $70 million for 3000 bed hospital, which puts the cost at about $23,000 per bed.

Finally, estimates of early mortality vary widely. For insurance and policy guidelines, different entities place economic valuations on human life. When deciding on whether to recommending health interventions, for example, it is common to weigh the cost of an intervention against the years of quality life it helps achieve. While there is a range of estimates for COVID, one analysis puts the cost of an average COVID-19 death at $1.5 million [17].

We consider the optimal control problem in Bolza form over the time horizon $[0, T]$

$$\min_{u(\cdot), \delta(\cdot), \mu(\cdot)} \int_0^T C(u(\cdot), \delta(\cdot), \mu(\cdot), S(t), E(t), I_A(t), H(t)) \, dt$$

for the dynamics (2).

5.1 Optimization algorithm

The optimal controls are included in two steps:

1. Define bounds for the controls; bounds for $u(t)$ are calculated from the estimates of $R_0$.

   $$u(t) \in [a, 1], \quad \mu(t) \in [0, 1e4] \quad \text{and} \quad \delta(t) \in [0, 1e4],$$

   where $a = \max_{t} \frac{0.8}{R_0(t)}$. The choice of $a$ ensures that the lowest measured $R_0(t) = 0.8$ which is consistent with data.

2. Optimize to find the levels of social distancing ($u(t)$), testing ($\delta(t)$), and contact tracing ($\mu(t)$) that will minimize the economic costs. These controls are introduced formally in Section 5.

To compute numerically the optimal solutions of our optimal control problem, we choose here a direct method. Very briefly, when dealing with an optimal control problem, one usually distinguishes between direct and indirect methods. Direct (transcription) methods consist in discretizing the
whole problem (discretize the system, e.g., by some Runge-Kutta method; discretize the cost functional, e.g., by some trapezoidal rule) so that we end up with a high-dimensional, but classical, nonlinear optimization problem under equality and inequality constraints, which can then be handled thanks to an optimization solver implementing, e.g., a gradient-like method based on the KKT rule, or a dual method like Uzawa. In other words, in the direct method, we first discretize, then optimize (or dualize). In the indirect approach, in contrast, we first apply a first-order necessary condition for optimality to the optimal control problem, i.e., we apply the Pontryagin maximum principle (see [11, 35, 43, 52]), which leads to a shooting problem that can be solved, numerically, thanks to a Newton-like method (see [9] for well-posedness issues). In other words, in the indirect approach, we first optimize (or dualize) and then discretize. We refer to [51, 52] for a survey on these methods and on the pros and cons of direct vs indirect approaches.

Here, we choose the direct transcription approach because our optimal control problem involves state constraints that would be difficult to handle in the Pontryagin approach. Moreover, direct methods are much softer insofar they allow to change the model very easily. We discretize the control system with the implicit RK2 scheme and the cost functional with the trapezoidal rule, on a regular subdivision of the time interval (we take: one step = one day).

The numerical implementation of the optimal control problem is done by combining the sophisticated modeling language AMPL [25] (which encapsulates automatic differentiation in a very efficient way) with the open-source expert optimization routine IpOpt [54].

The initialization of the algorithm is done in a very simple way by initializing the discretized controls to (any) constant value and the discretized states to a constant value that is corresponding to the initial condition of each state. This rough initialization suffices to ensure convergence. Execution on a standard desktop machine is almost instantaneous.

5.2 Results

Using the optimization algorithm of Section 5.1, we identified the optimal policies for lockdown measures ($u(t)$), testing ($\delta(t)$), and contract tracing ($\delta$) assuming an initial period of inaction of 15 days, due to lack of detection of the virus, and time horizon of 200 days. The algorithm was used for the three different zones, thus using different parameters specified in Table 2.
Our main results are shown in Figures 7, 8 and 9.

In figure 7, the optimal policy for the red zone is shown, together with the evolution of all the variables of the model \((2)\). Let us first analyze the time-evolution of the optimal controls. The lockdown captured by \(u(t)\) evolves as follow. The first 15 days we have \(u = 0\) due to lack of virus detection so no measure taken. Then for around 85 days a maximum lockdown is imposed, with the reproduction number pushed down to the chosen minimum of \(R_t = 0.8\). After those 85 days, the lockdown is completely removed, thus \(u = 1\) for the rest of the simulation. The testing \(\delta(t)\) is kept at its maximum after the first 15 days of inaction and completely stopped just after the lockdown lift. On the other side the contact tracking \(\mu(t)\) is activated at its maximum after 15 days, but is quickly reduced to zero in around three weeks.

The resulting effect of these control policies can be clearly seen in the evolution of the populations. The susceptible population \(S\) decreases due the infection in the first 15 days, then has a large dip due to quarantining, with a bounce back completed around day 50, due to the stop in contact tracing. A reversed evolution can be seen in \(S_Q\) and the other quarantined populations \(E_Q\) and \(I_Q\). The exposed population \(E\) quickly decreases because of transition to infected and the control measures. The infected populations \(I_A\) and \(I_S\) exponentially increase the first 15-20 days and then are kept completely under control. The evolution of the hospitalized population has consequently the same characteristic, with a peak above 3000 around day 20, with a decrease to close to zero around day 60. The recovered quickly increase for the first month but then saturate at around two months. Similarly deaths grow quickly in the first month, then saturate reaching a total of around 5000 at the end of the time horizon.

Lastly, it is interesting noticing the cost evolution. Costs \(C_1, C_2\) and \(C_3\) as expected grow linearly when the corresponding controls are active. Cost \(C_4\) grows quickly due to heavy quarantining in first 50 days then saturate. The time-evolution of costs \(C_5\) and \(C_6\) is similar since hospitalizations and deaths are on the high end only for a couple of months.

It is interesting to notice that the maximum cost is given by the lockdown measures with final cost of the order of \(10^{13}\), i.e. around 200 billions. Despite the high level of this cost, the optimal strategy is to pay the high cost of lockdown to prevent the infection from spreading and becoming uncontrollable. If that happens, then, despite the fact that the other costs are lower per day, they would accumulate over time giving rise to a higher final cost.
In figure 8, the optimal policy for the orange zone is reported. We do not notice big differences with respect to the red zone. An initial strong lockdown lifted around day 100 is combined with testing lifted around the same time as the lockdown, and contact tracing active only for around a month.

In figure 9, we report the optimal policy for the yellow zone. The most significant difference is the longer period of total lockdown prolonged up to around day 117, so for three months, while testing is stopped around day 75.

To explore the sensitivity of the optimal policy w.r.t. the chosen cost parameters, we performed various simulations for the yellow zone varying the cost coefficients as well as the initial populations. The optimal policy is very robust with initial strict lockdown (\( u \) at minimum value) lifted completely at a fixed date. Contact tracing and testing have similar behavior. In figure 10, we report the dependence of the date of lockdown lift as a function of some parameters: the cost \( c_1 \) of lockdown per person per day, the initial population of exposed and the economic cost \( c_6 \) of death. We noticed a stronger dependence on cost of lockdown which, when varied in our range from \$70 to \$700, diminished the lockdown duration by almost 40 days. In contrast, we see a milder dependence on the number of initial exposed and economic cost of deaths with a change of the order of few days when varying the initial exposed up to 10,000 and the economic cost of death up to \$ 10 millions.
Figure 7: Red zone results.
Figure 8: Orange zone results.
Figure 9: Yellow zone results.
Figure 10: Sensitivity analysis of lockdown lift for the yellow zone. Left: cost of lockdown per day. Center: initial population of exposed. Right: economic cost of death.

6 Conclusions

In this paper we showed two main results on the use of mathematical modeling to fight the COVID-19 pandemic.

First, we showed a simple SEIR model, including hospitalization, which was particularly useful at the onset of the spread in New Jersey. Such simple models are ready to use but are limited to very first estimates.

Second, we proposed a more complex model, still stemming from SEIR approach, including social distancing and lockdown measures, testing, contact tracing and quarantining. Our main idea was to estimate the economic cost of the pandemic taking into account the impact of social distancing and quarantining, but also of hospitalization, taking into account the limited capacity, and deaths. The main result is that the best strategy consists of an immediate and strict lockdown for two to three months followed by a reopening. The testing and consequent quarantining should be kept at capacity for around the same time as lockdown (except for one zone in New Jersey with earlier termination), while contact tracing is useful only at the onset for few weeks and then can be dismissed. Beside these results with specific tuning to New Jersey data, the model can be used to explore different scenarios and fit to data from different states and countries.
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