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Abstract

The main subject of this paper is equilibrium problems on an unbounded
conductor Σ of the real axis in the presence of a weakly admissible external field.
An admissible external field Q on Σ satisfies, along with other mild conditions,
the following growth property at infinity:

lim
|x|→∞

(Q(x)− log |x|) = +∞.

This condition guarantees the existence and uniqueness of the equilibrium mea-
sure in the presence of Q, and the compactness of its support. In the last 10-15
years, several papers have dealt with weakly admissible external fields, in the
sense that Q satisfies a weaker condition at infinity, namely,

∃M ∈ (−∞,∞], lim inf
|x|→∞

(Q(x)− log |x|) = M.

Under this last assumption, there still exists a unique equilibrium measure in the
external field Q, but the support need not be a compact subset of Σ anymore.
In most examples considered in the literature the support is indeed unbounded.
Our main goal in this paper is to illustrate this topic by means of a simple class of
external fields on the real axis created by a pair of attractive and repellent charges
in the complex plane, and to study the dynamics of the associated equilibrium
measures as the strength of the charges evolves. As one of our findings, we
exhibit configurations where the support of the equilibrium measure in a weakly
admissible external field is a compact subset of the real axis. To achieve our
goal, we extend some results from potential theory, known for admissible external
fields, to the weakly admissible case. These new results may be of independent
interest. Finally, the so–called signed equilibrium measure is an important tool
in our analysis. Its relationship with the (positive) equilibrium measure is also
explored.

Keywords: Logarithmic potential theory, Equilibrium problems, Pointwise charges.

1 Introduction

Throughout this article, we consider equilibrium problems on the real axis in a general
rational external field created by pointwise charges, of the form

Q(x) =

q∑
j=1

γj log |x− zj| = −
q∑
j=1

γjV
δzj (x), (1.1)

where

γj ∈ R, zj ∈ C,
q∑
j=1

γj = T > 0,
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and, as usual, the potential of a measure σ is defined by

V σ(x) = −
∫

log |x− y|dσ(y),

and δz stands for the Dirac mass at a point z ∈ C. Note that, if γk > 0, the charge
located at zk acts as an attractor while, if γk < 0, the charge acts as a repellent.
For γk > 0, we assume that zk lies on C \ R to ensure that the external field is a
lower semi-continuous function. These external fields, or weights, are called rational
since their derivatives are rational functions. The particular case where Q has an
additional polynomial part of even degree was considered in [14]. Then, in [15], the
case of rational external fields of type (1.1) (without polynomial part) was treated
when all γk > 0 (and, thus, all zk ∈ C \ R). One of the contributions of this paper is
to deal with both positive and negative charges (that is, a mixture of attractors and
repellents), where in principle, for γk < 0, zk ∈ R is allowed.

Though, in general, the study of weighted equilibrium problems on a conductor
Σ deals with probabilistic equilibrium measures µQ with µQ(Σ) = 1, the authors of
[11], [14] and [15] have preferred to consider equilibrium measures with varying mass
µt = µt,Q, in the sense that µt(Σ) = t > 0. This is similar to the dynamical approach
proposed in the seminal work by V. Buyarov and E. A. Rakhmanov [4]. Actually, both
approaches are equivalent since

µt,Q = tµ1,Q/t,

where µ1,Q/t denotes the unit equilibrium measure in the external field Q(x)/t.
Following [17], an external field Q for a (possibly unbounded) closed subset Σ of

the complex plane and for a given mass t > 0 is said to be admissible if

(i) Q : Σ→ (−∞,+∞] is a lower semi-continuous function.

(ii) The set {x ∈ Σ : Q(x) < +∞} has positive (logarithmic) capacity.

(iii) In case Σ is unbounded, Q satisfies the growth condition at infinity:

lim
|x|→∞

(Q(x)− t log |x|) = +∞. (1.2)

These conditions guarantee the existence of a unique measure µt = µt,Q, with total
mass t, with compact support in Σ, minimizing the weighted energy

IQ(σ) = −
∫∫

log |x− y|dσ(x)dσ(y) + 2

∫
Q(x)dσ(x) = I(σ) + 2

∫
Q(x)dσ(x),

where I(σ) denotes the unweighted energy of σ. The equilibrium measure is uniquely
characterized by the fact that its total (also called “chemical”) potential satisfies the
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Frostman (or variational) inequalities:

V µt(x) +Q(x) ≥ ct, q.e. x ∈ Σ, (1.3)

V µt(x) +Q(x) ≤ ct, x ∈ suppµt, (1.4)

for some constant ct ∈ R (the equilibrium constant), and where q.e. means quasi-
everywhere, that is, outside of a set of capacity 0. It follows from (1.3) and (1.4)
that

ct =
1

t

(
I(µt) +

∫
Q(x)dµt(x)

)
. (1.5)

In the last years, a growing interest in the so-called weakly admissible external fields
has taken place (see [2], [7] and [18], among others). For these external fields, condition
(1.2) is replaced by the weaker growth assumption at infinity,

lim inf
|x|→∞

(Q(x)− t log |x|) = M, (1.6)

where M ∈ (−∞,∞]. Note that Q is lower bounded on Σ, and that, for any measure
σ of mass t, condition (1.6) ensures that its weighted energy is well-defined:

IQ(σ) =

∫∫ (
log

1

|x− y|
+
Q(x)

t
+
Q(y)

t

)
dσ(x)dσ(y) > −∞.

Then, the existence and uniqueness of the weighted equilibrium measure µt remain
guaranteed, it has finite weighted energy IQ(µt) and finite energy I(µt), see [2, Theorem
3.4], but its support need not be a compact subset of Σ (in fact, it is often an unbounded
set in the examples considered in the literature up to now, as far as we know). Observe
that the balayage of a measure ν onto an unbounded closed set Σ is a typical example
of this situation; indeed, it agrees with the equilibrium measure of Σ in the external
field Q(x) = −V ν(x), in such a way that the total negative (attractive) mass equals
the total positive mass to be spread through Σ (the notion of balayage of a measure is
recalled in Section 4).

Returning to external fields of the form (1.1), we can thus study the equilibrium
measure µt = µt,Q, with total mass t ∈ (0, T ]. The case where t ∈ (0, T ) corresponds
to the admissible setting (1.2), while the limit case t = T is related to the weakly
admissible one. In this last situation the total attractive mass of the fixed charges
equals the total mass of the free charge distributed along the real axis. This last case
is our main concern in this paper.

It is interesting to describe the different possible scenarios for the equilibrium mea-
sure in these rational external fields. Also noteworthy is the fact that the weakly
admissible external fields considered in this paper may be seen as limits of admissible
external fields and, thus, the tools used in the previous papers [11], [14] and [15] for
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admissible rational external fields will be useful. Finally, the signed equilibrium mea-
sure, which is easier to compute than the (positive) equilibrium measure and is closely
related to it (see e.g. [8]), will be another important tool in our analysis.

The outline of the paper is as follows. In Section 2, making use of the notion of
signed equilibrium measure, we give a simple condition for compactness of the support
of the equilibrium measure in a weakly admissible external field of the general form
(1.1). In Section 3 we specialize to the case where a weak external field is created by
a pair of “attractor/repellent” charges. Our goal is to describe the evolution of the
support of the equilibrium measure as the strength of the repellent charge increases.
Our main result is stated in Theorem 3.11. In the last section, we have gathered several
extensions of classical results of potential theory to an unbounded setting as well as
properties of equilibrium problems in weakly admissible external fields. These results
are used in the previous sections. They may also be of independent interest.

2 Weak external field created by a finite number of

charges: A condition for compactness

In this short section, we consider weakly admissible external fields on R of the general
form (1.1), with

∑q
j=1 γj = T > 0, and the corresponding equilibrium measure µT of

mass T . We give a criterion for compactness of the support of µT . Our analysis is
based on the signed equilibrium measure, see Section 4.4 for details.

Recall that a signed measure ηt = ηt,Q is said to be the signed equilibrium measure
of Σ of mass t > 0 if ηt(Σ) = t and

V ηt(x) +Q(x) = C, q.e. x ∈ Σ. (2.1)

The signed equilibrium measure ηt is unique, provided it exists, see e.g. [3] for the case
of Riesz kernels. Its usefulness relies on the fact that it is easier to compute than the
positive equilibrium measure µt and provides important information about the latter.
In particular, it is well known that, in the presence of an admissible external field Q,
the support of µt is contained in the support of η+t , the positive part of ηt in its Jordan
decomposition, see [8, Lemma 3]. In Proposition 4.11 below we prove that this result
remains valid in the weakly admissible case as well.

Now, suppose that Im zj 6= 0, j = 1, . . . , q, in (1.1). It is immediate that the
opposite of the balayage of the measure −

∑q
j=1 γjδzj on R is a signed measure

ηT = ηT,Q :=

q∑
j=1

γj Bal(δzj ,R)

which has total mass T and satisfies the identity (2.1) on R. Therefore, ηT is the signed
equilibrium measure in the weakly admissible external field (1.1); moreover, (4.1) below
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yields the expression of its density:

η′T (x) =
1

π

q∑
j=1

γj
| Im zj|
|x− zj|2

, x ∈ R. (2.2)

Now, as a consequence of the above expression and the aforementioned fact that
suppµT ⊂ supp η+T (Proposition 4.11), we have

Theorem 2.1. Suppose that Im zj 6= 0, j = 1, . . . , q. If

q∑
j=1

γj| Im zj| < 0, (2.3)

then suppµT is a compact subset of the real axis.

Proof. Indeed, if (2.3) is satisfied, (2.2) implies that η′T (x) < 0 for |x| large enough
and, thus, supp η+T is a compact set. Since suppµT ⊂ supp η+T , the assertion in the
theorem follows.

As pointed out in the introduction, the previous theorem provides a simple class of
weakly admissible external fields which confine the corresponding equilibrium measures
in compact supports, see Figure 1 for an example.

Note that if all the charges are attractors (i.e. γj > 0, j = 1, . . . , q), then ηT is a
positive measure on the whole real axis. From the characterization of the equilibrium
measure given in Proposition 4.8 and the identity (2.1), we may thus deduce that
µT = ηT is supported on the whole axis R. This was the case considered in the
previous [15].

3 External field created by a pair of attractor and

repellent charges

In this section, we concentrate on external fields on R created by the combination of a
negative (i.e. attractive) charge and a positive (i.e. repellent) charge of the form

−δz1 + γδz2 , (3.1)

with z1 ∈ C \ R, z2 ∈ C, γ ∈ (0, 1). The corresponding external field is given by

Q(x) = log |x− z1| − γ log |x− z2|

=
1

2
log(x− z1) +

1

2
log(x− z1)−

γ

2
log(x− z2)−

γ

2
log(x− z2),

(3.2)
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Figure 1: Density of the signed equilibrium measure ηT , of total mass 0.5, in a weak
external field created by two attractors of charges−1 and−2, located at z1 = −2+i and
z3 = 1 + i, and two repellents of charges 1 and 1.5, placed at z2 = 3i and z4 = 4 + 0.5i.
Since ηT (x) behaves like −3/(4πx2) for |x| large, the equilibrium measure µT has a
compact support.

where in each of the logarithms in (3.2) it is chosen the branch with a cut connecting
zj or zj with the point at infinity, and not intersecting the real axis. The second
expression in (3.2) gives the analytic extension of Q outside of R. We still denote it by
Q.

For ease of exposition, we will assume that Re z1 6= Re z2, hence, without loss of
generality, we can suppose that

z1 = −1 + β1i, z2 = 1 + β2i, β1, β2 > 0. (3.3)

The two limit cases Re z1 = Re z2 (e.g. = 0) and β2 = 0 will be considered separately
in Section 3.4.

We aim at studying the equilibrium measure µT of mass T , in the weakly admissible
case T = 1−γ, and our main concern is to describe how the support of the equilibrium
measure evolves as the parameter γ moves from 0 to 1. In particular, we will see that
the support may be bounded or unbounded, and consists of a single interval (one-cut
phase) or two intervals (two-cut phase), see Theorem 3.11 below. It is also noteworthy
that even with a single attractor as in the present case, the external field (3.2) may
have two minima, see Figure 2 for an example.

Lemma 3.1. There exists Γ0 ∈ (0, 1) such that for any Γ0 < γ < 1, the external field
Q(x) given by (3.2)-(3.3) has two real minima. One of the real minima belongs to the
interval (−∞,−1), while the other one is in (1,+∞).
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Figure 2: An external field Q due to an attractor/repellent pair with two minima.
Here, β1 = 1, β2 = .3 and γ = .5. It is easy to check that Q has two minima when
γ > Γ1 = .262..., that is, for a sufficiently strong repellent charge.

Proof. It is clear that Q(x) is strictly increasing when x ∈ [−1, 1] so has no extremum
there. When γ < 1, the derivative of Q(x) has three (possibly complex) roots, while
when γ = 1, the derivative has two roots, those of

−2x2 − (β2
1 − β2

2)x+ (2 + β2
1 + β2

2),

which clearly are real and of different signs. By continuity, it implies, that for γ less
than 1 and close to it, the derivative of Q(x) has three real roots (one of them tending
to infinity as γ tends to 1). The smallest root necessarily corresponds to a minimum of
Q(x), and belongs to the interval (−∞,−1). Then, the second one is a maximum, and
the third one is another minimum, both belonging to (1,+∞), and the latter tending
to infinity as γ tends to 1.

Remark 3.2. For admissible values t < T , the fact that the external field (3.2) has two
minima was proved in [11] and [14]–[15] to be a sufficient condition for the existence
of a two-cut phase, during which the support of the equilibrium measure consists of
two disjoint intervals (for polynomial and rational external fields, all charges being
attractors). In the present case, it could be checked from our subsequent results that
it is not true anymore. In those previous works it was also proved that, under certain
conditions, there exists a two–cut phase even if there is a single minimum. The limit
case takes place when a so-called “type III singularity” occurs (see the above mentioned
papers and [9]). In principle, it seems natural to expect the same situation here, namely

the existence of another value 0 < Γ̃0 < Γ0 < 1 for which Q has a type III singularity,
for some admissible value t < T = 1− γ, such that for γ > Γ̃0, there exists a two–cut
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phase. However, we will not study further this issue, since our main concern here is
the weakly admissible case t = T .

3.1 Equilibrium measures on the real line

In this section, we recall a few results about equilibrium measures on the real line in an
admissible external field Q which is assumed to be real-analytic, and in particular of
the form (3.2) (and thus, in this case, it is assumed that the mass t of the equilibrium
measure satisfies t < T ). We denote by

Cµ(z) =

∫
dµ(s)

s− z
,

the Cauchy transform of a positive measure µ supported on a subset of C.

Theorem 3.3 ([11, Theorem 2]). Assume there is a domain Ω in C, containing R,
such that the admissible external field Q(x), x ∈ R, is the trace of a (necessarily real)
analytic function, still denoted Q, in Ω. Then, there exists an analytic function R in
Ω, real-valued on R, such that the equilibrium measure µ with support S ⊂ R in the
admissible external field Q(x) satisfies

(Cµ(z) +Q′(z))2 = R(z), z ∈ Ω \ S. (3.4)

Remark 3.4. If Q is of the form (3.2)-(3.3) with the repellent charge on R (i.e. β2 = 0),
we have Q(1) = +∞ and then 1 /∈ suppµt, see [17, Remark I.1.4]. It may be checked
that the result in Theorem 3.3 is still applicable in that case, replacing R with a closed
subset that excludes 1.

Throughout in the sequel, when we consider an equilibrium measure µt of a given
mass t, we will denote its support by

St := supp(µt).

In case Q is of the form (3.2) and t < T = 1 − γ, following similar arguments as
in [14] and [15], it can be checked that the function R is rational, and more precisely,
after taking square root in (3.4), one may prove that

Cµt(z) +Q′(z) = (T − t)
√
At(z)Bt(z)

D(z)
, z ∈ C \ (St ∪ {z1, z1, z2, z2}), (3.5)

with
D(z) = (z − z1)(z − z1)(z − z2)(z − z2).

Here, At is a monic polynomial of even degree, whose simple roots are the endpoints of
St, and the square root of At is chosen so that it is analytic in C\St and positive on the
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right of St. Finally Bt is a monic polynomial, and degAtB
2
t = 6. Since At is at least of

degree 2, Bt is at most of degree 2. Both polynomials At and Bt are real and depend
on t. In the sequel, their roots are respectively denoted by a1 ≤ a2 ≤ . . . ≤ anA

, and
bj, j = 1, . . . , nB, where nA := degAt, nB := degBt.

In addition, (3.5) provides, by integrating and taking real parts, the following ex-
pression for the potential:

V µt(z) + ReQ(z)− ct = (T − t) Re

∫ z

a

√
At(x)Bt(x)

D(x)
dx, (3.6)

where a is any point in the support St. In view of (1.3)-(1.4), when integrating in a
gap of St, we have that the integral∫ z

a2j

√
At(x)Bt(x)

D(x)
dx

is non-negative when z ∈ (a2j, a2j+1) and vanishes when z = a2j+1, it implies that each
gap of the support contains an odd number of zeros of Bt. Moreover, inequality (1.3)
implies that on the right of anA

, the largest root of At, there is an even number of zeros
of Bt. The same holds true on the left of the smallest root a1 (note that the integral
in (3.6) diverges as z tends to ±∞).

Equation (3.5), together with Plemelj formula (see e.g. [13]), or Stieltjes inversion
formula,

µ′t(x) =
1

π
Im(Cµt)+(x), x ∈ St,

also provide the density of the equilibrium measure, namely,

µ′t(x) =
T − t
π

√
|At(x)||Bt(x)|

D(x)
, x ∈ St.

As in [11] and [14]–[15], we proceed by studying the evolution of the equilibrium mea-
sure µt in the external field Q in (3.2) as the mass t ∈ (0, T ) approaches the limit value
T . In the next theorem, we show that the measures µt have a weak-* limit as t tends to
T , namely the equilibrium measure µT , solution of the weakly admissible equilibrium
problem.

Theorem 3.5. One has:
i) The map t ∈ (0, T ) 7→ µt is increasing and continuous with respect to the weak-*
topology on the set of positive measures supported on the real axis.
ii) As t tends to T , the measure µt tends weak-* to a limit measure µ̃T of mass T and

support S̃T ⊂ R.
iii) The Cauchy transform of µ̃T satisfies

Cµ̃T (z) +Q′(z) = c

√
A(z)B(z)

D(z)
, z ∈ C \ (S̃T ∪ {z1, z1, z2, z2}), (3.7)
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where c is some possibly complex constant, A is a monic polynomial, whose simple roots
are the (finite) endpoints of S̃T , B is a monic polynomial of degree less than or equal

to 2, and degAB2 < 6. Moreover, each gap of S̃T contains exactly one root of B.
iv) The measure µ̃T has a density, given by

µ̃′T (x) =
|c|
π

√
|A(x)||B(x)|
D(x)

, x ∈ S̃T . (3.8)

v) The measure µ̃T integrates the logarithm at infinity, that is∫
log(1 + |x|)dµ̃T (x) <∞. (3.9)

vi) The measure µ̃T has finite energy I(µ̃T ).
vii) As t tends to T , the equilibrium constant ct, see (1.5), tends to a finite limit cT .
viii) The limit measure µ̃T coincides with the equilibrium measure µT of mass T cor-
responding to the weakly admissible case.

Proof. Assertion i) is known in the case of an external field satisfying the condition
at infinity lim|x|→∞Q(x)/ log |x| = ∞, see [4, Theorem 2]. It may be checked that
the assertion still holds true in the admissible case (1.2), with t ∈ (0, T ). To derive
assertion ii), we first prove that the family of measures µt, t ∈ (0, T ), is tight, that is,

∀ε > 0, ∃ compact set K ⊂ R, ∀t ∈ (0, T ), µt(R \K) ≤ ε.

Indeed, choosing K = ST−ε, it is clear that µt(R\K) = 0 for t ≤ T −ε and µt(R\K) <
ε for t > T − ε. Thus, by Prohorov theorem (cf. [6, Theorem 9.3.3]), there is a
subsequence (µtn)n of (µt)t∈(0,T ) weakly convergent to a measure µ̃T of mass T . Since
µt is increasing with t, the whole sequence µt actually converges to µ̃T .

Equation (3.7) in assertion iii) is obtained as the limit of (3.5) as t tends to T .

Indeed, outside of S̃T , Cµt tends pointwise to Cµ̃T , by the weak-* convergence of µt to
µ̃T . On the right-hand side, since the multiplicative constant T − t tends to zero, there
is at least one root of AtBt that tends to infinity, so that degAB2 < 6. Also degB ≤ 2
since degBt ≤ 2 for t ∈ (0, T ). The constant c comes from the roots of AtBt that tend
to infinity as t tends to T . For instance, one checks that, if the largest root of At tends
to +∞ (so that S̃T is unbounded on the right) then c ∈ iR+ while if the smallest root
of At tends to −∞ then c ∈ R+. If both roots, on the left and on the right, tend to
infinity, then c ∈ iR+.

The expression (3.8) for the density of µ̃T follows from (3.7) and Plemelj formula.
Assertion v) clearly follows from the expression (3.8) for the density of µ̃T . Finally, we
verify that I(µ̃T ) is finite. Since the density of µ̃T is continuous, its potential V µ̃T is
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continuous as well. We may write

|V µ̃T (x)| ≤
∫
| log |x− y||dµ̃T (y)

=

∫
|x−y|≥1

log |x− y|dµ̃T (y)−
∫ x+1

y=x−1
log |x− y|dµ̃T (y)

≤ T log(1 + |x|) +

∫
log(1 + |y|)dµ̃T (y) +

∫ 1

y=−1
| log |y||dµ̃T (y + x),

where we have used that |x− y| ≤ (1 + |x|)(1 + |y|) in the last inequality. For |x| large,
the last integral is of order∫ 1

y=−1

| log |y||
(y + x)3/2

dy ≤ 2

(|x| − 1)3/2
.

From the above follows in particular that, for |x| large, the order of growth of the
potential V µ̃T (x) is essentially bounded by T log(|x|). Together with the expression of
the density of µ̃T , it implies that the energy

I(µ̃T ) =

∫
V µ̃T (x)dµ̃T (x)

is finite.
For assertion vii), recall that, for t ∈ (0, T ),

ct = t−1
(
I(µt) +

∫
Qdµt

)
.

In view of (3.9) and the expression (3.2) for Q, the integral
∫
Q(x)dµ̃T (x) converges.

Thus, for any ε > 0, there exists a compact set K ⊂ R such that

0 ≤
∫
R\K

Q(x)dµ̃T (x) ≤ ε.

Since µt is increasing to µ̃T , the same inequalities hold true for all µt, t ∈ (0, T ).
Together with the weak-* convergence of µt to µ̃T , it implies that∫

Qdµt →
∫
Qdµ̃T as t→ T.

Denoting by log+ and log− the positive and negative parts of the log function, we have,
as t→ T ,

µ′t(z)µ′t(y) log+ |z − y| ↑ µ̃′T (z)µ̃′T (y) log+ |z − y|,

µ′t(z)µ′t(y) log− |z − y| ↑ µ̃′T (z)µ̃′T (y) log− |z − y|,
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almost everywhere, with respect to the product Lebesgue measure, on S̃T × S̃T . Here,
we notice that the density µ′t tends to µ̃′T in L1(R), so a subsequence tends pointwise
almost everywhere to µ̃′T , and since the sequence is increasing, actually the entire
sequence tends pointwise a.e. to µ̃′T . By monotone convergence, we obtain that I(µt)
tends to I(µ̃T ), and that ct tends to

cT = T−1
(
I(µ̃T ) +

∫
QdµT

)
.

It remains to show assertion viii), that is µ̃T = µT . For each t ∈ (0, T ), we know from
(1.3) that

V µt(x) +Q(x) ≥ ct, x ∈ R.

We apply the principle of descent, see Theorem 4.7, to the sequences of positive mea-
sures µ̃T − µt as t tends to T , where we remark that assumption (4.5) follows from
(3.9). Together with assertion vii), this gives

V µ̃T (x) +Q(x) ≥ cT , x ∈ R. (3.10)

For each t ∈ (0, T ), we also know, see (1.4), that

V µt(x) +Q(x) = ct, x ∈ St.

Let x ∈ S̃T , the support of µ̃T , and let tn tends to T . From the inclusion

S̃T ⊂
∞⋂
N=1

∞⋃
n=N

Stn ,

see [10, Corollary 4 p.9], there exists a sequence xn ∈ Stn tending to x. Applying the
inequality (4.6) to the sequences µtn , we derive, together with assertion vii) and the
continuity of Q, that

V µ̃T (x) +Q(x) = cT , x ∈ S̃T . (3.11)

From (3.10), (3.11) and Proposition 4.8 follows that µ̃T = µT .

From now on, we will only denote by µT the common measure µ̃T = µT , and by ST
its support.

3.2 The signed equilibrium measure

In this section we assume that t = T = 1− γ. Let us denote by ηT the opposite to the
balayage of the measure (3.1) on R:

ηT = Bal(δz1 ,R)− γ Bal(δz2 ,R).
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Note that ηT is the signed equilibrium measure in the external field Q, see Section 4.4.
Throughout, we will denote the support of the positive part η+T of ηT by

S+
T = supp η+T .

We know from Lemma 4.2 that

η′T (x) =
1

π

(
β1

(x+ 1)2 + β2
1

− γβ2
(x− 1)2 + β2

2

)
. (3.12)

Since by Proposition 4.11, we have that ST ⊂ S+
T , one may easily derive situations

where the support of the equilibrium measure in this weakly admissible external field
is distinct from the whole real axis, see Figure 3 for such cases.

-6 -4 -2 2 4 6

-0.05

0.05

0.1

0.15

0.2

0.25

Figure 3: A density (solid line) such that S+
T is compact (γ = .75, β1 = 1, β2 = 5), and

a density (dashed line) such that S+
T is disconnected (γ = 0.5, β1 = 2, β2 = 1)

We first give a basic lemma about the signed equilibrium measure ηT .

Lemma 3.6. There exists a value Γ1 ∈ (0, 1) such that ηT is a positive measure for
γ ≤ Γ1, and a signed measure (i.e. has a negative part in its Jordan decomposition)
for γ > Γ1.

Proof. It is clear that ηT is positive when γ is close to 0. We seek a threshold value of
γ such that the density of the signed equilibrium measure η′T has a double real root.
From (3.12), we must look for values of γ for which the discriminant of the quadratic
equation

(β1 − γβ2)x2 − 2(β1 + γβ2)x+ β1(1 + β2
2)− γβ2(1 + β2

1) = 0
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vanishes. This yields:

β1β2(β1β2γ
2 − (4 + β2

1 + β2
2)γ + β1β2) = 0.

Since β1β2 6= 0, the third factor necessarily vanishes. As a polynomial in γ, it has two
positive real roots, one of them in (0, 1), namely

Γ1 :=
1

2β1β2

(
(β2

1 + β2
2 + 4)−

√
(β2

1 + β2
2 + 4)2 − 4β2

1β
2
2

)
. (3.13)

It is easy to see that for γ ∈ (0,Γ1), the density η′T is positive on the whole real axis,
while for γ ∈ (Γ1, 1), it is negative in some subset of R.

When β1/β2 < 1, Theorem 2.1 also shows the existence of a second threshold
value, namely β1/β2, such that the support of η+T is unbounded (but disconnected) for
Γ1 < γ ≤ β1/β2 and bounded for β1/β2 < γ < 1.

We now describe the evolution of the support of the signed equilibrium measure
(and, in turn, also derive information on the support of the equilibrium measure) as
γ moves from 0 to 1. At this point, let us introduce the semi-circle C, which contains
z1 and z2 and whose center x0 lies on the real axis, as depicted in Figure 4, and the
associated points x1, x2. It is easy to verify that

x0 =
1

4
(β2

2 − β2
1), x1,2 = x0 ∓

1

4

√
(β2

2 − β2
1)2 + 8(β2

1 + β2
2 + 2), (3.14)

where, in the second equation, x1 (resp. x2) corresponds to a − (resp. +) sign. The
circle and the above points will be useful in our subsequent analysis.

x0 x2x1

z2 = 1 + β2i
z1 = −1 + β1i

C

Figure 4: Semi-circle C.

Proposition 3.7. As γ moves from 0 to 1, the following phases occur:

• Phase 1: γ ∈ (0,Γ1), with Γ1 given by (3.13) : ηT is a positive measure in R.
Thus, µT = ηT and ST = R.

15



• 1st Transition: γ = Γ1. The density of ηT has a double real zero at x2. One
still has µT = ηT and ST = R.

• Phase 2: γ ∈ (Γ1,min(β1/β2, 1)) : ηT has a negative part supported in some
compact interval [A1, A2]. Thus, ST ⊂ (−∞, A1] ∪ [A2,+∞).

If β1 < β2, we have the additional

• 2nd Transition: γ = β1/β2. In this case, S+
T = (−∞, A1], implying that

ST ⊂ (−∞, A1].

• Phase 3: γ ∈ (β1/β2, 1). Now, S+
T = [Ã2, A1] and, therefore, ST ⊂ [Ã2, A1].

Proof. When γ ∈ [0,Γ1), we know by Lemma 3.6 that ηT is a positive measure so it
is clear that ηT = µT and ST = R. During this phase, in the density (3.8) of µT (the
fact that µT coincides with µ̃T is shown in Theorem 3.5), the polynomial A is constant,
equal to 1, and degB ≤ 2. The polynomial B cannot be constant (otherwise, as γ goes
from 0 to Γ1, ηT would be a multiple of a constant measure) nor be of degree 1, since
η′T does not vanish on R. So B is of degree 2 with a pair of conjugate roots denoted
by b and b. When γ = 0, the measure ηT is independent of z2, so B(z) should cancel
the factors (z − z2)(z − z2) in D(z), thus b = z2. For γ ∈ (0,Γ1), we know from (3.12)
that b and b are the conjugate roots of

β1((x− 1)2 + β2
2)− γβ2((x+ 1)2 + β2

1). (3.15)

It is then easy to show that the modulus |b− x0| is independent from γ, and equal to
the radius of C. Hence, b stays on C, starting from z2 when γ = 0, arriving at x1 or x2
when γ = Γ1. Since (3.15) implies that Re b = (b+ b)/2 is increasing with γ, the final
location of b = b in this phase can only be x2, which shows the assertion about the
location of the double zero at the first transition. The assertions about the subsequent
phases easily follow from the expression (3.12) of ηT .

Remark 3.8. In the last item (Phase 3), we used the notation Ã2 for the left endpoint
in order to exhibit the move of the initial endpoint A2 when γ grows from Γ1 to 1,
namely: when γ = Γ1, we have that A2 = A1 equal the double real root of η′T . Then,
as γ increases, A2 increases and reaches +∞ for γ = β1/β2. Then, for γ > β1/β2, A2

comes in from −∞ and becomes the new left endpoint Ã2.

The above proof allows one to give an alternative expression for Γ1. Indeed, taking
the residues at z1 and z2 in (3.7) when γ = Γ1 gives the two equations

1

2
=

c(z1 − x2)2

2β1(z1 − z2)(z1 − z2)
, −Γ1

2
=

c(z2 − x2)2

2β2(z2 − z1)(z2 − z1)
.
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Dividing the second equation by the first one, and taking modulus, leads to

Γ1 =
β1
β2

|z2 − x2|2

|z1 − x2|2
. (3.16)

-20 -10 10 20

-0.015

-0.01

-0.005

0.005

0.01

Figure 5: Densities of ηT (x) for γ = 0, 0.43..., 0.5, 1. Here β1 = 3 and β2 = 6. The
central part where the density attains its maximum is not shown. As γ increases, the
total mass T decreases and so does the sequence of densities. The value γ = Γ1 = 0.43...
is the critical value where the density has a double root. For x large in modulus, the
density behaves respectively like x−2, −x−3, −x−2 as γ < 0.5, γ = 0.5, γ > 0.5 (up to
positive multiplicative factors).

3.3 The support of the equilibrium measure µT

The aim of this section is to describe the dynamics of the support ST of µT as γ moves
from 0 to 1. As we have seen in Theorem 3.5, degAB2 < 6 and each gap of ST must
contain a root of B, thus only the following cases can occur:

(i) deg(A) = 0 (i.e. ST = R) and deg(B) ≤ 2,

(ii) deg(A) = 1 (i.e. ST is a segment bounded by one side) and deg(B) ≤ 2,

(iii) deg(A) = 2 (i.e. ST is a bounded interval or the complement of a bounded
interval) and deg(B) ≤ 1,
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(iv) deg(A) = 3 (i.e. ST consists of two intervals, one bounded and the other one
unbounded on one side) and deg(B) ≤ 1.

We begin with a lemma.

Lemma 3.9. Case (iv) above cannot occur. In particular, degAB ≤ 3.

Proof. Equation (3.7) implies that

V µT (z) + ReQ(z)− cT = cRe

∫ z

a

√
A(x)B(x)

D(x)
dx, (3.17)

where a is any point in the support ST . The integral on the right-hand side is a
multivalued function of z, but its real part is well-defined in C \ {z1, z1, z2, z2}. Since
its integrand behaves like O(x−3/2) as x tends to infinity, it is also well-defined at ∞
and vanishes there because of (3.17) and (1.3)–(1.4). In particular, one should have∫ ∞

a3

√
A(x)B(x)

D(x)
dx = 0, if ST = (−∞, a1] ∪ [a2, a3],

and ∫ −∞
a1

√
A(x)B(x)

D(x)
dx = 0, if ST = [a1, a2] ∪ [a3,∞),

which contradicts the fact that the (unique) root of B lies between the two intervals
of ST .

Since our main result concerns the dynamics with respect to the parameter γ, we
compute in the next lemma the derivatives of the roots of the polynomials A and B in
(3.7) with respect to γ. It will allow us to describe the evolution of the endpoints of the
support, as the strength γ of the repellent varies. This follows the dynamical approach
taken by Buyarov and Rakhmanov, in their seminal paper [4], with respect to the mass
t of the equilibrium measure. In previous papers [11], [14] and [15], an analysis of the
dynamics, with respect to the mass t and other parameters of the external field Q, was
performed, but just for admissible external fields.

In the sequel, we simply denote by ḟ the derivative of a function f with respect
to γ.

Lemma 3.10. Assume that the support ST has two finite endpoints a1, a2, and B is
of degree 1, so that

A(z) = (z − a1)(z − a2), B(z) = (z − b),

with a root b of B outside of ST . We denote by h and k the intersections of the
internal and external bisectors of â1z2a2 with the real line such that the circle with
diameter (h, k) goes through z2.
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Then, the following holds,
i) if ST = (−∞, a1] ∪ [a2,∞), the derivatives of the roots a1, a2 of A and b of B with
respect to γ satisfy

ȧj =
2i Im((aj − z2)

√
A(z2))|aj − z1|2

cA′(aj)(aj − b)
, j = 1, 2, (3.18)

ḃ =
i Im((b− z2)

√
A(z2))|b− z1|2

cA(b)
, (3.19)

where A′(z) denote, as usual, the derivative of A(z) with respect to z. The constant c
lies in iR+ and depends on γ. Let c = id, d > 0. Then, (3.18)–(3.19) can be rewritten
as

ȧj =
2 Im(

√
A(z2))(aj − h)|aj − z1|2

dA′(aj)(aj − b)
, j = 1, 2, (3.20)

ḃ =
Im(
√
A(z2))(b− h)|b− z1|2

dA(b)
. (3.21)

ii) if ST = [a1, a2] and b > a2, the derivatives of the roots a1, a2 of A and b of B with
respect to γ satisfy

ȧj =
2 Re((aj − z2)

√
A(z2))|aj − z1|2

cA′(aj)(aj − b)
, j = 1, 2, (3.22)

ḃ =
Re((b− z2)

√
A(z2))|b− z1|2

cA(b)
, (3.23)

The constant c is negative and depends on γ. Let c = −d, d > 0. Then, (3.22)–(3.23)
can be rewritten as

ȧj = −
2 Re(

√
A(z2))(aj − k)|aj − z1|2

dA′(aj)(aj − b)
, j = 1, 2, (3.24)

ḃ = −
Re(
√
A(z2))(b− k)|b− z1|2

dA(b)
. (3.25)

Proof. We first consider case i). Differentiating the right-hand side of (3.7) with respect
to γ, we get

ċA(z)B(z) + (c/2)Ȧ(z)B(z) + cA(z)Ḃ(z)√
A(z)D(z)

.
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Since the derivative of the left-hand side of (3.7) has no pole at z1 and z1, the factors
(z− z1)(z− z1) should cancel in the above ratio. Moreover, by Lemma 3.9, the degree
of the numerator is at most 3. Thus, the previous ratio can be rewritten as

mz + n√
A(z)(z − z2)(z − z2)

,

where m and n can be computed from the residues of the left-hand side of (3.7) at z2
and z2. Namely, we have

mz2 + n√
A(z2)2iβ2

= −1

2
,

mz2 + n√
A(z2)2iβ2

=
1

2
. (3.26)

Together with the identity
√
A(z2) = −

√
A(z2) which follows from the choice of branch

cuts, this leads to

m = −i Im
√
A(z2), n = i Im(z2

√
A(z2)).

Choosing z as a root of A(z) or B(z) in the identity

ċA(z)B(z) + (c/2)Ȧ(z)B(z) + cA(z)Ḃ(z) = (mz + n)(z − z1)(z − z1),

gives (3.18) and (3.19). The fact that c ∈ iR+ follows from (3.7) and Plemelj formula,
from which we know that Im(c(

√
A(x))+B(x)) ≥ 0 for x ∈ ST , together with the facts

that (
√
A(x))+ < 0 and B(x) < 0 on (−∞, a1] (or (

√
A(x))+ > 0 and B(x) > 0 on

[a2,∞)). Finally, mz + n = m(z − h) since, for z real, Im((z2 − z)
√
A(z2)) vanishes

precisely when z = h. This implies (3.20) and (3.21).
Let us now consider case ii). The beginning of the proof is identical to case i) up

to equations (3.26). Now we have
√
A(z2) =

√
A(z2), and this leads to

m = −Re
√
A(z2), n = Re(z2

√
A(z2)).

The fact that c < 0 follows from (3.7) and Plemelj formula, from which we know that
Im(c(

√
A(x))+B(x)) ≥ 0 for x ∈ ST , together with the facts that (

√
A(x))+ ∈ iR+

and B(x) < 0 on [a1, a2]. Finally, (3.24) and (3.25) follows from the fact that mz+n =
m(z − k) since it is easy to verify that Re((z2 − z)

√
A(z2)) vanishes when z = k.

Equipped with the previous lemma, we are in a position to state our main result
in this section. It describes the dynamics of the equilibrium measure µT in the weakly
admissible external field Q as the parameter γ grows from 0 to 1. In different situations,
such as those studied in the papers [11, 14, 15], the measure µT , limit of the equilibrium
measures µt when t→ T , always had its support equal to the whole real axis. As the
following theorem shows, the behavior of µT in the present situation can be different.
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Let us first define the constant Γ2 by

Γ2 :=
β1
β2

|z2 − x2|
|z1 − x2|

< 1, (3.27)

and recall that Γ1 was defined in (3.13), see also (3.16). Note that Γ1 < Γ2.

Theorem 3.11. As γ grows from 0 to 1, the following phase diagram takes place:

• Phase 1: For γ ∈ [0,Γ1), we have ST = R, and µT equals ηT , given by (3.12),
or alternatively,

µT (x) =
d

π

|x− b|2

D(x)
dx, (3.28)

with some d > 0. As γ moves from 0 to Γ1, the point b describes the arc from z2
to x2 on the circle C.

• 1st transition: For γ = Γ1, b in (3.28) equals x2 and the density of µT has a
double zero at this point. The point b will stay at x2 in the subsequent phases.

• Phase 2: For γ ∈ (Γ1,Γ2), the support ST is the union of two semi-infinite
intervals (−∞, a1] ∪ [a2,+∞). The two endpoints a1 and a2 coincide with x2
when γ = Γ1. As γ grows from Γ1 to Γ2, a1 moves to the left and a2 to the right
of x2 while the bisector of â1z2a2 constantly passes through x2. The equilibrium
measure is given on ST by

µT (x) =
d

π

√
(x− a1)(a2 − x)|x− x2|

D(x)
dx,

where d > 0.

• 2nd transition: At γ = Γ2, a1 reaches the center x0 of the circle C while a2
reaches +∞. The support ST equals (−∞, x0], and the equilibrium measure is
given by

µT (x) =
d

π

√
(x0 − x)(x2 − x)

D(x)
dx,

where d > 0.

• Phase 3: For γ ∈ (Γ2, 1), the support ST is a finite segment [a1, a2], where a2
is the continuation of the previous a1 and a1 is the continuation (through ∞) of
the previous a2. The equilibrium measure is given by

µT (x) =
d

π

√
(x− a1)(a2 − x)(x2 − x)

D(x)
dx,

where d > 0. As γ grows from Γ2, the point a1 increases from −∞, while a2
decreases from x0. They collide at x1 when γ = 1. Furthermore, the bisector of
â1z2a2 constantly passes through x1.
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x0 x2x1

z2 = 1 + β2i
z1 = −1 + β1i

C

b

∞−∞

a1 a2a2a1

Figure 6: Dynamics of the finite endpoints a1 < a2 of the support ST . Phase 1 (blue):
ST is the whole real line, the root b goes along the arc of circle from z2 to x2 and
then stay at this point for the two subsequent phases. Phase 2 (red): ST has a gap
which appears as a point at x2, increasing to the semi-infinite interval (x0,∞). Phase
3 (green): The previous gap continues to increase, or equivalently ST diminishes from
(−∞, x0) to a single point at x1.

Remark 3.12. Note that the number of phases is constant, namely three, for any choice
of β1, β2 > 0. Observe also that the threshold value Γ2 is smaller than min(1, β1/β2).
Hence, while there does not always exist a phase where S+

T is bounded, such a phase
always exists for ST . In case such a phase exists for the signed equilibrium measure,
it starts after the one for the equilibrium measure. Also the numbers of components
of ST and S+

T do not always agree; indeed, as shown in Proposition 3.7 and Theorem
3.11, for γ ∈ (Γ2,min{1, β1/β2}), S+

T has two unbounded connected components while
ST has just a bounded one.

Remark 3.13. During Phase 2, the fact that x2 lies on the bisector of â1z2a2 implies
that the circle C is an Apollonius circle for a1 and a2, that is, there exists a m > 0
such that, for any point P ∈ C, d(P, a2) = md(P, a1). It is then easy to derive that
the geometric mean of the distances |a1 − x0| and |a2 − x0| is the radius of circle. The
same holds true during Phase 3.

Proof of Theorem 3.11. When γ ∈ [0,Γ1), we know that ηT is a positive measure and
µT = ηT , so the assertions about the first phase and the first transition have already
been shown in the proof of Proposition 3.7.

When γ becomes larger than Γ1, a negative part in the measure ηT appears around
x2, see Lemma 3.6. Since the support ST of µT is a subset of the support of η+T , we
deduce that ST splits into two semi-infinite intervals (−∞, a1] ∪ [a2,∞). Namely, the
two conjugate roots of B collide at x2 ∈ R when γ = Γ1 and then they split into two
roots, a1 and a2 of A, and a root b of B.

For γ > Γ1, we see from assertion i) in Lemma 3.10, and equations (3.20) and

22



(3.21), that
ȧ1 < 0, ȧ2 > 0, ḃ(b− h) < 0.

Hence, as γ increases, a1 is moving to the left, a2 to the right, and h is an attractor
point for b. On the other hand, taking the residues at z1 and z2 in (3.7) gives the two
equations

1

2
=

c
√
A(z1)B(z1)

2β1(z1 − z2)(z1 − z2)
, −γ

2
=

c
√
A(z2)B(z2)

2β2(z2 − z1)(z2 − z1)
,

or equivalently

β1(z1−z2)(z1−z2) = c
√
A(z1)B(z1), −β2γ(z2−z1)(z2−z1) = c

√
A(z2)B(z2). (3.29)

Note that taking the residues at z1 and z2 in (3.7) leads to the same equations as above
where we apply conjugation on both sides. The left-hand side in the second equation
in (3.29) has a constant argument. Hence, also

1

2
arg ((z2 − a1)(z2 − a2)) + arg(z2 − b) = arg(z2 − h) + arg(z2 − b)

remains constant as γ increases. Assume h moves to the right of x2. Then, b moves to
the right of x2, which contradicts the fact that the previous sum of arguments remains
constant. The same argument holds if we assume that h moves to the left of x2. It
follows that both points remain fixed, at the location x2 where they coincide when
γ = Γ1.

The next question is to determine if one of the endpoints a1 and a2 reaches infinity
before γ = 1. Since z2 is on the left of x2 and x2 lies on the bisector of the angle
â1z2a2, the first endpoint to possibly reach infinity can only be a2. Assume there is a
γ =: Γ2 ∈ (0, 1) for which a2 = +∞. Then a1 = x0 since x̂0z2x2 = x̂2z2∞. Moreover,
we deduce from dividing the second equation by the first one in (3.29) and taking
modulus that

Γ2 =
β1
β2

√
|z2 − a1|
|z1 − a1|

|z2 − x2|
|z1 − x2|

=
β1
β2

|z2 − x2|
|z1 − x2|

=
sin(θ1)

sin(θ2)
< 1,

where θi = arg(zi − x2), i = 1, 2. Since we have found that Γ2 < 1 we may thus
conclude that indeed the endpoint a2 reaches +∞ before γ = 1.

For the study of phase 3, we find it easier to let γ decrease from the value 1. For
the value γ = 1, the mass of µT vanishes and for γ a little less than 1, ST is a small
segment [a1, a2] around the minimum of Q(x) = log |x− z1| − log |x− z2|. This follows
from the Frostman inequalities (1.3)–(1.4) that are satisfied in the weakly admissible
case as well, see Section 4.2. When γ = 1,

Q(x) = log
|x− z1|
|x− z2|

,
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and it is easy to verify that Q(x) attains its minimum at x1 and its maximum at x2.
Hence, a1 = a2 = h = x1 and thus k = x2 (recall that the point k was defined in
Lemma 3.10). Also

Q′(x) = −4(x− x1)(x− x2)
D(x)

,

and in view of (3.7), we may deduce, still for γ = 1, that the constant c in (3.7) is
negative and the polynomial B is of degree 1, with a root b equal to x2. Next, for γ
less than 1, applying assertion ii) in Lemma 3.10 gives that

ȧ1 > 0, ȧ2 < 0, ḃ(b− k) < 0,

so that, as γ decreases from 1, a1 goes to the left of x1, a2 goes to the right of x1, and
b is attracted by k. Let us check that b and k remain at x2 during that phase. This
is equivalent to showing that h remains at x1. The second equation in (3.29), which is
also valid in that phase, shows again that arg(z2 − h) + arg(z2 − b) remains constant
as γ decreases. Assume h moves to the right of x1. Then, k moves to the right of x2
and so does b, which contradicts the fact that the previous sum of arguments remains
constant. The same argument holds if we assume that h moves to the left of x1.

As γ decreases, a2 remains to the left of b = x2, and thus remains bounded. We
next study if the left endpoint a1 can reach −∞. Assume it happens at a particular

time γ = γ̃. Then a2 = x0 since x̂1z2x0 = ̂(−∞)z2x1. As in the previous phase, if we
divide the second equation by the first one in (3.29) and take modulus, we get

γ̃ =
β1
β2

√
|z2 − a2|
|z1 − a2|

|z2 − x2|
|z1 − x2|

=
β1
β2

|z2 − x2|
|z1 − x2|

= Γ2.

From that, we may deduce that ST is a semi-infinite interval (namely (−∞, x0)) only
when γ = Γ2, and that ST is a bounded segment for all values of γ in (Γ2, 1), that is
during the third phase.

3.4 Two limit cases : Re z1 = Re z2 and z2 = 1

We first consider the limit case Re z1 = Re z2. Without loss of generality, we may
assume Re z2 = Re z1 = 0, and, thus, z1 = β1i, z2 = β2i, with β1, β2 > 0. Following the
analysis carried out in previous Proposition 3.7 and Theorem 3.11, we are in a position
to state the following result.

Theorem 3.14. Suppose that the external field Q is given by

Q(x) = log |x− z1| − γ log |x− z2|, z1 = β1i, z2 = β2i, γ ∈ (0, 1).

Then,
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• If β1 > β2, the following phases occur

– Phase 1: γ ∈ (0, β2/β1]. Then, µT = ηT and ST = R.

– Phase 2: γ ∈ (β2/β1, 1). Now, ST = (−∞,−a] ∪ [a,+∞), with a > 0.

• If β1 < β2, we have

– Phase 1: γ ∈ (0, β1/β2]. Then, µT = ηT and ST = R.

– Phase 2: γ ∈ (β1/β2, 1). Now, ST = [−a, a], with a > 0.

Proof. We assume β1 > β2, and obtain our result as a limit case of Theorem 3.11.
Namely, starting from a configuration as in Fig. 4, we move z1 (resp. z2) continuously
to the right (resp. left) until they both lie on the imaginary axis. Then the semi-circle
is deformed into a vertical half-line connecting x2 with ∞, while both points x1 and
x0 move to infinity. Moreover the values of Γ1 and Γ2, given in (3.13) and (3.27),
respectively, become

Γ1 =
β2
β1
, Γ2 = 1,

meaning that the first two phases are as in Theorem 3.11, while the third phase dis-
appears. The endpoints a1 and a2 during the second phase are opposite, because of
symmetry, and tend to infinity as γ tends to 1.

When β1 < β2, we move again z1 and z2 continuously to the imaginary axis. Now
the semi-circle is deformed into a vertical half-line connecting x1 with ∞, while both
points x2 and x0 move to infinity. Moreover the values of Γ1 and Γ2 become

Γ1 = Γ2 =
β1
β2
,

meaning this time that the second phase disappears. During the first phase, ST = R,
the conjugate roots b and b start from z2 and z2 respectively, move along the vertical
line through z2, and reach ∞ as γ tends to Γ1 = Γ2. Then, a gap appears at infinity,
and the endpoints of ST are again opposite because of symmetry. As γ tends to 1, ST
reduces to the point x1 (= 0).

Concerning the limit case z2 = 1 where the repellent lies on R, we just observe
that, starting from the initial configuration as in Fig. 4, and letting z2 tend to 1, we
get that x2 tends to 1, while Γ1 and Γ2 become

Γ1 = 0, Γ2 =
β1

|z1 − x2|
=

β1√
4 + β2

1

,

meaning that the dynamics of the support ST is as in Theorem 3.11 except that the
first phase is absent (note that, as expected, ST never contains the point 1 where the
repellent is located).
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3.5 Computation of the support ST

The aim of this section is to compute explicitly the support ST as γ varies. Dividing
the second equation by the first one in (3.29), taking modulus and then squaring, one
gets, for any γ, (

γβ2
β1

)2

=
|z2 − a1||z2 − a2||z2 − x2|2

|z1 − a1||z1 − a2||z1 − x2|2
. (3.30)

Moreover, as was mentioned in Remark 3.13, the circle C is an Apollonius circle for a1
and a2. Thus, there exists some m > 0, depending on γ, such that

|z2 − a2| = m|z2 − a1|, |z1 − a2| = m|z1 − a1|. (3.31)

Hence, (3.30) can be simplified to anyone of the two equations

γβ2
β1

=
|z2 − ai||z2 − x2|
|z1 − ai||z1 − x2|

, i = 1 or 2. (3.32)

Together with the expression of x2 in (3.14), these two equations allow one to recover
a1 and a2 from γ. Figure 7 shows an example. The evolution of the support is displayed
for the case where β1 = 3, β2 = 4, for γ growing from 0 to 1.

In Figure 8, we display, for a fixed value of γ = 1/2, the different regions in the
positive quadrant of the (β1, β2)-plane corresponding to different phases. The first
phase takes place in the black region, the second phase takes place in the grey region,
and the third phase takes place in the white region. In particular, when β2 = 0, one
sees that the first phase does not occur, as explained at the end of Section 3.4.

Finally, in the symmetric case described in Theorem 3.14, it is easy to see that the
density of the equilibrium measure during the second phase is given by

µ′T (x) =


d|x|
√
x2 − a2

(x2 + β2
1)(x2 + β2

2)
, x ∈ R \ (−a, a) if β1 > β2,

d
√
a2 − x2

(x2 + β2
1)(x2 + β2

2)
, x ∈ [−a, a] if β1 < β2,

with d the normalization constant, and where the endpoint a may be computed, e.g.
from (3.32), as

a =

√
γ2 β2

1 − β2
2

1− γ2
if β1 > β2, and a = β1β2

√
1− γ2

γ2 β2
2 − β2

1

if β1 < β2

For instance, if β1 = 1 and β2 = 3, γ = .5 > β1/β2, ST = [−a, a] with a = 3
√

3/5 ≈
2.32. Figure 9 shows the densities of η+T and µT . Note that S+

T = [−3.87..., 3.87...] is
much bigger than ST .
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Figure 7: Evolution of the support ST as γ moves from 0 to 1 (y-axis). Here, β1 = 3,
β2 = 4. For small values of γ, the support is the whole real line, then it becomes the
union of two semi-infinite intervals, and finally a bounded interval. When γ = 1, the
support reduces to a single point. The black curve shows the endpoints of S+

T . For
large values of γ, e.g. γ > 0.6, ST is substantially smaller than S+

T .

4 Some results in potential theory

We first recall the notion of balayage of measures, and compute the balayage of a
pointwise charge on the real axis. We then extend a few classical results from potential
theory, usually stated for measures with compact supports, to the case of unbounded
supports. In particular, we consider equilibrium measures and signed equilibrium mea-
sures in weakly admissible external fields. We denote by Σ a closed subset of C.

4.1 Balayage of measures

The notion of balayage of a measure may be found, e.g., in [10, Chapter IV], [17,
Chapter II.4] or [19, Appendix VII].

Definition 4.1. Given a closed set Σ ⊂ C and a measure σ with compact support in
C \ Σ, the measure σ̂ := Bal(σ,Σ) is said to be the balayage of σ onto Σ if it has the
same mass, supp σ̂ ⊆ ∂Σ, and

V σ̂(z) = V σ(z) + C q.e. on Σ, V σ̂(z) ≤ V σ(z) + C on C,

where C = 0 if C \ Σ is a bounded set.
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Figure 8: Different regions in the positive quadrant of the (β1, β2)-plane corresponding
to different phases when γ = 1/2.

We next compute the balayage Bal(δz,R) of a positive unit mass at z ∈ C \R onto
the real axis.

Lemma 4.2. We have

dBal(δz,R)(x) =
1

π

| Im z|
|x− z|2

dx, x ∈ R. (4.1)

Proof. Assume, without loss of generality, that Im(z) > 0, and consider the conformal
map ϕ from the Riemann sphere to itself given by

ϕ(u) : u 7→ w = 2
Im(z)

u− z
. (4.2)

It maps the upper half-plane H to the exterior of the disk D of center i and radius 1,
the axis R to the circle K = ∂D, and sends the point z to infinity. Denote by ω(z, ·,H)
the harmonic measure for the domain H with pole at z, and by ωK the equilibrium
measure for K. Then, for A, a Borel subset of R, we have

Bal(δz,R)(A) = ω(z, A,H) = ω(∞, ϕ(A),C \D) = ωK(ϕ(A)), (4.3)
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Figure 9: Densities of η+T and µT in the symmetric case z1 = i, z2 = 3i and γ = .5.

where we refer to [17, Appendix A3] for the first equality, to the subordination principle
for harmonic measures, cf. [16, Theorem 4.3.8], for the second equality, and to [16,
Theorem 4.3.14] for the third equality. Formula (4.1) follows from (4.2), (4.3), and the
fact that ωK = dθ/2π.

4.2 Measures with unbounded supports

We first recall four lemmas.

Lemma 4.3 ([1, Lemma 2.4]). Assume that a bounded sequence of positive measure
µn tends weakly to µ, and let Q be a lower bounded, lower semi-continuous function on
C. Then, ∫

Qdµ ≤ lim inf
n→∞

∫
Qdµn.

Lemma 4.4 ([1, Lemma 2.2]). Let µ be a finite measure supported on Σ, of finite
energy. Then µ(E) = 0 for every Borel polar set E.

Note that µ is not supposed to have compact support, compare with [16, Theorem
3.2.3].

Lemma 4.5. Let µ and ν be two probability measures supported on Σ, with finite
energies. Then

I(ν − µ) ≥ 0.

The case of measures with compact supports is in [17, Lemma I.1.8]. The un-
bounded case is proven in [5].
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Lemma 4.6 ([2, Lemma 3.2]). Let µ be a probability measure supported on an un-
bounded set Σ. Then,∫

log(1 + |t|)dµ(t) <∞ ⇐⇒ −∞ < I(µ) ⇐⇒ ∃z0 ∈ C, V µ(z0) > −∞.
(4.4)

If these conditions are satisfied, the potential V µ is a superharmonic function and

−V µ(z) ≤ log(1 + |z|) +

∫
log(1 + |t|)dµ(t).

When the measure µ satisfies the first inequality in (4.4) we say that µ integrates
the logarithm at infinity.

We next give a version of the principle of descent for measures with unbounded
supports, compare with [17, Theorem I.6.8].

Theorem 4.7 (Principle of descent). Let µn be a log-tight sequence of finite positive
measures, that is

∀ε > 0, ∃ compact set K ⊂ C, ∀n ∈ N,
∫
C\K

log(1 + |t|)dµn(t) ≤ ε, (4.5)

and assume that µn tends weak-* to a finite measure µ. Then,

V µ(z) ≤ lim inf
n→∞

V µn(z), z ∈ C.

More generally, if zn is a sequence of points tending to a limit z∗ ∈ C, then

V µ(z∗) ≤ lim inf
n→∞

V µn(zn). (4.6)

Proof. We prove (4.6). Let ε > 0. We choose a closed disk K centered at z∗ sufficiently
large so that, for z in some neighborhood of z∗,

∀n ∈ N,
∫
C\K

log(|z − t|)dµn(t) ≤ ε,

which is possible, in view of (4.5) and the inequality |z−t| ≤ (1+|z|)(1+|t|). Moreover,
by the finiteness assumption of the measure µ, we may choose K such that µ(∂K) = 0,
where ∂K denotes the boundary of K. Then, by [10, Theorem 0.5’], the restrictions
µn|K tend weak-* to µ|K . By the principle of descent for compactly supported measures,
we have

V µ|K (z∗) ≤ lim inf
n→∞

V µn|K (zn).
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Furthermore, assuming that K is large enough so that log |z∗ − t| ≥ 0 for t /∈ K, we
have

V µ(z∗) ≤ V µ|K (z∗) ≤ lim inf
n→∞

(
V µn(zn) +

∫
C\K

log(|zn − t|)dµn(t)

)
≤ lim inf

n→∞
V µn(zn) + ε.

Letting ε go to zero, we obtain (4.6).

Assume now that Q is a weakly admissible weight on an unbounded set Σ. It is
known from [2, Theorem 3.4] that the potential of the weighted equilibrium measure µQ
still satisfies the Frostman inequalities (1.3)–(1.4). In the next proposition, we verify
that such inequalities also characterize µQ, as is the case for admissible weights.

Proposition 4.8. Assume µ is a measure supported on Σ, with finite energy I(µ), and
there exists a (finite) constant C such that

V µ(z) +Q(z) ≥ C q.e. on Σ,

V µ(z) +Q(z) ≤ C q.e. on Sµ,

where Q is a weakly admissible weight on Σ. Then µ = µQ.

Proof. Let ν be a measure on Σ with finite energy I(ν). Integrating the first inequality
with respect to ν and the second with respect to µ shows that∫

(V µ +Q)dν ≥
∫

(V µ +Q)dµ.

Now, we have

IQ(ν) = IQ(µ+ (ν − µ)) = IQ(µ) + 2

∫
(V µ +Q)d(ν − µ) + I(ν − µ) ≥ IQ(µ), (4.7)

where the sum in the third expression is well-defined (meaning there is no undetermined
form ∞ − ∞ in it) since IQ(µ) > −∞,

∫
(V µ + Q)dµ equals the finite constant C,∫

(V µ + Q)dν ≥ C and I(ν − µ) ≥ 0. Since the inequality (4.7) is satisfied for any
measure ν of finite energy, one derives that µ = µQ (recall from [2, Theorem 3.4] that
a measure with infinite energy cannot be the equilibrium measure).

4.3 A version of de La Vallée Poussin theorem for measures
with unbounded supports

We give an extended version of “de La Vallée Poussin” theorem. The classical version
assumes that the measures have compact supports, see e.g. [17, Theorem IV.4.5].
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Theorem 4.9. Let µ and ν be two measures supported in C, which integrate the loga-
rithm at infinity, satisfying

(suppµ) ∪ (supp ν) 6= C,
and let Ω be a domain where V µ and V ν are finite and satisfy, for some constant c,

V µ(z) ≤ V ν(z) + c, z ∈ Ω. (4.8)

Then, if A ⊂ Ω is the subset where equality holds, we have ν|A ≤ µ|A.

Proof. We may assume, without loss of generality, that

0 /∈ (suppµ) ∪ (supp ν). (4.9)

The idea of proof is to map the problem to a compact setting by using the inversion

L : C \ {0} → C \ {0}, L(z) = 1/z. (4.10)

When a subset K of C is unbounded, we make the convention that

L(K) = {L(x), x ∈ K} ∪ {0},
For ν a Borel measure supported on the set K, we denote by L∗ν its push-forward by
L, that is, the measure on L(K) such that∫

L(K)

f(x)dL∗ν(x) =

∫
K

f(L(x))dν(x),

for any Borel function f on L(K). For K unbounded, one may check that the map

L∗ :M(K)→M(L(K))

is a homeomorphism fromM(K) to the subset ofM(L(K)) of measures which put no
mass at 0. For a measure η supported on a set K,

V η(z) =

∫
log

1

|z − t|
dη(t) =

∫
log

1

|tz||L(z)− L(t)|
dη(t)

= V L∗η(L(z))− η(C) log |z| −
∫

log |t|dη(t)

= V L∗η(L(z))− η(C)V δ0(L(z))− cη, (4.11)

where the constant cη :=
∫

log |t|dη(t) is finite if 0 /∈ supp η and η integrates the
logarithm at infinity. Note that, in view of assumption (4.9), we may restrict ourselves
to a domain Ω that does not contain 0. The inequality (4.8) translates into

V L∗µ+ν(C)δ0(z) ≤ V L∗ν+µ(C)δ0(z) + c− cν + cµ, z ∈ L(Ω) \ {0}, (4.12)

Note that both potentials are finite on L(Ω)\{0}. Applying the version of Theorem 4.9
for compactly supported measures to L∗µ+ ν(C)δ0 and L∗ν +µ(C)δ0 with the domain
L(Ω) \ {0}, we obtain L∗µ|A ≤ L∗ν|A, with A the subset of L(Ω) \ {0} where equality
holds in (4.12). It then suffices to apply the map L to the last inequality to finish the
proof.
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4.4 Domination principle and the signed equilibrium measure

We first give a version of the domination principle for logarithmic potentials of measures
with possibly unbounded supports, compare with the corresponding statement in [17,
Section I.3].

Theorem 4.10 (Domination Principle). Let µ and ν be positive and finite measures
with closed supports in C, which integrate the logarithm at infinity, and such that

ν(C) ≤ µ(C) and I(µ) <∞.

Then,

V µ(z) ≤ V ν(z) + C, µ− a.e. =⇒ V µ(z) ≤ V ν(z) + C, z ∈ C,

where C is some constant.

Proof. 1) We first assume that suppµ 6= C.
– Case 1.a) : suppµ ∪ supp ν 6= C. Without loss of generality, one may suppose that
B(0, R) ⊂ C \ (suppµ ∪ supp ν). Making use of the inversion (4.10) and the relation
(4.11) between potentials, the inequality which holds µ-a.e. becomes

V L∗µ(z) ≤ V L∗ν+(µ(C)−ν(C))δ0(z) + C − cν + cµ, L∗µ− a.e.,

where the constants

cν =

∫
log |t|dν(t), cµ =

∫
log |t|dµ(t),

are finite. Applying the domination principle with the positive measures L∗µ and L∗ν+
(µ(C)−ν(C))δ0 which have compact supports (note also that I(L∗µ) = I(µ)+2µ(C)cµ
is finite and the inequality on the masses is satisfied), and then making use of L again,
one obtains V µ(z) ≤ V ν(z) + C everywhere on C.
– Case 1.b) : suppµ ∪ supp ν = C. We may still assume that B(0, R) ⊂ C \ (suppµ).
Then B(0, R) ⊂ supp ν. The finite measure ν has at most a countable number of
mass points, hence there is some z ∈ B(0, R) such that ν({z}) = 0. By translation,
(and possibly choosing a smaller value of R) one may assume z = 0. Let νn = ν|Bn ,
Bn := B(0, 1/n), and ν̃n = ν − νn. One has, for |z| > R,

V νn(z) ≤ εn := log

(
1

R− 1/n

)
νn(C)→ 0, as n→∞,

where νn(C) → 0 as n → ∞ by monotone convergence. The inequality that holds
µ-a.e. implies that

V µ(z) ≤ V ν̃n(z) + εn + C, µ− a.e.,
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with ν̃n(C) ≤ µ(C). The result obtained in the first case gives

V µ(z) ≤ V ν(z)− V νn(z) + εn + C, everywhere in C.

Now, it suffices to let n go to infinity. Indeed, for a given z 6= 0, V νn(z) → 0 by the
dominated convergence theorem. For z = 0, if V ν(0) <∞, we still have V νn(0)→ 0 by
dominated convergence, and if V ν(0) =∞, the sought inequality is obviously satisfied.
2) We now assume that suppµ = C. Let ε > 0. Let µn = µ|C\Bn , Bn := B(0, n). One
has, for z ∈ B(0, n),∫

log |z − t|dµn(t) ≤
∫

log(1 + |z|)dµn(t) +

∫
log(1 + |t|)dµn(t)

≤ 2

∫
log(1 + |t|)dµn(t) ≤ ε,

for n large enough. Next, denote by A the subset of C of full µ-measure, i.e. µ(C\A) =
0, where the inequality V µ(z) ≤ V ν(z) + C holds. Since I(µ) < ∞, A is of positive
capacity. In particular, there exists some compact set K ⊂ A of positive capacity.
Denote by ωK its equilibrium measure, and recall that V ωK (z) ≤ IK , z ∈ C, where IK
is the energy of K. Now, we define

µ̃n = µ− µn + µn(C)ωK .

Then, µ̃n has the same mass as µ, is of finite energy, and since the support of ωK is
included in A, we have

V µ̃n(z) ≤ V ν(z) + ε+ µn(C)IK + C, µ̃n − a.e.

By applying the result of Case 1, we derive that the above inequality is satisfied every-
where in C. Finally, µ̃n is a log-tight sequence of measures that tends to µ. Hence, by
letting ε tend to 0, n tend to infinity, and applying Theorem 4.7, we get

V µ(z) ≤ lim inf
n→∞

V µ̃n(z) ≤ V ν(z) + C, z ∈ C.

Let Q be a weakly admissible external field on a closed subset Σ of the complex
plane. Recall that the notion of a signed equilibrium measure ηT was defined in Section
2. We mentioned there that, in the presence of an admissible weight, the support of its
positive part η+t (corresponding to the Jordan decomposition) contains the support of
the equilibrium distribution. We now prove that this result remains valid in the weakly
admissible case as well.
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Proposition 4.11. Suppose σ = σ+−σ− is a signed measure on the possibly unbounded
set Σ 6= C, such that
i) σ+(C)− σ−(C) = 1,
ii) the measures σ+ and σ− have finite energies,
iii) V σ+

and V σ− are finite on suppσ,
iv) there exists a constant C such that

V σ(z) +Q(z) = C q.e. on Σ, (4.13)

Then, µQ ≤ σ+. In particular, the support of µQ is contained in the support of σ+.

Proof. From Frostman inequalities and (4.13), one has

V µQ+σ−(z) + C − FQ ≥ V σ+

(z), q.e. on Σ, (4.14)

V µQ+σ−(z) + C − FQ = V σ+

(z), q.e. on supp(µQ).

We want to apply the domination principle (Theorem 4.10) to the first inequality.
First, note that it holds σ+-a.e. since σ+ has finite energy (recall Lemma 4.4). Note
also that (µQ + σ−)(C) = σ+(C). Hence the domination principle applies and (4.14)
holds everywhere in C. Then it suffices to make use of Theorem 4.9 with Ω = C, where
we remark that all three potentials V µQ , V σ− , V σ+

are finite in C.
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