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Abstract

In this paper we propose a logic for the dynamics of beliefs and intentions. We suppose that agents are cooperative, and interact via both communicative and physical actions. We build on an existing Dynamic Logic based solution to the frame problem, enabling in particular tableau theorem proving methods. This provides an alternative to recent approaches of Shapiro et al.
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1 Introduction

Starting from the ‘common belief’ that the frame problem has been solved, existing solutions have been extended in the last years to handle the dynamics of knowledge [Scherl and Levesque, 1993, Thielscher, 2000].

Modifying these solutions in order to handle belief is not easy. In this paper we show that the recent proposal of [Shapiro et al., 1999] encounters some difficulties when applied to communication acts. We propose a logic for belief dynamics based on a Dynamic Logic solution to the frame problem [Castilho et al., 1999]. We integrate a primitive notion of intention having a non-normal modal logic (not closed under implication). Within this logic we give an analysis of cooperation in communication, and compare it to recent Situation Calculus based approaches of Shapiro et col. [Shapiro et al., 1997, Shapiro et al., 1998, Shapiro and Lespérance, pear].

The paper is organized as follows: we introduce modal operators of belief and intention (Sect. 2), and of action (Sect. 3). Then we give some principles of rationality (Sect. 4) and cooperation (Sect. 5). We sketch a possible worlds semantics for the resulting logic (Sect. 6). Finally we discuss related work (Sect. 7).

2 Mental states

Based on the philosophical theories of Searle [Searle, 1983] and Bratman [Bratman, 1987], our logic follows the tradition of Cohen & Levesque [Cohen and Levesque, 1990a, Cohen and Levesque, 1990b] and Sadek [Sadek, 1992, Sadek, 2000]. As the latter, we aim at generalizing speech act theory into a theory of communication, and we suppose that the properties of the latter are derivable from (more general) principles of rational interaction.

2.1 Belief

Let $\mathcal{AGT} = \{i, j, \ldots\}$ be the set of agents. We associate a modal operator of belief $\text{Bel}_i$ to every $i \in \mathcal{AGT}$. The formula $\text{Bel}_i A$ is read “agent $i$ believes that $A$”. $\text{BelIf}_i A$ is an abbreviation of $\text{Bel}_i A \lor \text{Bel}_i \neg A$ and reads “agent $i$ knows whether $A$ is true or not”.\footnote{We use the term “knows” here because “$i$ believes if $A$” sounds odd.} We adopt the modal logic KD45 as the logic of belief. This implies that we suppose that
agents cannot entertain inconsistent beliefs, that they are aware of their beliefs and of their disbeliefs.

2.2 Intention

Intention is a fundamental mental attitude, because it is at the origin of every voluntary action. We associate a modal operator of intention \( \text{Int}_i \) to every \( i \in \mathcal{AG} \), and read the formula \( \text{Int}_i A \) “agent \( i \) intends that \( A \).”

Intention is neither closed under logical truth, nor under logical consequence, conjunction, and material implication. We only postulate:

\[
\frac{A \leftrightarrow B}{\text{Int}_i A \leftrightarrow \text{Int}_i B} \quad \text{(RE}_{\text{int})}
\]

This is in accordance with [Bratman, 1987, Cohen and Levesque, 1990a, Sadek, 1992], but contrarily to these approaches, intention is primitive here, as in [Rao and Georgeff, 1991] and as in [Konolige and Pollack, 1993] where only closure under logical consequence had been given up. We thus generalize the latter semantics.

We have chosen this solution for three reasons. First, building intention on top of other primitive notions such as goals or desires leads to various sophisticated notions of intention, with subtle differences between them. We have kept here only those properties of intention that are common to all of them, viz. extensionality. Second, as these definitions are rather complex, it is difficult to find complete automated theorem proving methods for them, while our analysis enables more or less standard completeness techniques and proof methods. Third and most importantly, we think that our simplified notion of intention is sufficient at least in many applications.

2.3 Relations between mental attitudes

We think that rather than the interaction between intentions and goals or desires, it is the interaction between intentions and beliefs which is crucial. Most importantly, an agent must abandon his intention to realize \( A \) as soon as he believes that \( A \) is true. This is expressed by the axiom schema:

\[
\text{Int}_i A \rightarrow \text{Bel}_i \lnot A \quad \text{(Realism)}
\]

This axiom, combined with the consistency of belief, entails consistency of intentions, i.e. \( \text{Int}_i A \rightarrow \lnot \text{Int}_i \lnot A \).
Several other properties describe the relation between belief and intention. The following are important for us:

\[ \text{Bel}_i \text{Int}_i A \leftrightarrow \text{Int}_i A \]  
\[ \text{Bel}_i \neg \text{Int}_i A \leftrightarrow \neg \text{Int}_i A \]  
(BelIntend$_1$)
(BelIntend$_2$)


3 Actions

3.1 Dynamic logic

We use a version of dynamic logic [Harel, 1984]. Actions being done by agents, we suppose that atomic actions are of the form \( \langle i, e \rangle \), where \( i \in AGT \) is the author of the event \( e \).

We moreover suppose that for every atomic action \( \langle i, e \rangle \) there is also an atomic action \( \langle \text{nat}, \text{Enable}_1 \langle i, e \rangle \rangle \), We suppose that these actions are executed by nature \( \text{nat} \) (hence they can be called events), and that \( \langle \text{nat}, \text{Enable}_1 \langle i, e \rangle \rangle \) can occur in every state, its effect being to make the executability preconditions of \( \langle i, e \rangle \) true.\(^2\) At first glance this seems to be a somewhat artificially constructed event, but it makes sense when applied to belief states: if an agent learns that an action he believed inexecutable has nevertheless happened, then he enables executability of that action in his possible states (see Sect. 4.1).

We construct complex actions (noted \( \alpha, \alpha', \ldots \)) using the standard operators “\( \lambda \)” (the empty action) “\( ; \)” (sequential execution) “\( \cup \)” (non-
deterministic choice). We hence neither have the iteration operator \( \ast \), nor the test operator ? of dynamic logic.

To each action \( \alpha \) there are associated modal operators \( \text{After}_\alpha \) and \( \text{Before}_\alpha \). An example of a formula is \( \text{Bel}_i \neg \text{After}_{\langle j, e \rangle} \downarrow \land \text{After}_{\langle j, e \rangle} \downarrow \), expressing that \( i \) believes that \( j \) can do \( e \), while \( j \) is in fact not able to do it.
Another example is \( \neg \text{Bel}_i p \land \neg \text{Bel}_i \neg p \land \text{After}_{\langle i, e \rangle} \text{Bel}_i p \), expressing that \( i \) ignores if \( p \) is true or not, and starts to believe \( p \) after having executed \( e \). \( \neg \text{After}_{\langle \text{nat}, \text{Enable}_1 \langle i, e \rangle \rangle} \downarrow \) expresses the action law that nature can enable every atomic action.

The operators \( \text{Feasible}_\alpha \) and \( \text{Done}_\alpha \) are introduced by stipulating that

\(^2\)In consequence we must suppose that for every atomic action there is at least one state where it is executable. For the same reason, \( \text{Enable} \) cannot be applied to complex actions. Indeed, consider an atomic action \( \langle i, e \rangle \) always having effect \( p \), and with precondition of executability \( \neg p \). Then \( \langle i, e \rangle ; \langle i, e \rangle \) cannot be enforced.
Feasible}_αA abbreviates \neg After}_α\neg A, and Done}_αA abbreviates \neg Before}_α\neg A.\footnote{After}_α and Before}_α correspond to the dynamic logic operators [α] and [α⁻¹], and Feasible}_α and Done}_α correspond to ⟨α⟩ and ⟨α⁻¹⟩. Complex formulas are denoted by A, B, C, . . .

We respectively note \mathcal{AT} and \mathcal{FM} the set of actions and formulas thus defined. We say that a formula of \mathcal{FM} is objective if it contains no modal operator.

We adopt the standard axiomatics for the fragment of dynamic logic corresponding to our language.

### 3.2 Action laws

For an atomic action \langle i, e \rangle, we suppose that action laws are of the following form:

\[
\begin{align*}
A & \rightarrow After_{\langle i, e \rangle} C \\
B & \rightarrow \text{Feasible}_{\langle i, e \rangle} \top
\end{align*}
\]

We note \(E(\langle i, e \rangle)\) the set of effect laws for \langle i, e \rangle, and \(X(\langle i, e \rangle)\) the set of executability laws for \langle i, e \rangle.

What are the action laws for the event \langle nat, \text{Enable} \_ \langle i, e \rangle \rangle? Given that \langle nat, \text{Enable} \_ \langle i, e \rangle \rangle makes \langle i, e \rangle executable, the set of executability laws for \langle i, e \rangle determines the unique effect law for \langle nat, \text{Enable} \_ \langle i, e \rangle \rangle:

\[
After_{\langle nat, \text{Enable} \_ \langle i, e \rangle \rangle} \left( \bigvee_{B_i \rightarrow \text{Feasible}_{\langle i, e \rangle} \top \in X(\langle i, e \rangle) \} B_i \right)
\]

And \langle nat, \text{Enable} \_ \langle i, e \rangle \rangle is always executable:

\[
\text{Feasible}_{\langle nat, \text{Enable} \_ \langle i, e \rangle \rangle} \top
\]

Just as similar approaches [Scherl and Levesque, 1993, Shapiro et al., 1999, Thielsercher, 2000], we suppose that the laws governing the actions are known by all agents. We can therefore consider the elements of \(E(\langle i, e \rangle)\) and \(X(\langle i, e \rangle)\) to be global axioms in the standard sense of modal logic.

### 3.3 Communicative actions

Following Austin, Searle and Vanderveken, we suppose that our language contains particular actions of communication. In order to simplify the exposition we suppose that assertive acts take the form \langle i, \text{informs} A \rangle,
where $A$ is a formula. Hence we do not mention the addressee. This will be partly justified by the fact that actions are public. (It is even more justified in the case where there are only two agents.)

We suppose agents are sincere, i.e. that an assertive act $\langle i, \text{informs } A \rangle$ can be performed only if its author believes its propositional contents $A$. Hence we have the axiom:

$$\text{Before}_{\langle i, \text{informs } A \rangle} \text{Bel}_i A \quad (\text{Sincinform})$$

We also suppose that the sincerity condition of an act is not modified by its execution, expressed by the axiom

$$\text{After}_{\langle i, \text{informs } A \rangle} \text{Bel}_i A \quad (\text{PresSincinform})$$

We moreover suppose that communicative actions are deterministic:

$$\neg \text{After}_{\langle i, \text{informs } A \rangle} \neg B \rightarrow \text{After}_{\langle i, \text{informs } A \rangle} B \quad (\text{Detinform})$$

Finally, assertions do not change the physical world. This is expressed by the influence-based axiom

$$C \rightarrow \text{After}_{\langle i, \text{informs } A \rangle} C$$

if $C$ is an objective formula $\quad (\text{Presinform})$

Cooperativity justifies the hypothesis that the other types of communicative acts can be deduced from assertive acts. More precisely, we consider that an assertive act is in fact a directive if its propositional contents is a speaker intention on a $\text{BelIf}$ or a $\text{Done}$ operator. For example, we express the closed question $\langle i, \text{queryYN } A \rangle$ ($i$ asks if $A$ is true) by the act $\langle i, \text{informs } \text{Int}_i \text{BelIf}_i A \rangle$: the hearer $j$ being cooperative, it will treat this act as if $i$ had explicitly asked $i$ to perform either $\langle i, \text{informs } A \rangle$ or $\langle i, \text{informs } \neg A \rangle$. We express the directives $\langle i, \text{request } \langle j, e \rangle \rangle$ ($i$ asks $j$ to do $e$) by the act $\langle i, \text{informs } \text{Int}_i \text{Done}_{\langle j, e \rangle} \rangle$. Our cooperation principles of Sect. 5 will guarantee this.

4 Rationality principles

On the axiomatic level, are there any principles beyond the simple juxtaposition of the axioms for belief and those for actions? It seems difficult to answer that question without analyzing actions in a finer manner, and making some restrictions.

But first of all, and with many similar approaches such as [Scherl and Levesque, 1993, Shapiro et al., 1999, Thiel, 2000] we
suppose that the occurrence of an action is public, and thus perceived by
every agent:

\[ Bel_i Done_\alpha \top \iff Done_\alpha \top \]  \hspace{2cm} \text{(Public)}

(Public) stipulates that the perception of action occurrences is correct
and complete.

4.1 Nonperceptive actions

As done more or less explicitly in similar approaches
[Scherl and Levesque, 1993, Shapiro et al., 1999], we consider that
from the point of view of agent \( i \), every atomic action \( \alpha \) can be
decomposed into the sequence \( (\alpha^{i\varphi}, \alpha^{i\omega}) \), where \( \alpha^{i\varphi} \) is nonperceptive
and \( \alpha^{i\omega} \) is perceptive:

- as \( i \) cannot observe the effects of \( \alpha^{i\varphi} \), he predicts them in an a
  priori way, according to his mental states and the action laws (‘\( i \)
  mentally executes \( \alpha^{i\omega} \));
- in a second step, \( i \) executes \( \alpha^{i\omega} \) and thus perceives which of the
  possible effects of \( \alpha \) have obtained.

(Note that \( \alpha^{i\varphi} \) and \( \alpha^{i\omega} \) might be the empty action.) For example, the
action of tossing a coin can be decomposed in \( \langle i, \text{Toss} \rangle^{i\varphi} \); \( \langle i, \text{Toss} \rangle^{i\omega} \).
\( \langle i, \text{Toss} \rangle^{i\varphi} \) corresponds to \( i \)'s action of tossing the coin without observing
the result (‘eyes shut’). As tossing a coin is a nondeterministic action,
the effect of \( \langle i, \text{Toss} \rangle^{i\varphi} \) is that \( i \) considers both heads and tails as possible outcomes, i.e. we have \( \neg \text{After}_{\langle i, \text{Toss} \rangle^{i\varphi}} Bel_i \text{,heads} \). \( \langle i, \text{Toss} \rangle^{i\omega} \) is
\( i \)'s action of opening his eyes and checking whether the coin fell heads or
tails. Hence we should have \( \text{After}_{\langle i, \text{Toss} \rangle^{i\omega}} Bel_i \text{,heads} \). As actions are
public, the effect of tossing will be the same on the other agents’ mental
states.

Now we can link beliefs and actions in a stronger way. The following
axioms require that \( \alpha \) is atomic and nonperceptive.

\[ \text{Feasible}_\alpha Bel_i A \rightarrow \text{After}_\alpha Bel_i A \]  \hspace{2cm} \text{(NonPerc1)}

\[ (\neg \text{After}_\alpha \bot \land \neg Bel_i \text{After}_\alpha \bot) \rightarrow \]
\[ (Bel_i \text{After}_\alpha A \leftrightarrow \text{After}_\alpha Bel_i A) \]  \hspace{2cm} \text{(NonPerc2)}

(NonPerc1) expresses what may be called epistemic determinism of non-
perceptive actions. (NonPerc2) is the regression axiom for knowledge of
[Scherl and Levesque, 1993]. It expresses e.g. for $\alpha = \langle i, \text{Toss} \rangle^{/\phi}$ and 
$A = \neg \text{BelIf, heads}$ that $i$’s uncertainty about the result of tossing (coming from its nondeterminism) is preserved through the mental execution of its nonperceptive part. Note that the plausibility of (NonPerc2) heavily relies on our hypothesis that actions are public.

Our axioms do not account for situations where $i$ believes that $\alpha$ is inexecutable, and learns that it has nevertheless been executed. Such situations are indeed problematic, because $i$ cannot just mentally execute $\alpha$ and collect the resulting states, but must first change his beliefs about the preconditions of $\alpha$.

We propose to implement this process by the mental execution of $\langle \text{nat, Enable}_\alpha \rangle$, where $\alpha$ is an atomic nonperceptive action:

$$(Bel_i \text{After}_\alpha \perp \land \neg \text{After}_\alpha \perp) \rightarrow$$

$$(\text{After}_\alpha Bel_i A \leftrightarrow Bel_i \text{After}_{(\text{nat, Enable}_\alpha)} \text{After}_\alpha A)$$

(NonPerc2)  

Note that this is a revision (as opposed to updates), in the sense that $\langle \text{nat, Enable}_\alpha \rangle$ leaves the real world unchanged, while changing the mental state of $i$ in order to take into account the new piece of information $\text{Feasible}_\alpha \top$.

**Assertions as nonperceptive actions.** How do communicative actions fit into our picture?

The assertion $\langle i, \text{informs} A \rangle$ is nonperceptive for $i$ (apart from learning its execution), because $i$ does not learn anything his beliefs would not have allowed him to infer beforehand. This corresponds to the fact that instantiating $\alpha$ by $\langle i, \text{informs} A \rangle$ in our axioms of nonperception we obtain an intuitively acceptable formula.

It is more surprising that instantiating $\alpha$ by $\langle j, \text{informs} A \rangle$ our axioms for nonperception are also acceptable. This is related to the fact that $\langle i, \text{informs} A \rangle$ is deterministic.

In other words, all communicative actions are not perceptive, and their effects on beliefs is characterized by axioms (NonPerc1), (NonPerc2), and (NonPerc3).

\footnote{The only case where the $\rightarrow$ direction of (NonPerc2) cannot be accepted is when $\alpha$ erases all or part of the memory of $i$. (This is the case e.g. if $i$ is a robot, and $\alpha$ the action of taking off the batteries of $i$.) The $\leftarrow$ direction of (NonPerc2) is unintuitive only if $i$ knows that $\alpha$ adds unjustified information to its memory. This is the case e.g. when $i$ is hypnotized or takes drugs. We exclude here such extreme cases.}
4.2 Preservation of mental attitudes

Given the regression axioms we can reuse non-epistemic solutions to the frame problem. Just as Scherl and Levesque have applied Reiter’s solution [Scherl and Levesque, 1993] we use the solution of [Castilho et al., 1999].

Which beliefs of the hearer can be preserved after the performance of an action? Our key concept here is that of the influence of an action on beliefs. If there exists a relation of influence between the action and a belief, this belief cannot be preserved.\(^5\) Thus, \(\langle i, e \rangle \overset{p}{\sim} q\) means “the action \(\alpha\) influences the truth value of \(q\)”.\(^6\) We suppose that \(\overset{\alpha}{\sim}\) is in metalanguage. We note \(i \not\overset{\alpha}{\sim} A\) when for every atom \(p\) occurring in \(A\), \(i \overset{\alpha}{\sim} p\) does not hold.

The preservation of mental attitudes not influenced by an action is formalized by the influence-based axiom

\[
A \rightarrow \text{After}_\alpha A
\]

if \(\alpha \not\overset{p}{\sim} A\) and \(A\) is objective

(Preserv)

This expresses that if \(\alpha\) has ‘nothing to do’ with \(A\) then \(A\) is preserved. The restriction on the form of \(A\) is necessary to e.g. avoid \(\text{Feasible}_\beta \top \rightarrow \text{After}_\alpha \text{Feasible}_\beta \top\) (which is not necessarily the case).

An agent \(i\)’s competence at a formula expresses credibility of the \(i\)’s believes. Competence can be viewed as a metalinguistic relation between an agent and a formula. We suppose given a relation \(i \overset{\xi}{\sim} p\) expressing that \(i\) is competent at the atomic formula \(p\). Then we note \(i \overset{\xi}{\sim} A\) when \(i \overset{\xi}{\sim} p\) holds for every \(p\) in \(A\). We note \(i \not\overset{\xi}{\sim} A\) when for every \(p\) in \(A\), \(i \overset{\xi}{\sim} p\) does not hold, and we say “\(i\) is incompetent at \(A\)”.

Note that \(\not\overset{\xi}{\sim}\) is strictly included in the set complement of \(\overset{\xi}{\sim}\). Note that this allows an agent to preserve his intentions even if he believes that they cannot be satisfied (in which case, according to Cohen & Levesque, he should drop it).

The following axiom expresses that incompetent utterances of \(i\) can

\(^5\)The concept of influence (or dependence) of an action is close to the notions that have recently been studied in the field of reasoning about actions in order to solve the frame problem, e.g. Sandewall’s [Sandewall, 1994] occlusion, Thielischer’s [Thielischer, 1995] influence relation, or Giunchiglia et al.’s [Giunchiglia et al., 1997] possibly changes operators.

\(^6\)We could also adopt the solution of Herzig & Longin [Herzig and Longin, 2000] where the dependence relations are defined by the primitive notion of topic.
at most change the beliefs of the other agents about those of $i$.

\[ B \rightarrow \text{After}_{(i, \text{informs } A)} B \]

if $i \not \rightarrow A$ and no $Bel_i$ or $Int_i$ is in $A$  \hspace{1cm} (\text{Preserv}_2)

In particular, an agent $j$ preserves his belief $\neg A$ if $i$ asserts that $A$.

The next axiom says that if an agent intends that $A$ then he abandons that intention only if he learns that $A$:

\[ \text{Int}_i A \rightarrow \text{After}_{(j, e)} \left( Bel_i \rightarrow \text{Int}_i A \right) \]

Our agents are not fanatic: the contraposition $\neg Bel_i A \rightarrow \neg \text{Int}_i A$ of axiom (Realism) makes that $\text{Int}_i A$ is abandoned as soon as $A$ gets possible for $i$.

These axioms are enough to guarantee the preservation of non-influenced intentions:

\[ \text{Int}_i A \rightarrow \text{After}_{(j, e)} \text{Int}_i A \]

if $\langle j, e \rangle \not \rightarrow A$ and $A$ is objective \hspace{1cm} (1)

This follows from (Realism), (Preserv$_1$), and (Preserv$_3$).

From (Realism), (Adopt$_{non}$), and (Preserv$_3$) one can prove using the consistency of beliefs

\[ \text{Int}_i \neg A \rightarrow \text{After}_{(j, \text{informs } A)} \text{Int}_i \neg A \]

\hspace{1cm} (2)

From (Realism), (Preserv$_2$), and (Preserv$_3$) one can prove

\[ \text{Int}_i A \rightarrow \text{After}_{(j, \text{informs } A)} \text{Int}_i A \]

if $j \not \rightarrow A$ and no $Bel_j$ or $Int_j$ is in $A$ \hspace{1cm} (3)

5 Cooperation principles

The cooperative behavior of an agent $i$ with respect to another agent $j$

\hspace{1cm} can be analyzed in terms of belief adoption (Sect. 5.1), intention adoption

\hspace{1cm} (Sect. 5.2), and intention generation (Sect. 5.3).

5.1 Belief adoption

In our approach, actions are public and speakers are sincere. Therefore we have $\text{After}_{(j, \text{informs } A)} Bel_i Bel_j A$ (see Sect. 4.2). Under which conditions
does $i$ adopt $A$, i.e. when do we have $After_{\{j, \text{informs } A\}} Bel_i A$? We consider that belief amounts to knowledge in the case of competence:

$$Bel_i A \rightarrow A$$

if $i \subseteq A$ and $A$ is objective \hfill (Adopt$_{i,01}$)

Hence $j$ adopts $i$’s beliefs if $i$ is competent at these beliefs. Note that a similar notion of competence is already in the Cohen & Levesque framework.

Another cooperative principle is the following: if what $i$ says is consistent with $j$’s beliefs then $j$ starts to believe it:

$$\neg Bel_j \neg A \rightarrow After_{\{i, \text{informs } A\}} Bel_j A$$

(Adopt$_{i,02}$)

Note that $i$ might be incompetent at $A$. The same principle is used in [Shapiro et al., 1997].

### 5.2 Intention adoption

If an agent $i$ believes that $j$ intends $A$ and $A$ is consistent with $i$’s intentions, then according to his beliefs about $A$, $i$ either adopts the intention that $A$, or the intention to believe that $A$, or the intention to make $j$ believe that $A$. The latter corresponds to intention generation (v.i.).

$$Bel_i Int_j A \land \neg Bel_i \neg A \land \neg Int_i \neg A \rightarrow Int_i Bel_i A$$ \hfill (Adopt$_{i,01}$)

$$Bel_i Int_j A \land Bel_i \neg A \land \neg Int_i \neg A \rightarrow Int_i A$$ \hfill (Adopt$_{i,02}$)

Note that these axioms are consistent with the sincerity axiom (Sinc$_{inform}$).

We stress that in the second case (Adopt$_{i,02}$), as soon as $i$ believes $A$ he should automatically generate the intention to make $j$ believe that $A$. This will be done by the next axiom.

### 5.3 Intention generation

$$Bel_i Int_j A \land Bel_i A \rightarrow Int_i Bel_j A$$ \hfill (Gen$_{int}$)

This axiom expresses the principle that agents generate intentions in order to satisfy other agents’ goals. Several other axioms contribute to
this principle:

\[ Bel_i(A \land Bel_j \lnot A \rightarrow Int_i Bel_j A) \]  
\[ Bel_i(A \land \text{Done}_{(j, \text{informs}_A)} \lnot A \rightarrow \]  
\[ Int_i Bel_j Bel_i A) \]  
\[ Bel_i(\text{Done}_a(\text{Done}_g \top \land Bel_i Bel_j Bel_i A) \rightarrow \]  
\[ Int_i Bel_j Bel_i A \land Int_i Bel_i A \]  

The last axiom expresses that \( i \) cannot sincerely intend to make \( j \) believe \( A \) without believing \( A \) himself.

\[ Int_i Bel_j A \rightarrow Bel_i A \land Int_i Bel_i A \]  

(Sinc1)

6 Semantics

As we have seen, except the operators \( Int_i \), we only have normal modal operators. For all of our axioms characterizing them, the famous modular completeness result due to Sahlqvist [Sahlqvist, 1975] applies, and we get for free a possible worlds semantics for our logic based on accessibility relations.

The modal operators \( Int_i \) are non-normal. Their logic is that of a classical modal logic, having a neighborhood semantics [Chellas, 1980]. These models can be combined with the accessibility relation models, and completeness of the resulting multi-modal logic can be proven in a fairly standard way for most of the axioms.

**Theorem proving.** In [Fariñas del Cerro and Herzig, 1995, Gasquet and Herzig, 1996] it is shown that intention operators can be translated to normal modal logics: \( Int_i A \) becomes \( \lnot \Box_{i,1} \lnot (\Box_{i,2} A \land \Box_{i,3} \lnot A) \), where \( \Box_{i,1}, \Box_{i,2} \) and \( \Box_{i,3} \) are normal modal operators.

We currently investigate tableau theorem proving algorithms for our logic, and we have already implemented part of the logic. In [Castilho et al., 1997] the theoretical basis of the **Lotrec** generic tableau prover (which is still under development) was presented. As soon as semantical completeness is ensured, **Lotrec** offers an easy way of implementing sound and complete tableau method for our logic. There still remains to address the termination issue (and of course the decidability).
7 Discussion and related work

In the last years existing solutions to the frame problem in the Situation Calculus and in the Fluent Calculus have been extended to handle the dynamics of knowledge. All these approaches divide actions in perceptive and nonperceptive actions, and use semantic versions of the axiom (NonPerc2) to construct the beliefs of an agent after an action from his previous beliefs. Scherl and Levesque [Scherl and Levesque, 1993] were the first to integrate what they called a regression axiom for knowledge into the Situation Calculus. For nonperceptive actions it writes in our language \( \neg \text{After}_\alpha \bot \rightarrow (\text{After}_\alpha \text{Knows}_i A \leftrightarrow \text{Knows}_i \text{After}_\alpha A) \)

Subsequent work has tried to integrate more of Cohen and Levesque’s theory of rational interaction [Cohen and Levesque, 1990a], in particular the notions of belief and goal. We here concentrate on these extensions, and give a detailed critique.

7.1 Integrating belief and revision

Scherl and Levesque’s regression axiom for knowledge must be weakened if one tries to apply their approach to belief (as opposed to knowledge). This is what we did in (NonPerc2): \( \neg \text{After}_\alpha \bot \land \neg \text{Bel}_i \text{After}_\alpha \bot \rightarrow (\text{After}_\alpha \text{Bel}_i A \leftrightarrow \text{Bel}_i \text{After}_\alpha A) \) This does not tell us anything about the beliefs of \( i \) in the state where \( \alpha \) has been executed, and \( i \) believed before that \( \alpha \) was inexecutable. This requires a revision of \( i \)'s beliefs.

In a recent proposal, Shapiro et al. add to the Scherl and Levesque framework a revision-like operation based on plausibility orderings [Shapiro et al., 1999]. They define \( \text{Bel}_i A \) as truth of \( A \) in the most plausible states among the states possible for \( i \). If a sensing action eliminates the most plausible states from the states possible for \( i \), then previously less plausible states become the most plausible ones.

While being intuitively appealing, such a solution has several drawbacks. (1) As the authors note, it seems to be restricted to nondeterministic actions. (2) “The specification of [the plausibility ordering] over the initial situation is the responsibility of the axiomatizer of the domain”. This is particularly demanding because (3) in order to guarantee that after \( \alpha \) the set of states for \( i \) is nonempty, the authors require the set of states possible for \( i \) to “contain enough situations initially”. This restricts the agent’s ‘doxastic freedom’ in an important way. Worse, it is not sufficient if there are three or more communicating agents and more than one conversation turn.

Consider the following example: agent \( k \) is competent at atom \( p \), and
$j$ is not. Agent $i$ is completely ignorant in the initial state: this can be expected to guarantee that his possible states contain enough situations. Suppose all of these situations are equally plausible for $i$. Then (under adequate hypotheses of cooperation) we can expect that if $j$ asserts $p$, then $i$ adopts $p$, i.e. $\text{After}_{(j, \text{informs } p)} \text{Bel}_i p$. Moreover, as all states were equally plausible, $p$ holds in every world possible for $i$. Therefore when subsequently $k$ asserts $\neg p$, $i$ will unavoidably move to an empty set of possible states.

7.2 Integrating goals

In a series of papers, Shapiro et al. have added the notion of goal to the Situation Calculus. The proposals are all based on the notion of knowledge (and not belief), public actions and differ in the regression axiom for goals. As the authors themselves note, those in [Shapiro et al., 1997, Shapiro and Lespérance, pear] lead to so-called fanatic agents, who never abandon their goals (even when they learn that they became true). In [Shapiro et al., 1998] every goal $A$ comes with a canceling condition $B$ associated to it. Once $i$ has adopted $A$, he can abandon $A$ when he learns that $B$ is true. Nevertheless, other agents are still free to communicate goals with canceling condition $\top$, which can never be abandoned.

It seems to us that the difficulties are inherent to the choice of defining the goals after an action by a successor state axiom. The latter requires expressing the resulting goals explicitly as a function of the previous mental state and the new information. This is not modular enough, in the sense that all the cognitive processes that are involved when $i$ achieves a rational balance among his mental attitudes must be taken into account in that axiom. To witness, the three versions of the successor state axiom for goals differ according to the underlying hypotheses concerning trust and sincerity.

8 Conclusion

We have defined a modal logic of belief, intention and action. We have supposed that actions are public and that agents are sincere. Under these hypotheses we have formalized principles of rational interaction and cooperation (in particular supposing sincerity). We have given axioms for the preservation of mental attitudes (based on the notion of influence of an action), and for their adoption (based on the notion of competence of an agent). We have then focussed on the analysis informative acts,
and have shown that due to cooperativity they can support requests and yes-no-queries.

We have restricted our attention to propositional logic. Nevertheless, our solution to the Frame Problem can be extended to first-order logic [Herzig and Longin, 2000].
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