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# Geometric Calibration of a New Miniaturized Endoscopic Ultrasound Probe 

João Cavalcanti Santos ${ }^{1}$, Lucas Lavenir ${ }^{2}$, Nabil Zemiti ${ }^{2}$, Philippe Poignet $^{2}$ and Frederic Venail ${ }^{1}$


#### Abstract

The present paper proposes a method for the geometric calibration of a new endoscopic ultrasound (US) probe designed for the imaging of the inner ear. Such US probe has 24 elements and a distal diameter equal to 4 mm . The atypical probe miniaturized geometry may raise doubts about the applicability of existing state-of-the-art calibration methods. This work answers such question. The results presented in this paper indicate that the proposed straightforward calibration procedure leads to satisfying accuracy. The phantom used for the geometric calibration have wires as reference geometry and its dimensions are taken based on a microtomography acquisition. The obtained results may enable the US imageguided navigation of the human inner ear.


## I. Introduction

Ultrasound (US) presents several well-known advantages in comparison to other medical imaging modalities, e.g. easy intraoperative application, reduced cost and acquisition time, portability and tolerability [1], [2]. Nevertheless, when compared to typical imaging modalities such as computed tomography (CT) and magnetic resonance imaging (MRI), US imaging presents inferior image quality. Furthermore, the acquisition of large anatomical volumes using ultrasonography leads to additional technical problems [3]. Performing an automatized displacement of a US probe while keeping acoustic coupling is usually a challenging task [4]. In an effort to overcome these drawbacks while keeping the aforementioned advantages, special attention has been devoted to the improvement of 3D US imaging. Examples of subjects notably addressed in this context are calibration of US probes [5], registration [6] and 3D reconstruction [7].

The present paper addresses the geometric calibration of a US endoscopic probe designed for the imaging of the inner ear. The geometric calibration of a US probe aims at finding the rigid transformation relating the pose of a tracking device attached to the probe holder and the coordinate system of the US images. Knowing such transformation in addition to the global position of the tracking device, each pixel of the US image can be related to a point in the global coordinate system. This information is particularly useful for the socalled freehand 3D US imaging [8] and for the intraoperative navigation [9]. The tracked and unconstrained motion of the US probe can lead to the acquisition of complex and large anatomical volumes. In this case, the US acquisition should
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Fig. 1. CAD view of the US probe mounted on a robotic arm and main dimensions of the miniaturized probe. The pose of the robotic arm is tracked by means of a reflective marker.
go along with a temporal calibration of the tracked position of the probe holder. On the other hand, if a motorized probe holder is used, a 3D volume can be reconstructed with a constant pose of the tracking device, as in [10]. This is the case depicted in Figure 1 and studied in this paper. 3D US volumes are acquired using scan-conversion (e.g. [11]) based on a collection of 2D images taken with different values of $\theta$ (as shown in Figure 1).

Several methods for the geometric calibration of US probes have been proposed in the state-of-the-art. Typically, the calibration is performed by means of the acquisition of a phantom with known geometry and physical properties. Commonly used phantoms present reference geometries that approximate single-points [12], straight lines [13] and planes [14]. Furthermore, both linear [3] and convex [15] probes were addressed.

The present paper details a method for the calibration of the probe depicted in Figure 1. Albeit the modest novelty involved in the rather straightforward proposed calibration procedure, the contribution of this paper relies in the unusual small dimensions of the calibrated probe, as depicted in Figure 1. This convex endoscopic miniaturized probe has acoustic elevation focus of 8 mm , central frequency 18 MHz and distal diameter of 4 mm . This probe presents, above all, an uncommon small number of elements, namely 24.


Fig. 2. (a) Complete CAD view of the assembly used in the calibration, (b) CT volume of the calibration phantom (c) US reconstructed volume of the phantom reference geometry.

The elements are positioned with a constant pitch of 0.1 mm . Most of the previous studies addressing the geometric calibration of US probes consider transducers with more than 128 elements (see, for instance [6], [8], [10], [16]-[18]). Accordingly, the question of whether common calibration methods could lead to satisfying results with the aforementioned atypical characteristics represents a relevant inquiry.

The calibration is performed using a tracked phantom, which presents a set of wires as reference geometry. The wire poses are handled as straight line segments. A precise measure of the phantom geometry is obtained through high resolution micro-tomography.

The present paper is organized as follows. Section II introduces the main goal of the proposed calibration and the used materials. Section III discusses the overall rationale applied during the geometric calibration. Details on the image processing of the reference phantom are presented in Section IV. Using the results of such processing, the rigid transformation corresponding to the probe calibration is obtained in Section V. A validation procedure is detailed in Section VI and conclusions are drawn in Section VIII.

## II. Preliminaries

The present paper proposes a calibration procedure for the US miniaturized probe (depicted in Figure 1) mounted on a robotic arm. A CAD view of the used assembly is presented in Figure 1. The robotic arm is responsible for the angular positioning of $\theta$ (in accordance with Figure 1) during a 3D volume acquisition. This figure also introduces two Coordinate Systems (CS): $\mathcal{O}_{a}$ and $\mathcal{O}_{U S, f}$. The CS $\mathcal{O}_{a}$ corresponds to a marker rigidly fixed to the robotic arm. The $y$ axis of $\mathcal{O}_{U S, f}$ is co-linear to the US probe axis of rotation and its $x$ axis is coincident to the symmetry plane $\Pi$ of the robotic arm, as illustrated in Figure 1.

Note that $\mathcal{O}_{U S, f}$ is attached to the robotic arm, and not to the US probe. Indeed, the $f$ subscript of this CS stands


Fig. 3. Overall set-up used for the calibration of the US probe.
for fixed considering a 3D acquisition on which the robotic arm remains fixed and the US probe rotates around the $y$ axis of $\mathcal{O}_{U S, f}$. The calibration described in this paper aims at the estimation of the constant rigid transformation $\mathbf{T}_{U S, f}^{a}$ between $\mathcal{O}_{a}$ and $\mathcal{O}_{U S, f}$.

The pose of $\mathcal{O}_{a}$ in the global coordinate system is given thanks to the pose measurement of the corresponding marker. More in detail, an optical tracker Atracsys fusionTrack 500 is used to measure the positions of each of the reflective fiducials, which leads to the estimation of the pose of $\mathcal{O}_{a}$. This optical tracking systems presents a typical fiducial localization error of 0.08 mm , which is consistent with the expected precision for the US probe calibration.

For known pose of $\mathcal{O}_{a}$, transformation $\mathbf{T}_{U S, f}^{a}$ and angle $\theta$, each pixel of the corresponding US image can be correlated to a point positioned with respect to the global coordinate system. The overall set-up is depicted in Figure 3.

## III. Overall Calibration Procedure

The estimation of $\mathbf{T}_{U S, f}^{a}$ is based on US acquisitions of a position tracked phantom with well known geometry. A $\mu \mathrm{CT}$ volume of the phantom is used in order to obtain a


Fig. 4. Calibration phantom - (a) isometric view and (b) top view with main dimensions of the plastic structure and wires.
precise measurement of the geometry of this part. Figure 2 illustrates the complete set of CSs involved in the calibration procedure and the corresponding assembly. $\mathcal{O}_{C T}$ denotes the CS of a CT image of the phantom and, similarly, $\mathcal{O}_{U S, m}$ corresponds to a US volume. In accordance with the state-of-the-art [5], [19], reference geometries using wires lead to US acquisitions with relatively good quality. More precisely, the wires lead to reduced distortion due to acoustic phenomena and they can be easily segmented from the US volume. For these reasons, the phantom presents as reference geometry a set of wires representing approximations of straight line segments. These reference geometries should be recognized in both CT and US acquisitions, so that the position of the phantom wires can be written with respect to these two CSs $\left(\mathcal{O}_{C T}\right.$ and $\left.\mathcal{O}_{U S, m}\right)$.

As an example, consider a geometrical feature or a set of $n$ points $\mathbf{p}_{i}, i=1, \ldots, n$, for a given positive integer $n$. Clearly, these points should be positioned in the phantom wires, which are taken as the reference geometry. Such set of points can be written with respect to both $\mathcal{O}_{C T}$ and $\mathcal{O}_{U S, m}$ as $\mathbf{p}_{i}^{C T}$ and $\mathbf{p}_{i}^{U S, m}$, respectively. These points can be defined taking into account the CT and the 3D US acquisition. The geometric calibration of the US probe can be seen as the definition of a $\mathbf{T}_{U S, f}^{a}$ that minimizes the errors

$$
\begin{equation*}
e_{i}=\left\|\mathbf{p}_{i}^{C T}-\mathbf{T}_{m}^{C T} \mathbf{T}_{a}^{m} \mathbf{T}_{U S, f}^{a} \mathbf{T}_{U S, m}^{U S, f} \mathbf{p}_{i}^{U S, m}\right\| \tag{1}
\end{equation*}
$$

As shown in Section IV, instead of a finite set of reference points used in this illustrative example, the straight line segments related to each phantom wire can be better represented using a unique reference point and a unitary direction vector.

Section IV describes how the wires of the phantom can be identified as straight line segments on the CT and 3D US acquisitions. Based on these identified straight line segments, Section V discusses how a suitable $\mathbf{T}_{U S, f}^{a}$ can be computed.

Moreover, it is important to highlight that the following rigid transformations can be easily obtained:

- $\mathbf{T}_{C T}^{m}$ - The rigid transformation relating the phantom marker CS $\mathcal{O}_{m}$ with respect to the CT image CS is given by the identification of the fiducial positions in the CT volume;
- $\mathbf{T}_{m}^{a}$ - This transformation is obtained directly using the measurements of the poses of $\mathcal{O}_{a}$ and $\mathcal{O}_{m}$ using an optical tracker;
- $\mathbf{T}_{U S, m}^{U S, f}$ - The applied US reconstruction method computes the position of the origin of $\mathcal{O}_{U S, f}$ with respect to $\mathcal{O}_{U S, m}$ (denoted as $\mathbf{o}_{U S, f}^{U S, m}$ ). The unit vectors $\mathbf{y}_{U S, m}$ and $\mathbf{y}_{U S, f}$ corresponding to the $y$ axes of $\mathcal{O}_{U S, m}$ and $\mathcal{O}_{U S, f}$, respectively, are parallel (i.e.: $\mathbf{y}_{U S, f}=\mathbf{y}_{U S, m}$ ). The relative orientation between $\mathbf{x}_{U S, m}$ and $\mathbf{x}_{U S, f}$ is defined in accordance to the orientations $\theta$ recorded during the US acquisition.
One may note that $\mathbf{T}_{U S, f}^{a}$ is the unique unknown rigid transformation between the CSs depicted in Figure 2.


## IV. Calibration Phantom Analysis

The calibration is performed using the phantom ${ }^{1}$ depicted in Figure 4. It presents four wires that can be easily identified in a US acquisition. The wires used as reference geometry are composed of surgical suture fixed in a 3D printed structure. Additionally, the marker is used to define the relative position of the phantom with respect to the robotic arm. A highprecision 3D model of the phantom was obtained using a $\mu \mathrm{CT}$ scanner (voxel size of $65 \mu \mathrm{~m}$, which is sufficiently precise for the expected calibration accuracy). This 3D model enables the definition of the relative position of the wires with respect to the $\mathcal{O}_{m}$. The calibration phantom is free of high density materials, which could deteriorate the accuracy of the CT acquisition.

The wires used as reference geometry are considered as straight line segments. Simple thresholding combined with linear regression leads to the pose of these lines in
${ }^{1}$ CAD model available in https://seafile.lirmm.fr/f/8e05f2f00cfc 4438 be $4 \mathrm{~d} /$.


Fig. 5. Wires (red) and fiducials (green) identified in the CT volume.
the CT volume, as shown in Figure 5. Before applying linear regression, each wire is isolated from the rest of the CT volume using a manually defined cylinder. The linear regression results in a point $\mathbf{p}_{i, C T}^{C T} \in \mathbb{R}^{3}$ and unit vector $\mathbf{e}_{i, C T}^{C T}$ defined so that the straight line

$$
\begin{equation*}
\mathcal{L}_{i}^{C T}=\left\{\mathbf{p} \in \mathbb{R}^{3} \mid \exists \lambda \in \mathbb{R}, \mathbf{p}=\mathbf{p}_{i, C T}^{C T}+\lambda \mathbf{e}_{i, C T}^{C T}\right\} \tag{2}
\end{equation*}
$$

represents each wire $i=1, \ldots, 4$.
In order to represent each $\mathcal{L}_{i}$ in different CSs, the position of the fiducials in $\mathcal{O}_{C T}$ should be estimated. To this end, one may define the set of visible points on the region of a plane corresponding to each fiducial. The fiducial position is given by the centroid of this set of visible points. Figure 5 depicts the fiducial visible points in the acquired CT volume.

The wire poses identified in the CT acquisition should be compared to the corresponding poses in the reconstructed US volume. The identification of wire poses in the US volume applies a method similar to the one used for the CT volume, i.e. manual segmentation combined to linear regression. Due to the low quality of the US images, an adapted approach is necessary in order to isolate each wire from the entire US acquisition. Namely, elliptical prisms are used instead of simple cylinders. Figure 6 depicts an example of a wire segmented from the original US volume. Similarly to the wire detection applied for the CT acquisition, the linear regression of a wire in the US leads to a pair of vectors $\mathbf{p}_{i, U S}^{U S, m}$ and $\mathbf{e}_{i, U S}^{U S, m}$.

## V. Computation of $\mathbf{T}_{U S, f}^{a}$

Considering the rigid transformations described in Section III, the wire poses identified in the CT acquisition can be written with respect to $\mathcal{O}_{a}$ as

$$
\begin{align*}
\overline{\mathbf{p}}_{i, C T}^{a} & =\mathbf{T}_{m}^{a} \mathbf{T}_{C T}^{m} \overline{\mathbf{p}}_{i, C T}^{C T} \\
\mathbf{e}_{i, C T}^{a} & =\mathbf{R}_{m}^{a} \mathbf{R}_{C T}^{m} \mathbf{e}_{i, C T}^{C T} \tag{3}
\end{align*}
$$



Fig. 6. An example of a wire segmented from the original US acquisition.
where $\overline{\mathbf{v}}=\left[\begin{array}{ll}\mathbf{v}^{T} & 1\end{array}\right]^{T}$ for any $\mathbf{v} \in \mathbb{R}^{3}$ and $\mathbf{R}_{c_{1}}^{c_{2}} \in \mathbb{R}^{3 \times 3}$ is the rotation matrix extracted from the first three rows and columns of a homogeneous matrix $\mathbf{T}_{c_{1}}^{c_{2}}$.

Similarly, the wire poses identified in the US acquisition can be written with respect to the $\mathcal{O}_{U S, f}$ as

$$
\begin{align*}
& \overline{\mathbf{p}}_{i, U S}^{U S, f}=\mathbf{T}_{U S, m}^{U S, f} \overline{\mathbf{p}}_{i, U S}^{U S, m} \\
& \mathbf{e}_{i, U S}^{U S, f}=\mathbf{R}_{U S, m}^{U S, f} \mathbf{e}_{i, U S}^{U S, m} \tag{4}
\end{align*}
$$

The definition of $\mathbf{T}_{U S, f}^{a}$ should relate the wire poses given by (3) and (4). First, the orientation of such transformation can be determined choosing a rotation matrix $\mathbf{R}_{U S, f}^{a}=\mathbf{R}\left(\varphi^{*}\right)$ taking as argument a vector $\varphi^{*} \in \mathbb{R}^{3}$ of Euler angles such that

$$
\begin{equation*}
\boldsymbol{\varphi}^{*}=\underset{\varphi}{\arg \min }-\operatorname{tr}\left(\mathbf{E}_{C T}^{a}{ }^{T} \mathbf{R}_{U S, f}^{a}{ }^{T} \mathbf{E}_{U S}^{U S, f}\right) \tag{5}
\end{equation*}
$$

where $\quad \mathbf{E}_{C T}^{a}=\left[\begin{array}{llll}\mathbf{e}_{1, C T}^{a} & \mathbf{e}_{2, C T}^{a} & \mathbf{e}_{3, C T}^{a} & \mathbf{e}_{4, C T}^{a}\end{array}\right]$ and $\mathbf{E}_{U S}^{U S, f}=\left[\begin{array}{llll}\mathbf{e}_{1, U S}^{U S, f} & \mathbf{e}_{2, U S}^{U S, f} & \mathbf{e}_{3, U S}^{U S, f} & \mathbf{e}_{4, U S}^{U S, f}\end{array}\right]$. Note that $\boldsymbol{\varphi}^{*}$ obtained in (5) maximizes the sum of the inner products between $\mathbf{e}_{i, C T}^{a}$ and $\mathbf{R}_{U S, f}^{a} \mathbf{e}_{i, U S}^{U S, f}$, for $i=1, \ldots, 4$.

Finally, the translation vector $\mathbf{o}_{U S, f}^{a}$ in accordance with

$$
\mathbf{T}_{U S, f}^{a}=\left[\begin{array}{cc}
\mathbf{R}_{U S, f}^{a} & \mathbf{o}_{U S, f}^{a}  \tag{6}\\
\mathbf{0} & 1
\end{array}\right]
$$

should be defined. To do so, one may use the projection of each pair of perpendicular straight line segments resulting in a set of eight points, such as illustrated in Figure 7. This is repeated for both (3) and (4) leading to two sets of points. Computing the centroid of these sets, $\mathbf{c}_{U S}^{U S, f}$ and $\mathbf{c}_{C T}^{a}$ can be related using $\mathbf{o}_{U S, f}^{a}=\mathbf{c}_{C T}^{a}-\mathbf{c}_{U S}^{U S, f}$.

## VI. Validation Procedure

In order to validate the procedure proposed in the previous sections, the calibration results were confronted with an additional US acquisition as depicted in Figure 8. The phantom was positioned with flipped orientation and opposite values of $\theta$ with respect to the ones used during the calibration. While $-160^{\circ}<\theta<-20^{\circ}$ during the calibration, the validation was applied for $20^{\circ}<\theta<160^{\circ}$. The obtained US


Fig. 7. The definition of $\mathbf{o}_{U S, f}^{a}$ is based on the set of points obtained computing the projection between perpendicular straight lines (red points). Note that, in accordance with Figure 4-(b), perpendicular wires are spaced 8 mm apart vertically.


Fig. 8. Set-up disposition used to validate the calibration procedure.


Fig. 9. US volume obtained for the validation of the proposed calibration procedure.
volume was overlaid on the original CT acquisition applying

$$
\begin{align*}
& \mathbf{T}_{U S, m}^{C T}= \\
& \quad \mathbf{T}_{m}^{C T} \mathbf{T}_{a}^{m} \mathbf{T}_{U S, f}^{a} \mathbf{T}_{U S, m}^{U S, f}=\left[\begin{array}{cc}
\mathbf{R}_{U S, m}^{C T} & \mathbf{o}_{U S, m}^{C T} \\
\mathbf{0} & 1
\end{array}\right] \tag{7}
\end{align*}
$$

obtained from the calibration. The result is shown in Figure 10 .

Whereas the Figure 10 indicates that an appropriate trans-


Fig. 10. US acquisition (red) overlaid on the CT volume in accordance with the calibrated transformation $\mathbf{T}_{U S, f}^{a}$.
formation $\mathbf{T}_{U S, f}^{a}$ was obtained, this visual result does not present any quantitative evaluation related to the obtained precision. An estimation of the calibration error can be obtained registering the US acquisition of Figure 9 directly on the CT volume of Figure 4-(b). This registration, which was performed with a similar procedure as in Section V, leads to the alternative transformation

$$
\hat{\mathbf{T}}_{U S, m}^{C T}=\left[\begin{array}{cc}
\hat{\mathbf{R}}_{U S, m}^{C T} & \hat{\mathbf{o}}_{U S, m}^{C T}  \tag{8}\\
\mathbf{0} & 1
\end{array}\right]
$$

Although the calibration error cannot be computed due to the lack of a reliable ground truth, the divergence between $\hat{\mathbf{T}}_{U S, m}^{C T}$ and $\mathbf{T}_{U S, m}^{C T}$ can be seen as an estimation of this error. The translational error is given simply by $e_{t}=\left\|\mathbf{o}_{U S, m}^{a}-\hat{\mathbf{o}}_{U S, m}^{a}\right\|$. The orientational error $e_{o}$ is obtained analyzing the angle related to the rotation matrix $\mathbf{R}_{e}=\left(\mathbf{R}_{U S, m}^{a}\right)^{T} \hat{\mathbf{R}}_{U S, m}^{a}$. Finally, the calibration errors could be estimated as $e_{t}=0.49 \mathrm{~mm}$ and $e_{o}=1.15^{\circ}$. Clearly, considering the limited experimental data addressed in the present section, these errors represent a preliminary estimation of the calibration accuracy.

Given that studies addressing the calibration of US probes frequently target submillimetric accuracy (e.g. [5], [19]), these are considered satisfying results. At any rate, these errors indicate that the proposed calibration procedure leads to acceptable accuracy in the context of the inner ear surgery.
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## VIII. CONCLUSIONS

The present paper introduced a rather simple calibration procedure compatible with a US endoscopic miniaturized
probe designed for the imaging of the inner ear. The obtained results indicate that proposed methodology leads to satisfactory precision. Due to the geometric constraints involved in this kind of imaging, the studied US probe presents dimensions atypically small when compared to the probes addressed in previous works proposing US geometric calibration methods. Therefore, the presented results suggest that elementary calibration approaches are also valid for miniaturized dimension probes.

Future works may apply the discussed results for imageguided navigation and address the definition of more elaborate calibration procedures (e.g. automatic 3D calibration). Additionally, further experiments should be performed in order to thoroughly validate the calibration procedure and extend the preliminary results discussed in the present paper. Finally, the proposed procedure can be tested in nonminiaturized US probes.
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