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Abstract

Reserves are at the heart of global policies to stop the erosion of bio-
diversity. Optimisation is increasingly used to identify reserve locations
that preserve biodiversity at a minimum cost to human activities. Two
classes of algorithms solve this reserve site selection problem: metaheuris-
tic algorithms (such as simulated annealing, commonly implemented in
Marxan) and exact optimisation (i.e. integer programming, commonly
implemented in PrioritizR). Although exact approaches are now able
to solve large-scale problems, metaheuristics are still widely used. One
reason is that metaheuristic-based software provides a set of subopti-
mal reserve solutions instead of a single one. These alternative solutions
are usually welcomed by stakeholders as they provide a better basis
for negotiations among potentially conflictive objectives. Metaheuristic
algorithms use random procedures to explore the space of suboptimal
reserve solutions. Therefore, they may produce a large amount of sim-
ilar, thus uninformative, alternative solutions, which usually calls for
a heavy statistical post-processing. Effective methods for generating a
diverse set of near-optimal solutions using exact optimisation are lack-
ing. Here we present two new approaches for addressing this issue. Our
algorithms explicitly control both the optimality gap and the dissimi-
larity between alternative reserve solutions. It allows the identification
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of a parsimonious, yet meaningful set of reserve solutions. The algo-
rithms presented here could potentially increase the uptake of exact
optimisation by practitioners. These methods should contribute to less
noisy and more efficient discussions in the design of conservation policies.

Keywords: optimal reserve site selection; presentation set; portfolio;
protected areas; conservation planning; integer linear programming.
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1 Introduction

Biodiversity and habitats are threatened worldwide [1]. Building comprehen-
sive networks of nature reserves has become a popular conservation solution
[2–4] and was shown to bring significant benefits [5–7]. At sea, for instance,
current political objectives are to cover 30% of the marine spaces under
jurisdiction by 2030 with marine protected areas [8–10]. Similar concerns also
exist on land [11, 12]. Several methods (often embedded within a decision
support tool software, e.g. Marxan or PrioritizR) select reserve sites given
constraints and objectives.

A set of alternative reserve solutions is usually necessary to create effective
nature reserves as they support better negotiations between different stake-
holders. In a decision-making framework, constraints and objectives of reserve
design may be difficult to formulate in the context of a spatially-explicit
numerical optimisation. Any unmodeled phenomenon that may influence the
decision can lead to divergences with the proposed solutions. For example,
complex social mechanisms govern the final decision of wind farm locations
[13, 14]. The decision process, based eventually on negotiations, thus requires
some latitude on the possible solutions to be considered. Generating alter-
native solutions gives conservation practitioners the possibility of finding a
solution that could be more satisfactory with respect to these unmodeled
objectives. For these reasons, the ability of decision support tools to produce
a range of solutions instead of a single one, has been put forward frequently
in conservation literature [15–19]. Consequently, reserve site selection tools do
need options for generating different near-optimal alternatives.

The ability to produce alternative solutions has often been presented as a
key strength of metaheuristic algorithms over exact optimisation approaches
[15–18]. In a survey realised among Marxan users [20], ”generating multiple
solutions was by far the most commonly noted strength of Marxan” over
other reserve site selection algorithms. Yet, recent advances made exact opti-
misation methods more attractive for conservation practitioners because they
provide the optimal solution even for large-scale instances in reasonable time
[21–24]. The ability of generating multiple solutions thus seems to be the last
argument remaining in favour of metaheuristic algorithms. Technically speak-
ing, metaheuristics rely on random processes to create an implicit diversity
within the set of solutions (see Appendix B-2.1 in [25]). On the contrary,
exact solving methods produce, by construction, a single optimal solution
and are not designed for producing a range of different solutions. This major
limitation severely restricts the ability of exact solving methods to inform
real-world conservation problems. However, in the absence of explicit criteria,
metaheuristic approaches do not provide any control over the alternatives
generated, nor do they guarantee to have truly different solutions. The search
for near-optimal alternative solutions with exact solving methods began to
be discussed in [26] and was explored in the general context of operational
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research [27–30]. The algorithm developed in [31] computes the exhaustive
set of optimal solutions of a reserve site selection problem. In the same line,
a branch and bound screening algorithm showed how suboptimal solutions
can be derived with exact methods [32]. The reserve site selection tool Priori-
tizR also provides additional functions allowing users to build a portfolio of
alternative solutions1. Though, producing alternative solutions based on their
distance to optimality with exact solving methods still does not guarantee
to provide different solutions. This motivated us to explicitly introduce a
dissimilarity measure in the search for alternative solutions.

In this work, we propose two recursive algorithms incorporating an explicit
dissimilarity criterion to build a range of near-optimal solutions significantly
different from each other with exact solving methods. Solutions are selected
based on a controlled objective value degradation and using an explicit dis-
similarity measure. We discuss and compare two metrics for the dissimilarity
criterion. Our results show that generating alternative solutions according to
the objective value interval can result in a low variability among solutions,
as they are very similar to each other. These solutions which only differ by a
few planning units are quite uninformative. They can hardly be considered
as alternatives. Even worse, further from the optimal value, the variability
among alternative solutions appears irrelevant because the procedure artifi-
cially increases the objective value by including pointless planning units. As
such, it poorly answers the need for both good and different alternative solu-
tions. The dissimilarity measure we incorporate allows us to overcome this
limitation. The proposed algorithms explicitly seek to generate dissimilarity
between reserve solutions and provide true alternatives. Similarly to [28, 29],
the dissimilarity measure we define allows to avoid alternative reserves embed-
ding the optimal one. Another pitfall, particularly striking in metaheuristic
approaches, is the need to generate numerous alternative solutions in order to
widely explore the solution space. This large amount of alternative solutions
requires a statistical post-processing to identify a few distinct solutions. It
often requires additional statistical analyses, e.g. the selection frequency of
reserve sites or clustering analysis [20, 33, 34]. By contrast, our methods
directly provide a presentation set composed of significantly distinct solutions.
A few alternatives that are both good and different from each other can thus
be sufficient.

At this point, it is necessary to precise the terminology chosen to dissipate
any ambiguity about the generation of alternative solutions of an optimisation
problem. Indeed, this concept is covered by different terminologies in conser-
vation biology literature. In this work, we used ”presentation set” to name the
collection of alternative solutions of an optimisation problem. This term makes
explicit the fact that these alternative solutions are intended to be presented
to decision-makers and decided upon.

1More details can be found at https://prioritizr.net/reference/portfolios.html

https://prioritizr.net/reference/portfolios.html
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2 Methods

In this section, we first present the general formulation of the reserve site
selection problem. Then, we present the dissimilarity measure we used for
quantifying the differences between two reserve solutions. Finally, we pro-
vide the mathematical formulation of new approaches incorporating our
dissimilarity measure for generating presentation sets.

2.1 General formulation of a reserve site selection
problem

In a reserve site selection problem, the study area is discretised into a set
J of planning units within which a set I of conservation features are dis-
tributed. The amount of conservation feature i ∈ I within the planning unit
j ∈ J is denoted aij . Each planning unit j ∈ J has a cost cj representing the
socio-economic cost of closing this unit. One then seeks to find the least cost
collection of planning units covering a sufficient amount of each conservation
features. The coverage of the conservation feature i is considered sufficient if it
exceeds a user-defined target ti. The decision is about whether to include the
planning unit in the reserve. Consequently, we associate the decision variables
xj with each planning unit j: xj = 1 if a planning unit j belongs to the reserve
and xj = 0 otherwise. The reserve compactness is the only spatial attribute
incorporated in the model. Other spatial concerns, such as contiguity, mini-
mum fragmentation, buffer zones, corridors, etc., may govern the site selection
but are not considered here. Since a small perimeter involves a compact reserve,
the reserve perimeter is included in the objective function. The perimeter is
computed as the total length of the boundaries between reserved and non-
reserved planning units. To model this, the length of the shared boundary
between planning units j1 and j2 is denoted bj1j2 . A mutliplier, noted β, is used
within the objective function to reflect the importance of compactness rela-
tively to the total cost of site selection. Mathematically speaking, the general
problem of reserve site selection is expressed as the following combinatorial
optimisation problem P0:

P0 :


min
x

∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2)

s.t.
∑
j∈J

aijxj ≥ ti ∀i ∈ I

xj ∈ {0, 1} ∀j ∈ J

This problem is a generalization of the minimum set cover problem, which is
known to be NP-hard [35]. It is a non-convex problem due to the binary nature
of the decision variables. Yet, it can be expressed as an integer linear program
(see Appendix A for the linearised model) and available solvers (e.g. Gurobi
or Cbc) can solve realistic instances in a reasonable time. In the following, we
respectively denote x? and z? the optimal solution and the associated objective
value of P0.
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2.2 Measuring the dissimilarity between two reserve
solutions

For providing a diverse presentation set, we first need a function characterising
the dissimilarity between two solutions. Consequently, when x, y ∈ {0, 1}N , we
defined the following dissimilarity measure:

d(x, y) =
∑
j∈J

xj(1− yj),

Dissimilarity measure d counts the number of planning units selected in x and
not in y. This measure is rather a pseudo-distance than a distance, because it
does not meet the separation property. Indeed, d(x, y) = 0 does not imply that
x = y. Instead, d(x, y) = 0 whenever the reserve defined by x is included in
that defined by y. This is actually an enjoyable property for the production of
alternative solutions, because there is no real point in presenting an alternative
solution that would strictly include an optimal solution x?. As an illustration,
Figure 1 displays three examples where the dissimilarity measure d is compared
with the distance D(x, y) = d(x, y) + d(y, x), which is equal to 0 only if x = y.
For instance, on the leftmost example, we see that the red solution is simply a
worse alternative to the green solution, so we wanted to avoid this case. This
type of measure was proposed in the context of land-use planning through the
4 steps of the ”Hop Skip and Jump” procedure [28].

(a) The green reserve is strictly
included in the red reserve. We
have d(x, y) = 0 and D(x, y) =
2.

(b) The blue reserve has plan-
ning units both inside and out-
side the green reserve. We have
d(x, y) = 2 and D(x, y) = 6.

(c) The green reserve has
an empty intersection with
the yellow reserve. We have
d(x, y) = 6 and D(x, y) = 14.

Fig. 1: Numerical examples of the dissimilarity measure d and distance D. The reserve
x depicted in green includes 6 planning units. Other reserves y, hatched in red, blue and yellow,
include 8 planning units. According to the dissimilarity measure d, the green and red reserve are
the same. The dissimilarity measure characterises differences between two reserves as much as
distance D as illustrated with the blue and yellow reserve examples.
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2.3 Computing a presentation set

In this section, we describe our two methods that compute a presentation
set using the dissimilarity measure d. In the following, the approach pro-
posed by the add gap portfolio function2 of PrioritizR is referred to as the
Algorithm AddGapPortfolio. This method produces alternative solutions by
enforcing a given optimality gap. This algorithm is described in Appendix B.

2.3.1 Imposing dissimilarity between alternative solutions

For some predefined dissimilarity threshold δ and k feasible solutions
x0, . . . , xk−1 of P0, we may impose that a new alternative solution x differs
sufficiently from xl for every l ∈ [[0, k − 1]] by constraining d(xl, x) to be at
least equal to δ. More formally, this can be achieved by adding the following
constraints to the initial optimisation problem P0:

cd(x
l, δ) : d(xl, x) =

∑
j∈J

xlj(1− xj) ≥ δ, ∀l ∈ [[0, k − 1]].

The integer linear program solved at iteration k ≥ 1 is P k1 such as:

P k1 :


min
x

∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2)

s.t.
∑
j∈J

aijxj ≥ ti ∀i ∈ I

d(xl, x) ≥ δ ∀l ∈ [[0, k − 1]]
xj ∈ {0, 1} ∀j ∈ J

Algorithm MinDegradation details the pseudocode of the recursive procedure
we implemented to produce the presentation set. The procedure stops if the
problem becomes infeasible or the maximum number of iterations n is reached.
Infeasibility is reached when no alternative satisfying the dissimilarity con-
straints can be found. If the user wants a larger presentation set, they may
choose a smaller threshold δ.

2Find more details at https://prioritizr.net/reference/add gap portfolio.html.

https://prioritizr.net/reference/add_gap_portfolio.html
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Algorithm MinDegradation Recursive search of n alternative solutions of
P0 with at least δ dissimilarities to the past solutions.

Require: P0, x?, n, δ
Ensure: x1, . . ., xk

1: k ← 0; P ← P0; x0 ← x? . initialisation
2: while (P is feasible & k < n) do . stop when infeasible or enough

solutions
3: k ← k + 1
4: add cd(x

k−1, δ) to P . impose dissimilarities to the past solutions

5: solve P . get an optimal solution xk or detect that P is infeasible
6: end while

2.3.2 Maximising dissimilarity between alternative solutions

Another option we investigated was to iteratively seek for the most differ-
ent solution at a user-defined extra cost relatively to the optimal value. More
formally, assume that k − 1 alternative solutions x1, . . . , xk−1 have been pre-
viously computed. At iteration k ≥ 1, we seek for an alternative solution xk

that maximises ∆(x) = min {d(xl, x) : l ∈ [[0, k − 1]]} among the solutions that
do not exceed the cost (1 + γ)z?. Given that ∆(x) is not a linear function of
x, we needed to linearize its expression. The classical method to do this uses
that the minimum value among a finite set is the maximum lower bound of
the set, i.e., max

x
∆(x) = max

∆

{
∆ : ∆ ≤ d(xl, x)

}
. The corresponding mixed

integer linear program we solved at iteration k ≥ 1 is given by:

P k2 :



max
x,∆

∆

s.t.
∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2) ≤ (1 + γ)z?∑
j∈J

aijxj ≥ ti ∀i ∈ I∑
j∈J

xlj(1− xj) ≥ ∆ ∀l ∈ [[0, k − 1]]

xj ∈ {0, 1} ∀j ∈ J
∆ ∈ R+

Algorithm MaxDissimilarity details the pseudocode of the recursive procedure
we implemented to produce the presentation set. We provided more numerical
details for this algorithm in Section 3.4.
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Algorithm MaxDissimilarity Recursive search of n alternative solutions
maximising the dissimilarity to the past solutions at a relative extra cost
budget γ.

Require: P 1
2 , x?, z?, n, γ

Ensure: x1, . . ., xk

1: k ← 0; P ← P 1
2 ; x0 ← x? . initialisation

2: while (P is feasible & k < n) do . stop when infeasible or enough
solutions

3: k ← k + 1
4: add cd(x

k−1,∆) to P . impose dissimilarities to the past solutions

5: solve P . get an optimal solution xk or detect that P is infeasible
6: end while

2.4 Illustration of the approaches for computing a
presentation set

Figure 2 illustrates schematically how the alternative solutions are selected
by different methods. Solutions are mapped in a specific plane: the optimality
gap versus the dissimilarity to the optimal solution of P0. Figure 2a illustrates
the alternative solutions produced by repeating a metaheuristic algorithm
such as simulated annealing. These alternative solutions would be scattered
in the considered plane. These are neither guaranteed to be close to optimal-
ity nor to be different from the optimal solution. Algorithm AddGapPortfolio
selects the alternative solutions in a given objective value interval. Figure 2b
shows the alternative solutions that would produce Algorithm AddGapPort-
folio. These solutions can be at any dissimilarity to the optimal solution,
although their objective value belongs to a predefined interval by construction.
Figure 2c shows how Algorithm MinDegradation would select the leftmost
solution among the solutions above a predefined dissimilarity threshold. In
other words, Algorithm MinDegradation would select the solution closest to
the optimum at a fixed dissimilarity measure. Similarly, for Algorithm MaxDis-
similarity, the first alternative selected would be the solution with the most
dissimilarity given a tolerated degradation of the objective value. In Figure 2d,
this corresponds to the topmost solution among the solutions at the left of a
predefined objective value threshold.
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(a) Alternative solutions selected by
repeating a metaheuristic algorithm.

(b) Alternative solutions selected by
Algorithm AddGapPortfolio according
to a predefined objective value interval.

(c) Alternative solution selected by
Algorithm MinDegradation at the first
iteration: the least cost solution at a
predefined dissimilarity measure δ.

(d) Alternative solution selected by
Algorithm MaxDissimilarity at the first
iteration: the most dissimilar solution
with a degraded objective value budget
of γ.

Fig. 2: Schematic representation of alternative solutions selected by metaheuristics,
Algorithm AddGapPortfolio, Algorithm MinDegradation and Algorithm MaxDissimi-
larity. Each circle represents a reserve solution. The reserve solutions are located by the optimality
gap and the dissimilarity to the optimal solution d(x?, x). The optimal solution x? is circled in
green at the bottom left of this plan. The bigger the circle, the greater the dissimilarities to the
optimal solution. Alternative solutions that would select an algorithm are depicted with orange
circles.
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3 Case study

The code for this work is open, free and available3. We used the Gurobi solver
under a free academic licence called through a code developed in Julia language
[36, 37] using the JuMP optimisation library [38]. The developed methods
were numerically tested on the real-world example of Fernando de Noronha
composed of 3 conservation features and 756 planning units.

3.1 Data preparation

Fernando de Noronha is a small oceanic archipelago in the western tropical
Atlantic, made up of 21 islands, islets and rocks with a total surface area of
26 km2. It constitutes a genuine Brazilian natural and cultural heritage and
a conservation showcase in Brazil. But it also faces many interests (tourism
intensification, fisheries), which results in an open laboratory for marine
spatial planning and reserve site selection. We summarised below the main
characteristics of the dataset detailed in [39].

The geographical area was discretised according to a rectangular grid made
of N=36×21=756 planning units with longitude and latitude respectively
in [32.65°W, 32.30°W] and [3.95°S, 3.75°S] ranges. Planning units located in
Fernando de Noronha land and harbour were a priori excluded from potential
reserve site candidates. The optimisation problem P0 considered through this
work included three conservation features: the fish biomass, the continental
shelf and shelf break habitats. Each conservation feature was given a targeted
protection level of 50% of the total possible amount. The cost layer was made
of the fishing pressure intensity. The β multiplier considered was set to β = 1
for illustration purposes. Figure 3 shows the details of the input data involved
in our case study.

For the first conservation feature, we estimated the fish biomass using acous-
tic data. Interpolating between sample data allowed producing a continuous
distribution within the sampling area. Outside this area, although the actual
distribution was unknown, values were set to 0. Then, ocean depth intervals
were used as a surrogate for the two other conservation features: the conti-
nental shelf and shelf break habitats. The ocean bathymetry was obtained
from the GEneral Bathymetric Chart of the Ocean (GEBCO) online platform4

Finally, a segmentation model was applied to fishermen’s trajectories to derive
the behavioural state for every GPS measure: fishing or travelling. This was
then used to derive a quantitative proxy for the fishing pressure.

3.2 Presentation set imposing an objective value interval

Exhaustive set of optimal solutions (γ1 = γ2 = 0)

3GitHub repository at https://github.com/AdrienBrunel/rssp presentation set.git
4https://download.gebco.net/.

https://github.com/AdrienBrunel/rssp_presentation_set.git
https://download.gebco.net/
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Fig. 3: Data used for the reserve site selection optimisation problem. (A) Fishery-based
cost layer in a continuous orange colour gradient. (B) Fish Biomass conservation feature surrogate
in a discrete purple colour gradient. (C) Continental shelf and (D) Shelf break habitat conservation
feature surrogates in light and deep blue respectively. Transparent grey pixels are the planning
units a priori excluded from the solution.

Algorithm AddGapPortfolio returns all the solutions whose relative optimality
gaps belong to the interval [γ1, γ2]. By setting γ1 = γ2 = 0, we were thus able
to compute the exhaustive set of optimal solutions. Here, we have 16 optimal
solutions with an objective value z? = 197.71. Panel A of Figure 4 shows
the selection frequency among optimal solutions, i.e. the percentage of time a
planning unit was selected among the 16 optimal solutions. We observe a low
variability since 84 over 93 planning units were selected at a 100% frequency.
The nine planning units with a selection frequency below 100% have all a
cost of 1 and have similar amounts of conservation features. The 16 optimal
solutions are composed of combinations of these nine planning units of similar
characteristics that still meets targets.

Alternative solutions by increasing optimality gaps (γ1 = 0, γ2 > 0)

We computed the n = 500 following suboptimal solutions from best to
worst optimality gap. We set γ2 to a high enough value to be certain Algo-
rithm AddGapPortfolio produces the n alternative solutions. The objective
value of the last and worst solution returned by the algorithm was 198.98,
which corresponded to an optimality gaps of 0.64%. Any value of γ2 greater
than 0.64 would have led to the same 500 alternative solutions. As above,
Panel B of Figure 4 illustrates the selection frequency of these 500 alternative
solutions. Again, a low variability is observed, because many planning units
have similar characteristics and are interchangeable. The visual impression is
thus similar to the exhaustive set of optimal solutions.
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Alternative solutions within an objective value interval (γ1 > 0,
γ2 > 0)

We set γ1 > 0 to get suboptimal solutions with an optimality gap of at least
γ1. We chose γ2 high enough to have n = 100 alternative solutions. Panel C
and D in Figure 4 respectively show results for γ1 = 0.05 and γ1 = 0.15.
We observe a greater variability than for the two previous presentation sets.
However, when comparing the conservation features distribution in Figure 3,
many planning units selected in the alternative solutions do not increase the
amount of conservation features in the reserve nor decrease its perimeter. These
planning units are only selected to deteriorate the objective value and thus
satisfy the constraint of the objective value interval. Although the variability
appears greater in Panel C and D compared to other panels, the core of the
reserve is still globally similar to the optimal solutions.

Fig. 4: Selection frequency among alternative solutions obtained with Algo-
rithm AddGapPortfolio. Selected planning units of alternative reserve solutions are represented
with a green transparency gradient according to the selection frequency expressed in percentage
(black number inside planning unit).

3.3 Presentation set imposing a dissimilarity measure

In this section, we applied Algorithm MinDegradation to our case study.
Figure 5 shows n = 4 alternative solutions found by the recursive procedure for
δ = 20. We first observe that, as expected, at least 20 planning units selected
in the optimal solution x? are not found in the alternative solutions. The dis-
similarity to the optimal solution appears more clearly than the alternatives
produced by Algorithm AddGapPortfolio. The alternative solutions proposed
in Figure 5 cover different regions of the archipelago, although limited by the
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fact that non-zero amounts of conservation feature are aggregated around the
main island. In particular, the southern region is privileged in Panel B whereas
the north and east of Fernando de Noronha are preferred in Panel C. Panel A
shows a solution similar to the optimal one, although two planning units are
selected at the extreme west of the study area. Panel D displays a solution cut
into several pieces all around the main island.

Fig. 5: Example of alternative solutions obtained with Algorithm MinDegradation for
δ = 20. The alternative reserve solution is represented in green, while the optimal solution x?

is depicted with planning units delimited by a thick black border. The number of white planning
units with a thick black border corresponds to the dissimilarity measure between the optimal
solution and the alternative solution.

3.4 Presentation set maximising the dissimilarity
measure

We applied Algorithm MaxDissimilarity to find the n = 4 alternative solutions
maximising the minimum dissimilarity to the past solutions. Illustrations are
presented in Figure 6 for a relative extra cost budget of γ = 10%. Interest-
ingly, a clear visual difference between the four alternative reserves appears in
Figure 6. Panel A proposes a solution cut into 4 pieces, favouring the east of
the archipelago. Panel B shows a clear preference for the south of the island.
Panel C is the most similar to the optimal solution, although two planning
units are found at the extreme west of the main island. Panel D presents a
reserve in two pieces, one in the north and one in the south. The dissimilar-
ity measure between the reserve in Panel A and the optimal one is equal to
27 planning units. The first iteration simply maximises the dissimilarities to
the optimal solution. The minimum dissimilarity measure between the reserve
in Panel B to past solutions is 22: the dissimilarity to the optimal solution
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and to the solution in Panel A are both equal to 22. By definition of Algo-
rithm MaxDissimilarity, there is no other solution such that the dissimilarity
measure from those two past solutions are both greater than 22.

Fig. 6: Example of alternative solutions maximising the minimum dissimilarity measure
to the past solutions at a fixed extra cost. We show four successive alternatives with an
extra cost budget γ = 10%. The alternative reserve solution is represented in green, whereas the
optimal solution x? is depicted with planning units delimited by a thick black border.

3.5 Optimality gap versus dissimilarity measure

We compared the alternative solutions obtained with Algorithm AddGap-
Portfolio, MinDegradation and MaxDissimilarity for various values of the
parameters involved. To do so, we represented the mean optimality gap
of the alternative solutions and the dissimilarity to the optimal solution.
We repeatedly applied Algorithm AddGapPortfolio, MinDegradation and
MaxDissimilarity by respectively setting the γ1, δ and γ parameter to increas-
ing values.

All curves in Figure 7 increase. As expected, the top curve is obtained with
Algorithm MaxDissimilarity because it explicitly sought to maximise the
dissimilarity to the past solutions. Since the dissimilarity measure was not
considered at all in Algorithm AddGapPortfolio but only the targeted objec-
tive value interval, the corresponding curve is the lowest and is not strictly
increasing. The curve obtained with Algorithm MinDegradation is in between
the two others because it explicitly accounted for the dissimilarity measure
but did not seek to maximise it.
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Fig. 7: Dissimilarity to the optimal solution versus the optimality gap. Algo-
rithm AddGapPortfolio for γ1 ∈ [[1%, 15%]] and n = 100, Algorithm MinDegradation for
δ ∈ [[1, 22]] and n = 20, Algorithm MaxDissimilarity for γ ∈ [[1%, 15%]] and n = 4. Optimality gaps
and dissimilarity measures are averaged over the alternative solutions composing the presentation
set obtained with the considered algorithm.
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4 Discussion

We proposed two procedures to produce a diverse set of near-optimal solu-
tions using exact solving methods. The presentation set was composed of
alternative solutions that are not only different from the optimal solution,
but also different from each other thanks to the recursive modification of the
nominal optimisation problem. We observed that using the natural distance as
the dissimilarity measure leads to alternative solutions that strictly includes
the optimal one. Considering that it was not a valuable alternative but only
a degraded solution, our dissimilarity measure allowed to discriminate such
cases, which is new in conservation biology. The Algorithm MinDegradation
provides the least cost alternative solutions that are sufficiently different
from each other according to a given dissimilarity threshold. The Algo-
rithm MaxDissimilarity provides the most different solutions from each other
at a fixed degradation of the cost. These procedures implied the formulation
of mixed integer linear programs solved using exact methods. Another impor-
tant contribution is the comparative analysis of these two procedures among
them and with existing methods.

In summary, the strength of this work lies in the fact that only a few iter-
ations are needed to generate a presentation set of truly different solutions.
Moreover, the methods developed are highly customisable. For example, other
dissimilarity measures could be used in our recursive procedures to assess the
differences between solutions in the same line as in [30]. These differences
only depends on the definition of a dissimilarity measure, and can be adapted
according to the application case. Another advantage of this type of approach
is to be able to explicitly quantify the quality of the alternative solutions gen-
erated. Since the search for alternative solutions is carried out by exact solving
methods, we know the optimality gap which gives more control to the end
user. Finally, the production of the presentation set is completely controlled
by two parameters. The user can then choose exactly the trade-off between the
diversity of the set of alternative solutions and the optimality gap. The sensi-
tivity analysis conducted in Section 3.5 is an illustration of this trade-off for
each approach. Regarding the weaknesses, the proposed approaches are mostly
limited by the computation time required. It can be large for some instances
and it increases with the number of alternatives requested. However, we did
not focus on improving the computation time in this work. In the current
state of the algorithms, we can provide orders of magnitude for the compu-
tation time with a personal computer (Intel Core i7-8850H CPU @ 2.60GHz)
when 4 alternatives need to be computed. To do so, we performed tests with
several instances randomly generated according to the process described in
Appendix C. We observed the following computational times:

• about 2-3 minutes for 500 planning units and 3 conservation features with
Algorithm MaxDissimilarity
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• about 10-60 minutes for 1000 planning units and 5 conservation features
with Algorithm MaxDissimilarity

• about 10-20 seconds for 500 planning units and 3 conservation features with
Algorithm MinDegradation

• about 2-15 minutes for 1000 planning units and 5 conservation features with
Algorithm MinDegradation

These computation times must be put into perspective. If we are not necessar-
ily looking for a proof of optimality, they can be much lower. Our algorithms
allow us to quickly provide interesting and feasible solutions if we decide to
keep the current solution after a given maximum time. Finally, producing
only 4 alternatives is a meaningful choice, because they are really different
alternatives that do not require additional statistical analyses.

In conclusion, unlike what was commonly stated in the conservation litera-
ture [16, 20], our work showed that exact optimisation methods used for the
reserve site selection problem can also be advantageous to produce a range
of alternative solutions. As a consequence, it is not true that metaheuristics
are the only methods that are able to produce a presentation set. Besides, the
inclusion of an explicit dissimilarity criterion directly within the optimisation
model allowed to build a more controlled and transparent presentation set.
By seeking significantly different solutions, we increased the chance to address
objectives that are not necessarily modelled, such as socio-political or man-
agement objectives. The low number of alternatives needed with our methods
may avoid unnecessary noise in the decision-making process. In other words,
the proposed algorithms can potentially empower conservation practitioners
by giving them more control over the alternatives produced and by removing
the post-processing analysis usually needed. We hope that these methods can
at least shed a new light in conservation discussions and eventually bring more
success in conservation decisions in practice.
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Appendix A Linearised model

Parameters and variables were defined in Section 2.1. Sets of planning units a
priori excluded or included in the reserve are respectively noted LO and LI.
We can linearise the quadratic term of the objective function when decision
variables are binary [23, 40]. Considering this linearisation but also locked-
in and locked-out planning units, we have the full mathematical optimisation
problem P f0 of reserve site selection:

P f0 :



min
x,z

∑
j∈J

cjxj + β(
∑
j1∈J

∑
j2∈J

bj1j2zj1j2 +
∑
j∈J

xjb
∗
j,N+1)

s.t.
∑
j∈J

aijxj ≥ ti ∀i ∈ I

zj1j2 ≤ xj1 ∀j1 ∈ J, ∀j2 ∈ J
zj1j2 ≤ xj2 ∀j1 ∈ J, ∀j2 ∈ J
zj1j2 ≥ xj1 + xj2 − 1 ∀j1 ∈ J, ∀j2 ∈ J
xj = 0 ∀j ∈ LO
xj = 1 ∀j ∈ LI
xj ∈ {0, 1} ∀j ∈ J
zj1j2 ∈ {0, 1} ∀j1 ∈ J, ∀j2 ∈ J

We also accounted for the correction of the β multiplier undesirable edge
effect[39], leading to the introduction of b∗ where:

∀j ∈ J = {1, · · · , N},

b∗j,N+1 =


1, if pixel j shares a single side with the outer boundary

2, if pixel j shares 2 sides with the outer boundary

0, otherwise
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Appendix B Imposing an objective value
interval

We show how we produced the presentation set composed of alternative solu-
tions located at a predefined objective value interval. We here developed our
own algorithm although the function add gap portfolio of PrioritizR allows to
generate the same set of alternative solutions.

B.1 Objective value constraints

Let γ1 ∈ R+ and γ2 ∈ R+, such as γ1 ≤ γ2, be the boundaries of the objective
value interval relatively to the optimal value z?. The constraints cl(γ1) and
cu(γ2) are imposing the objective value to belong to the predefined interval
[(1 + γ1)z?, (1 + γ2)z?]:

cl(γ1) :
∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2) ≥ (1 + γ1)z?

cu(γ2) :
∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2) ≤ (1 + γ2)z?

If γ1 = γ2 = 0, we explore only the optimal solutions set. For γ1 > 0, we
explore alternative solutions that are strictly suboptimal.

B.2 Distance constraint

The constraint cD(y, δ) impose the solution x to have at least δ different
planning units with respect to y:

cD(y, δ) : D(x, y) =
∑
j∈J

yj(1− xj) + xj(1− yj) ≥ δ

Importantly, δ = 1 forbids x and y to be strictly equal.

B.3 Generate the presentation set

Practically, we first add to the optimisation problem the constraints cl(γ1)
and cu(γ2) which must be satisfied at every iteration. Then, to derive a pool
of alternative solutions, we excluded at iteration k ≥ 1 the solution xk−1

derived the iteration before. The addition of constraint cD(xk−1, 1) guarantee
this. Indeed, this constraint prevents the searched solution at iteration k ≥ 1
to be exactly xk−1.
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Practically, the integer linear program solved at iteration k ≥ 1 is P k3 such as:

P k3 :



min
x

∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2)

s.t.
∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2) ≤ (1 + γ2)z?∑
j∈J

cjxj + β
∑
j1∈J

∑
j2∈J

bj1j2xj1(1− xj2) ≥ (1 + γ1)z?∑
j∈J

aijxj ≥ ti ∀i ∈ I∑
j∈J

xj(1− xlj) + xlj(1− xj) ≥ 1 ∀l ∈ [[0, k − 1]]

xj ∈ {0, 1} ∀j ∈ J

The constraints cl(γ1) and cu(γ2) used in P k3 are not linear. We linearised

these constraints exactly as we did for the model P f0 described in Appendix A.
Algorithm AddGapPortfolio details the pseudocode of the recursive procedure
we implemented to produce the presentation set. The procedure stops if the
problem becomes infeasible or the maximum number of iterations n is reached.
Infeasibility is reached when the objective value of the alternative solution
exceeds the upper bound γ2. If the user wants a larger presentation set, they
may choose a greater threshold γ2. For instance, if γ1 = 0 and γ2 is high
enough, Algorithm AddGapPortfolio returns the n solutions with the smallest
objective value. If n is chosen high enough, Algorithm AddGapPortfolio returns
the exhaustive set of solutions with an objective value relatively to the optimal
value within the interval [γ1, γ2]. Unlike metaheuristics where the optimality
gap is unknown, we a priori established it using this algorithm. We thus offer
users more control over the presentation set provided.

Algorithm AddGapPortfolio Recursive search of n best alternative solu-
tions whose objective values relatively to the optimal value z? of solution x?

of problem P0 belongs to the predefined interval [γ1, γ2].

Require: P0, x?, z?, n, γ1, γ2

Ensure: x1, . . ., xk

1: k ← 0; P ← P0; x0 ← x? . initialisation
2: add cl(γ1) and cu(γ2) to P
3: while P is feasible & k < n do . stop when infeasible or enough

solutions
4: k ← k + 1
5: add cD(xk−1, 1) to P . exclude previous solution

6: solve P . get an optimal solution xk or detect that P is infeasible
7: end while
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Appendix C The presentation set computed
on generated data

We developed a systematic way of building user-defined scenarios for reserve
site selection optimisation problems. The idea is to provide the conservation
literature tools to facilitate benchmarks of developed methods in conservation
planning. Therefore, the main ambition is to generate realistic discrete spatial
distributions of the considered conservation features.

C.1 Data generation

Technically speaking, we choose to compute the amount aij of a conservation
feature i ∈ I in a planning unit j ∈ J by randomly drawing this value using a
Gaussian distribution.

aij ∼ N (mij , σ
2
ij)

The mean value mij of the Gaussian distribution only depends on the distance
dij to the closest (chosen or randomly drawn) Nepi epicentres associated to the
conservation feature i ∈ I. To be more precise, the mean value mij depends
on dαi

ij , where αi is a predefined parameter for each conservation feature i ∈ I.
The parameter αi controls the dispersion of the mean values relatively to the
epicentres.

mij = µi

[
1−

(
dij
dmax

)αi
]

The maximum mean value, i.e. the mean value at the epicentres, is a chosen
parameter µi for each conservation feature i ∈ I. If no epicentres are provided,
the mean value of the Gaussian distribution depends on the distance to the
locked-out planning units supposed to represent a shoreline. The standard
deviation σij of the Gaussian distribution is such as σij = σimij where σi
is a chosen parameter for each conservation feature i ∈ I. The code used to
generate data is available in open access5. The instance is characterised by the
rectangular grid size Nx and Ny and the number of conservation features Ncf .

C.2 Scenarios

We build several scenarios to have some order of magnitudes for the compu-
tation time of the algorithms proposed in this work. We show in Figure C1
the generated spatial distributions of two conservation features resulting from
the data generation procedure. An example of a presentation set is given in
Figure C2.

5https://github.com/AdrienBrunel/data generation

https://github.com/AdrienBrunel/data_generation
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(a) Spatial distribution of the mean
value mij when epicentres correspond
to the locked-out planning units. The
maximum mean value is 5.7.

(b) Random drawing from the Gaus-
sian distribution, where the mean values
are shown in Panel C1a. The dispersion
coefficient is αi = 0.75.

(c) Spatial distribution of the mean
value mij where 2 epicentres are ran-
domly drawn among planning units. The
maximum mean value is 2.9.

(d) Random drawing from the Gaus-
sian distribution where the mean values
are shown in Panel C1c. The dispersion
coefficient is αi = 0.78.

Fig. C1: Example of the generated spatial distribution for two different conservation
features in a 25 × 20 rectangular grid. The amounts of considered conservation feature are
shown with a yellow to red gradient. The corresponding numerical values are written in black
inside the planning units. Locked-out planning units are represented in grey. We chose σi = 0.20.
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(a) Alternative reserve solution found at
iteration 1 with Algorithm MaxDissimi-
larity.

(b) Alternative reserve solution found at
iteration 2 with Algorithm MaxDissimi-
larity.

(c) Alternative reserve solution found at
iteration 3 with Algorithm MaxDissimi-
larity.

(d) Alternative reserve solution found at
iteration 4 with Algorithm MaxDissimi-
larity.

Fig. C2: Presentation set computed with Algorithm MaxDissimilarity. The considered
scenario was made of 40 × 25 planning units and 5 conservation features. We chose an extra
cost budget of γ = 0.10. Relative targets for every conservation features were set to 25%. Green
planning units represents the alternative reserve solution. Planning units with a black border
indicates the initial optimal solution.
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