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Data-Driven Parameter Choice for Illumination
Artifact Correction of Digital Images

Hong-Phuong Dang, Myriam Vimond and Ségolen Geffray

Abstract—We propose a new procedure for image illumination
correction with data-driven parameter choice. This procedure
aims at estimating the reflectance image from a corrupted
version in which the corruption is due to pointwise multiplicative
illumination artifact. The log -illumination artefact consists of
“smooth” variations of the intensity which are modelled by a
function lying in a finite dimensional space. Then a γ-correction is
incorporated. The question of model selection is difficult to solve.
We propose an entropy minimization criterion for the selection
of both the approximating log -illumination space dimension and
the γ-coefficient, so that no parameter tuning is needed. Several
experiments are presented using this approach. A comparison to
other methods illustrates the relevance of this approach.

Index Terms—illumination artifact, polynomial regression,
semiparametric estimation, statistical image processing.

I. INTRODUCTION

Illumination artifacts arise in a variety of digital images
such as digital photography, digital microscopy or Magnetic
Resonance images. Illumination artifacts consist of “smooth”
variations in color/gray level intensity which are visible in
the acquired image but are not present in the original scene.
These artifacts can greatly degrade the accuracy of computer
vision algorithms such as segmentation or object detection
algorithms. The Retinex model [1] involves decomposing an
image into two components: the illumination and the re-
flectance, the latter being defined as the fraction of radiant light
which is reflected from a surface. The problem of illumination
correction can then be reformulated as the estimation of these
two components from a single observed image.

Many algorithms [2–6] aim at solving this ill-posed prob-
lem. A first group of algorithms uses a path-wise approach
to compare the color of the current pixel to that of a set of
pixels [7, and references therein]. A second group uses filtering
techniques, and includes two bilateral filtering Retinex [8],
homomorphic filtering [9] or multi-scale Retinex [10] (MSR).
A third group uses partial differential equations [11, 12]
based on the assumption that the illumination is relatively
small. A fourth group relies on variational procedures [13–
20] which introduce regularity priors on the reflectance and
illumination parts. Another group is based on intensity distri-
bution modeling such as the iterative method N4 [21] which
estimates the illumination bias and the reflectance. Most of
these procedures depend on tuning parameters the value of
which are difficult to choose and may vary from one input
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image to another. Automatic selection of model parameters is
a strategic challenge when a large set of images is to be treated,
and even remains an open problem for state-of-art methods.

In [22], to estimate the reflectance, the log -illumination
of a Retinex model is approximated by a “smooth” function
which is chosen from an appropriate finite sub-space. It has
been demonstrated that the illumination correction procedure
is consistent provided that the approximating log -illumination
space dimension is fixed in advance. Here, we consider an
extension of [22] that incorporates a Gamma-correction. The
main novelty consists of selecting both the approximating
log -illumination space dimension and the Gamma-correction
coefficient by minimizing the entropy of the estimated re-
flectance. The procedure is then entirely data-driven.

The paper is structured as follows. Section II describes
the model and the estimation procedure, then introduces the
criteria for selecting the hyperparameters. Section III illustrates
the relevance of the proposed method in comparison to Retinex
procedures on noiseless non-uniformly illuminated images.
The robustness to the presence of noise is also displayed there.
Section IV gathers conclusions and prospects.

II. PROPOSED METHOD

A. Semiparametric Regression Model

Let F be an image defined on the domain D = (0, 1)2.
According to Retinex literature, the image F can be mul-
tiplicatively decomposed in a pointwise manner into two
components,

F (x) = R(x)L(x), x ∈ D, (1)

where R represents the reflectance (signal of interest) which
is distorted by a luminance L. As [23], the log-luminance
` = logL is such that its gradient is the projection of the
gradient of the log-image f = logF onto a finite dimensional
subspace L of the space of square integrable functions on the
domain D = (0, 1)2, that is

` ∈ arg min
p∈L

∫
D
|∇f −∇p|22, (2)

where | · |2 is the euclidean norm in R2. Specifically, the
vector space L of dimension (M + 1) is composed of smooth
“low-frequency” functions such that we can extract a basis
Ψ = {ψm : m = 0, . . . ,M} where ψ0 ≡ 1 and where
the functions ψm and their gradients ∇ψm are continuous
functions on the closure D of D for any m = 1, . . . ,M . This
implies that ` consists of spatially smooth variations which
are not present in the reflectance R.
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Fig. 1: (a) is a Magnetic Resonance Image (MRIX, DICOM image sample sets). The other images are the estimated reflectance
from the input image with η the associated entropy. For pictures (b), (c) and (d), ` is modeled as a polynomial function of
degree (d1, d2) : (b) - (3,4), (c) - (5,6), (d) - (8,2) and no Gamma-Correction is done, i.e. γ = 0.0. For pictures (e), (f) and
(g), ` is modeled as a polynomial function of degree (5, 6) and the Gamma-Correction is done with the choice γ: (e) - 0.2,
(f) -0.5, (g) - 0.8. For picture (h), the model selection through entropy minimization yields (d̂1, d̂2) = (4, 7) and γ̂ = 0.5.

We set the identifiability condition presented in [22]:∫
D
L(x)dx = 1. (3)

The points for which the illumination L is greater than 1
correspond to an over-illuminated area, while the points for
which the illumination is less than 1 correspond to a darkened
area. When there is no illumination artefact, the function L is
identically equal to 1.

B. Estimation procedure
Consider that the data are a possibly noisy version of

{F (x), x ∈ D} with an independent and identically distributed
zero-mean additive noise. The problem of getting rid of
illumination artefacts can be reformulated as the estimation of
{R(x), x ∈ D} from the data without knowing the luminance
L(x). In this context, [22] proposes a reflectance estimator
(briefly summarized below) which is used here as a prelimi-
nary reflectance estimator, see [22] for more details.

a) Nonparametric estimation of ∇f : The first step con-
sists of estimating both F and ∇F using a nonparametric
procedure. Let us denote by F̂ and ∇̂F such an estimate of
F and ∇F respectively. Since ∇f = (∇F )/F , we set:

∇̂f(x) =
∇̂F (x)

F̂ (x)
, x ∈ D. (4)

b) Parametric estimation: The second step consists of
estimating the log -illumination ` using a least squares crite-
rion. Since ` ∈ L, we write ` as a linear combination of Ψ,

` =

M∑
m=0

λmψm. (5)

Since∇ψ0 ≡ 0, the parameter λ = (λm)m=1,...,M is estimated
by minimizing the least squares criterion:

λ→
∫
D

∣∣∣∣∣∇̂f(x)−
M∑
m=1

λm∇ψm(x)

∣∣∣∣∣
2

dx. (6)

In view of the identifiability constraint (3), the illumination is
estimated as

L̂(x) = exp(ˆ̀(x)) = exp

(
λ̂0 +

M∑
m=1

λ̂mψm(x)

)
, (7)

where exp(−λ̂0) =
∫
D exp

(∑M
m=1 λ̂mψm(x)

)
dx.

c) Preliminary reflectance estimator: We introduce our
uncorrected reflectance estimator as:

R̂(x) =
F̂ (x)

L̂(x)
, x ∈ D. (8)

d) Gamma-Correction: Rather than doing the Gamma-
correction as a pre-processing step on the input data [24], we
do as [25] and carry out the Gamma-correction with power
parameter γ ∈ [0, 1) on the estimated luminance and multiply
our preliminary reflectance estimator in a pointwise manner
by the Gamma-corrected estimated luminance. Our Gamma-
corrected reflectance estimator is finally given by:

R̂(x) =
F̂ (x)

L̂(x)1−γ
. (9)

C. Proposed criteria for model selection

Prior to the model selection step, a critical issue that remains
to be addressed is the choice of the function basis Ψ. It is
widely held that a specific set of functions, such as either the
trigonometric basis, or a spline basis or a wavelet basis, should
be considered depending on the problem at hand. A practical
disadvantage of the wavelet basis is that the basis cardinal
increases exponentially with the scale parameter. With our test
images, this would limit the scale exploration up to order 3,
which is very restrictive. On the other hand, the polynomial
basis provides satisfying results in our test images and its
dimension increases linearly with the polynomial degree. As
a consequence, in this paper, we focus our exploration on the
polynomial basis, that is

ψm(x) = xm1
1 xm2

2 , m = m1 + (d1 + 1)m2, (10)

where x = (x1, x2) ∈ D, m1 = 0, . . . d1, m2 = 0, . . . , d2,
and d = (d1, d2) is the degree of polynomial approximation
of the log-illumination.

a) Polynomial Approximation of the log -illumination:
Fig.1 (b), (c) and (d) show the respective estimations of
reflectance associated to three different choices of polynomial
degree. Comparing Fig.1 (c) to Fig.1 (b) and (d) stresses the
importance of finding an appropriate polynomial degree to
remove the illumination artefact. The choice of the polynomial
degree clearly influences the final result.

http://www.osirix-viewer.com/resources/dicom-image-library/
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(a) original (b) 20.44dB (c) 15.24dB (d) 19.25dB

(e) (f) (g) (h)

Fig. 2: The first row presents the input images and their
PSNR: (a) image without noise, (b) and (c) with a i.i.d. Gaus-
sian noise and (d) with speckle noise. The second row presents
the corresponding estimated reflectances: (e) R̂d̂=(6,5),γ̂=0,
(f) R̂d̂=(6,5),γ̂=0, (g) R̂d̂=(7,1),γ̂=0.2, (h) R̂d̂=(6,5),γ̂=0.

b) Gamma correction: Fig.1 (e), (f) and (g) display
estimated reflectances obtained with the same polynomial
degree, that is (5,6), but with different choices for the value
of γ. Fig.1 (f) gives a better visual result, with γ = 0.5. This
experiment shows that the proposed Gamma-correction with
an optimal γ value improves the results and avoids image
background segmentation as a pre-processing step, unlike [22].

c) Model Selection using Entropy: We use Shannon’s
entropy as an objective criterion to choose both the polynomial
degree d = (d1, d2) and the Gamma-correction coefficient γ
in a data-driven way. In the Retinex literature, information
minimization methods are based on the statement that an
illumination bias increases the entropy of the original image,
[see 5, and reference therein]. As a consequence, we expect
that the entropy of the estimated reflectance is minimal for
optimal (d, γ) that is such that the image is properly corrected.
We select (d, γ) using entropy minimization:

(d̂, γ̂) = arg min
(d,γ)

η(R̂d,γ) (11)

where η(I) is the Shannon’s entropy of an image I , and where
we write R̂d,γ instead of R̂ estimated with (d, γ), and L̂d,γ as
the associated luminance to highlight the dependance of the
estimated reflectance on (d, γ). In practice, the minimization
is done over a grid of (d, γ) values. In our experiments, we
explore γ ∈ {0, 0.2, 0.5, 0.8} and d ∈ {1, . . . , 9}2.

The first experiments of Fig.1 with different choices of the
polynomial degree yield the minimum entropy value with the
better visual result when (d1, d2) = (5, 6). Using the same
polynomial degree (5, 6), the second experiments of Fig.1
with different choices of Gamma-Correction coefficient yield
the minimum entropy value with the better visual result when
γ = 0.5. Fig.1 (h) shows the result of the proposed method
with entropy minimization as model selection criterion, that
yields (d̂1, d̂2) = (4, 7) and γ̂ = 0.5.

III. EXPERIMENTAL COMPARISONS

Noiseless images: The performance of the proposed method is
compared to recent methods of the literature: the N4 method
[21], MSR [10], JIEP [18], LIME [17], STAR [19], PIE
[15] and SRIE[16]. Some of these algorithms are originally

Ours STAR JIEP LIME MSR N4 PIE SRIE
SSIM 0.84 0.33 0.37 0.46 0.57 0.93 0.98 0.59
NIQE 3.32 8.85 4.07 3.92 3.23 3.32 3.54 3.66

GSMD 0.05 0.25 0.23 0.17 0.12 0.03 0.00 0.10

TABLE I: Average of the SSIM, NIQE and GMSD indexes
over a sample of 50 images, for more details see
https://hphuongdang.github.io/projects/2 project/.

implemented for color images, nevertheless their implemen-
tation is also suited to gray-level images. The procedures are
tested over 50 image collected from NASA image dataset1 and
[15–18, 22, 26–30]. All the algorithms are used with default
parameter values of their implementations.

Figure 3 illustrates that STAR and LIME enlighten the
reflectance and it seems that a residual illumination remains.
At the opposite, SRIE provides in general darker outputs
except for the mri image. JIEP completes the job, even if the
reflectance images are lighter. MSR outputs go to the gray.
Moreover a border effect may be observed due to the gaussian
kernel convolution. N4 and our procedure provide generally
similar results. Both are sensitive to the irregularity of the
images. This is illustrated by the presence of an halo in the
skyline of the camels outputs. We notice N4 doesn’t succeed
to remove illumination in few cases, for example see the N4
outputs of girl and room images which are nearly identical
to their input images. The outputs of PIE are almost identical
to the input images. This might be explained by the default
parameters of the algorithm which are calibrated for the V
channel within the Hue-Saturation-Value color space.

The methods are also compared using objective measure-
ments to evaluate their performances quantitatively. Table I
shows the average over 50 images of the Structural Simi-
larity index (SSIM) [31], the NIQE (Natural Image Quality
Evaluator) index [32], and the Gradient Magnitude Similarity
Deviation index (GMSD) [33].

When the full reference SSIM index is close to 1, this
indicates a local similarity in mean and variance of input
and output intensities. Given the brightness of the outputs of
STAR, JIEP, LIME, MSR or the darkness of SRIE in general,
it is not surprising that the average SSIM index is low for
these methods. The PIE outputs being quite identical to the
input images, the associated average SSIM is logically closed
to 1. N4 and our method provide average SSIM index closer
to 1 than any other methods, except the inoperative PIE. It is
sensible to observe SSIM values less than 1 since the images
are actually modified for illumination correction.

The No-Reference NIQE index compares the image at hand
to a default model computed from images of natural scenes.
A smaller score indicates better perceptual quality.

GMSD index measures the distortion of the gradient mag-
nitude between the original image and the output. PIE that
doesn’t change much the input image logically has a 0.00
GMSD. On the other hand, even if an illumination bias is
actually corrected by our method, and N4 in most cases, the
GMSD is nearly 0, illustrating that the application of either

1https://dragon.larc.nasa.gov/retinex/pao/news/

https://hphuongdang.github.io/projects/2_project/
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Input Proposed STAR JIEP LIME MSR N4 PIE SRIE

Fig. 3: Comparison of different reflectance recovery methods on a sample of images named from top to bottom as sem1,
sem2, mri, camels, landscapea, girl, room, plant, outdoor, sailboat, street, test.
a Faded version of Hawkes Bay NZ.jpg, originally by Phillip Capper, modified by User:Konstable.

our method or N4 does not alter the image content. The other
methods suffer from gradient distortion.

Noisy images: The results of Fig.2 illustrate that our procedure
is robust to noise. A key point of our method is to inject in (4)
an estimate of ∇̂F which is robust to noise. We use here the
local polynomial estimate, which is a suboptimal denoising
method. Interestingly, even if the treated image is still noisy,
its illumination is effectively made uniform.

IV. CONCLUSION

The proposed procedure gets rid of illumination bias on
our test images in an effective manner. It is entirely data-
driven and robust to noise. Interestingly, thanks the the γ-
correction step, black background images no longer require
background segmentation as a pre-treatment, contrarily to [22].
In a reproducible research effort, the R and Python codes are
made available.
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