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The Cellular Automaton-Finite Element (CAFE) method is used to simulate grain structure evolution during gas 
tungsten arc welding of 316 L steel plates. The experimental configuration is designed for in-situ observations of 
the melt pool and liquid flow. It is complemented by electron back scattered diffraction analyses to reveal the 
texture resulting from melting and solidification. Simple configurations are used to facilitate comparisons with 
simulations, that consider no addition of metal (remelting process) and constant power for two welding speeds. 
It is found that the melt pool shape can be very well retrieved for the two welding speeds providing that the 
relation between the dendrite tip growth velocity and the undercooling is adjusted. As a result, the computed grain 
structure reaches good agreement with measurements in terms of morphology, orientation and texture. A standard 
growth kinetics model underestimates the melt pool shape and results in large deviation of the simulated grain 
structure with measurements. The plate subsidence after processing reaches a maximum deflection at the center 
of the weld seam. It is also measured and compared to the simulations that include free metal/gas boundaries, 
showing satisfying results despite a weaker calculated fluid flow. Finally, the chaining and coupling schemes 
of the CAFE model are both studied in order to quantitatively evaluate their roles on the predicted melt pool 
shape and grain structure. The coupling scheme reveals better coherency between macroscopic results and grain 
structure simulation. 

1. Introduction 
Fusion welding processes applied to metallic alloys aim at joining 

pieces of dissimilar types, natures, or properties to develop an assem- 
bled part with enhanced functionalities, also ensuring material continu- 
ity. These processes have been largely improved by industries to pro- 
pose joining solutions for high thickness pieces, complex geometries, 
or innovative alloys [1] . However, during the solidification stage, sev- 
eral types of defects may develop such as porosity, crack, or segrega- 
tion [2] . These defects decrease the end-use properties and quality of 
the welded parts also considering the loss of time and the cost required 
for their detections and the necessary repair work in an industrial con- 
text. Likewise, the use of improved heat sources increasing productiv- 
ity is also limited by these defects. Among the latter, hot cracking is 
one of the most observed defects in fusion welding processes. It oc- 
curs inside the solidifying mushy region where solid is sufficiently de- 
veloped to build up stresses causing a crack that cannot be healed by 
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the flow of liquid metal [2] . Hot cracking prevents the use of materi- 
als with a large solidification interval [3] as well as the use of more 
efficient process conditions leading to stress increase [4] . But it is also 
influenced by the morphology of the grain structure: a fine microstruc- 
ture decreases the sensitivity to hot cracking by local redistribution of 
the deformation, the slips at grain boundaries being better absorbed 
[5] . Similarly, the disorientation angle at grain boundaries also influ- 
ences hot cracking sensitivity [ 2 , 6 ]. It is worth noticing that ultra- 
sonic Non-Destructive Testing (NDT) is currently used to detect, localize, 
and estimate welding defects [7] with large dependence of ultrasound 
propagation to the microstructure [8] . Thus, the development of a re- 
liable model to predict grain structure formed in fusion welding pro- 
cesses aims at improving our understanding for the occurrence of de- 
fects during solidification as well as the performances of NDT software 
that could then rely on the spatial distribution of crystal orientations in 
three dimensions, hence proposing a more efficient solution to defect 
detection. 



The CAFE model couples the Cellular Automaton (CA) method with 
the Finite Element (FE) method to predict the development of den- 
dritic grain structures in solidification processing [ 9 , 10 ]. While appli- 
cations were initially dedicated to investment casting [11–13] , first ex- 
amples for welding and continuous casting were very soon demonstrated 
[ 11 , 13 ]. Chen et al. [ 14 , 15 ] added coupling with a level set (LS) formu- 
lation to follow the evolving metal/gas boundary during Gas Metal Arc 
Welding (GMAW) while computing the as-built grain structure result- 
ing from several passes to fill in a chamfer. Similar welding simulations 
were proposed, using more or less sophisticated description of heat and 
mass transfer [16–19] . However, only comparisons of the grain mor- 
phology with experimental observations were illustrated and little val- 
idation with texture formation, melt pool shape and temperature and 
fluid velocity fields were conducted. 

The CA methodology is nowadays increasingly used for additive 
manufacturing processes [20–24] . More efforts are being made for com- 
parison with Electron Back Scattered Diffraction (EBSD) maps that re- 
veal the texture resulting from the layer-by-layer construction of parts 
for various scanning strategies of the heat source. A simple chaining is 
then used, with the computed temperature field serving as an input to 
the prediction of the grain structure by the CA method. While this is 
certainly the simplest way to link grain structure to heat flow, no study 
is available to evaluate the effect of this approximation. Indeed, the heat 
flow itself is the result of an estimated solidification path that depends 
on the development of the grain structure. This coupling scheme has 
neither been accounted for in the context of welding processes nor for 
additive manufacturing processes. 

The confrontation of CA grain structures with measurements were 
conducted based on average behaviors, typically considering average 
grain size and texture [25] . Recently, more in-depth studies have been 
carried out by considering large Phase Field (PF) simulations of direc- 
tionally solidified dendritic microstructures for given bi-crystal configu- 
rations, temperature gradient and isotherm velocity. Although only two- 
dimensional, these PF simulations required a massively parallel compu- 
tational architecture using graphics processing units. The orientation of 
the grain boundary (GB) could then be compared with CA predictions 
[ 26 , 27 ]. Results show that the CA algorithm is capable of predicting a 
meaningful grain orientation in most situation considering an adjust- 
ment of the cell size with some dendritic length scales characterized at 
the grain boundary. For a convergent GB, i.e. when the closest primary 
dendrites of the two grains forming the GB converge towards each other, 
the GB orientation is simply given by the orientation of the best aligned 
primary dendrite. This is well retrieved by CA simulations considering a 
cell size of the order or greater than the distance between the stationary 
primary dendrite tips of the two grains at the GB [26] . For a diverg- 
ing GB, when the closest primary dendrites forming the GB diverge, the 
liquid region at the GB is filled by secondary and tertiary branches. It 
was found that the active secondary dendrite arm spacing at the time 
of creation of the new tertiary dendrite arm that will finally become a 
stable primary dendrite is the relevant length scale to use in CA simu- 
lations [ 10 , 27 ]. The latter active secondary dendrite arm spacing gives 
values larger than the distance defined for a converging GB by the first 
criterion, so that it satisfies the two criteria. 

In the present article, we propose an advanced thermo-hydraulic 
model dedicated to welding simulation associated to grain structure 
prediction using the CAFE method. Analyses are developed for the Gas 
Tungsten Arc Welding (GTAW) process applied to the 316 L steel grade 
without addition of metal. The macroscopic comparison of melt pool 
shape, fluid flow velocity and weld bead shape after solidification are 
made possible by the development of a test bench dedicated to welding 
observations [28] . Comparisons of simulated grain structures are carried 
out with EBSD maps on large surfaces of specific samples. The chaining 
and coupling schemes of the CAFE model are both applied in order to 
quantitatively evaluate their impact on the predicted grain structures. 

Table 1 
Welding parameters. 

Parameter Value Unit 
! 1 ! 2 

Welding voltage, " 8 . 76 8 . 67 V 
Current intensity, # 81 . 3 81 . 5 A 
Efficiency, $ 0 . 65 0 . 6 − 
Welding speed 3 . 3 4 . 3 mm s −1 
Welding length 100 mm 
Start point of welding ( %, & , ' ) = ( 20 , 0 , 1 . 5 ) mm 

The material and the experimental setup are first presented, followed 
by the model description and the simulation results. At last, the influ- 
ence of the different modeling approaches is discussed. 
2. Experimental and material 
2.1. Experimental set-up 

The experimental device designed to carry out full penetration weld- 
ing on sheet-metal plates is available in reference [28] . The device has 
a static heat input in the laboratory reference frame in order to ease 
the observation. It is composed of a GTAW station with arc voltage 
and welding current measurement systems. A mobile support is used 
with controlled motion speed. It is made of an open rectangular metal- 
lic stand with dimensions 150 × 75 × 1 . 5 mm closed at its top by the 
sheet-metal plate that serves as sample coupon and at its bottom by a 
glass plate. The volume encompassed between these elements creates 
a gas chamber continuously filled with argon for protection from air 
oxidation of the lower side of the weld pool. Similarly, an argon flow 
rate of 15 L/min is applied during processing through the static welding 
torch in order to protect the upper side of the weld pool ( Fig. 1 (b)). A 
static camera (Mako model from Allied Vision Technologies), labelled 
AVT Camera in Fig. 1 (a), offers a global view of the weld pool from its 
lower side through the glass plate at 300 frames per second. The region 
of interest is illuminated by a 15 W laser diode that is fixed at the lower 
side of the metal plate. Thanks to the differences of reflection between 
solid and liquid parts, liquid zones can be identified, and it is possible to 
measure the size and shape of the melt pool and to estimate fluid flow by 
following the trajectories of floating particles at the molten metal/gas 
interface. Welding is carried out along the % direction by moving the 
mobile support in the opposite direction at velocity ! . The vertical direc- 
tion through the thickness of the metal plate is ' so the complementary 
transverse direction of the reference frame is & as presented in Fig. 1 . 
The origin of the system, labelled (, is chosen at the center of the lower 
surface of the plate. 

The arc is initiated by lift-arc in a motionless configuration at the 
beginning of the experiment and the support begins to move 0.4 s af- 
ter. The sample coupon dimensions are 150 × 75 × 1 . 5 mm . Values of 
welding parameters are chosen to obtain fully penetrated weld pool; 
they are given in Table 1 . Two welding speeds are investigated, referred 
to as ! 1 = 3 . 3 mm s −1 and ! 2 = 4 . 3 mm s −1 . By modulating the welding 
speed, we expect variations of the weld pool dimensions and the shape 
of the solidification interface by the change of heat transfer and fluid 
flows motions. It is worth noting that the welding parameters, i.e. the 
welding voltage and the current intensity, are maintained constant for 
the two reported experimental configurations so as to ease comparisons. 
The total welding length is 100 mm . This was found sufficient to reach a 
steady regime for the melt pool shape over a sufficiently large distance, 
i.e. an established and fixed melt pool shape in the reference associ- 
ated to the camera. The measures are carried out during the last 35 mm 
excluding the arc extinction stage. 



Fig. 1. Experimental setup with (a) schematics of the various devices including diagnostics apparatus and metal plate sample and (b) picture of the GTAW torch 
and stand of the sample. 

Table 2 
Chemical composition of 316 L steel (according to EN10088–4 [29] ). 

Fe C Cr Mn Mo Ni P S Si N Co Unit 
balanced 0 . 016 16 . 765 1 . 383 2 . 044 10 . 070 0 . 031 0 . 001 0 . 389 0 . 041 0 . 187 wt% 

Fig. 2. Temperature evolution of (a) the volume fraction of the phases involved during solidification, ) * with * = { +, ,, -} , corresponding to liquid, +, ferrite, ,, and 
austenite, -, and (b) their volumetric enthalpy, .* ℎ * [34] . 
2.2. Material 

The 316L stainless steel is used, with chemical composition re- 
ported in Table 2 . Fig. 2 (a) describes the transformation path com- 
puted with the TCFE9 thermodynamic database [30] assuming partial 
equilibrium during solidification [31] with activation of the peritec- 
tic reaction where liquid, +, and ferrite, ,, transform into austenite, -. 
It shows the evolution with temperature, 0 , of the volume fraction of 
phases, ) * with * = { +, ,, -} . Upon cooling, solidification starts at the 
liquidus temperature, 0 1 = 1452 ◦C , and ends at the solidus temperature, 
0 2 = 1301 ◦C . The latter value is chosen for a remaining fraction of liq- 
uid lower than 1%. No other thermodynamic phases have been consid- 
ered in the simulation. The remaining fraction of ferrite is ) , = 13% . 
The choice of the partial equilibrium solidification path is motivated by 
experimental observations showing that austenite is dominant at room 
temperature after completion of solidification [ 32 , 33 ]. Yet a full equi- 
librium lever rule transformation path predicts that ferrite is the dom- 
inant phase at room temperature as austenite resulting from the peri- 

tectic reaction retransforms into ferrite at low temperature, reaction be- 
ing prevented by the high cooling inherent to the present welding pro- 
cess. At the same time, a Gulliver-Scheil approximation cannot predict 
the peritectic transformation [31] . So, the partial equilibrium solidifica- 
tion path with peritectic transformation seems the more reasonable ap- 
proximation. Tabulations of the volumetric enthalpies are also extracted 
at the corresponding temperature and phase composition by multiply- 
ing the density, .* , by the enthalpy per unit mass, ℎ * , for all phases 
* = { +, ,, -} using the PhysalurgY library [34] . Besides, the thermal 
conductivity ⟨3⟩* for all phases * = { +, ,, -} is expressed by the rela- 
tionship ⟨3⟩* = 0 . 0143 0 + 13 . 803 W m −1 K −1 for 0 within the interval 
[ 20 , 1400 ] ◦C [35] . 
2.3. In-situ observations and characterizations 

Characterizations are first conducted by analyses of the in-situ video 
recording of the melt pool by the camera. More than two thousand 
frames per experiment are analyzed in order to extract the evolution 



Fig. 3. Surface melt pool as recorded by video imaging 
at the bottom surface of the samples for welding speed 
(a) ! 1 and (b) ! 2 (see Table 1 ). Scales in mm [28] . 

of weld pool geometry. Little variations in shape can be noted, probably 
due to fluctuations of heat and fluid flow, expressing the dynamics of 
the weld pool. Based on these data, it is possible to define an average 
weld pool contour during this quasi-steady state. 

Fig. 3 presents the steady shape of the melt pool at established weld- 
ing regimes for speeds ! 1 and ! 2 as observed on the bottom surface of the 
plate. The contrast and the reflection of the light is sufficient to clearly 
distinguish between the surface of the molten metal, with a smooth dis- 
tribution of gray levels, and the solid-containing regions where modu- 
lations of gray color appear due to surface roughness. The contour of 
the molten pool can thus be highlighted in yellow in Fig. 3 . A typical 
teardrop shape is observed, with smaller dimensions as welding speed 
increases while maintaining constant voltage and current (see Table 1 ). 
The liquid metal velocity is also evaluated thanks to visible moving 
particles at the surface of the melt pool. The particles trajectories are 
obtained by the PTV method [36] . The direction of liquid circulation 
can be evaluated and the velocities of the particles are obtained by the 
time derivative of their positions. The PTV method reveals a fluid flow 
from the center towards the border of the melt pool, typical of surface 
tension driven convection with a negative Marangoni coefficient. More 
details on the experimental setup, in-situ diagnostics techniques and ex- 
ploitation methodologies are available in reference [28] . postmortem 
metallography is also achieved in transverse cross sections of the weld 
bead. This gives access to the weld bead profile and measurement of its 
vertical deflection, due to the effect of gravity while the metal is in the 
liquid state. Consequently, polishing is required in order to prepare the 
samples for EBSD measurements conducted in %& planes along the top 
surface of the plate. Beside the texture of the grain structure produced 
upon solidification, EBSD gives access to the initial grain structure in 
base metal. This includes both the texture and the density the latter 
being estimated to 6 . 4 ⋅ 10 13 grains per cubic meter. 

3. Modeling 
The present model is first based on FE solutions for heat and mass 

transfer within a composite domain Ω made of metal ( 4) plus gas 
( 5) subdomains, respectively Ω4 and Ω5 , with metal/gas boundary 1 
6 Ω4∕ 5 . The metal is composed of the liquid and solid phases of 316 L 
alloy, as listed above. The CA method is also used for the description 
of the grain structure, i.e. its initial state prior to welding, its melting 
due to heating by the torch and its solidification after the torch has 
moved away. The mass, energy and momentum conservation equations 
are solved simultaneously on the composite domain described by a FE 
mesh. The initial configuration is a three-dimensional rectangular metal- 
lic subdomain of thickness representing the full metal plate sandwiched 
by two disconnected layers composing the gas subdomain. A LS method 
is used to compute the evolution of the top and bottom metal bound- 
aries with the gas, hence the resulting deflection of the weld bead due to 
melting and solidification. The fields computed on the adapted FE mesh 
are projected on a fixed and coarser mesh, hereafter referred to as CA 
mesh. The latter is used to build a regular lattice of cubic cells, referred 
to as CA grid. Section 3.4 explains the reasons for such a multiple mesh 
and grid strategy and a detailed description with illustrations is given 
by Chen et al. [ 14 , 15 ]. 

In the simulation, the heat source is moved from coordinates % = 
20 mm to % = 69 . 5 mm , i.e. over a 50 mm length, and at mid-width of 
the plate ( & = 0 mm ) at a constant velocity. Note that this differs from 
the experimental configuration in which the heat source is fixed and 

1 The word « boundary » is preferred to the word « interface » as the separation 
between the metal and the gas can be the result of several combined interfaces 
(e.g., liquid metal – gas plus solid metal – gas in the solidification interval, with 
solid made of several phases as shown in Fig. 2 ). 



Fig. 4. Cross section through the simulation domain 
normal to the initially planar sheet plate revealing 
the LS function * defining (green horizontal lines) the 
boundary 6 Ω4∕ 5 between the metal subdomain, Ω4 , 
and the gas subdomain, Ω5 , by iso-value * = 0 , capped 
to the maximum value * = 1 mm in the gas subdomain. 

the sample moves, yet being fully equivalent. The heat source is located 
above the upper surface of the plate, ' > 1 . 5 mm . 
3.1. Metal/gas boundary 

The LS function * represents the signed distance between any given 
point of the simulation domain and the metal/gas boundary. As illus- 
trated in Fig. 4 , the region * < 0 (resp. * > 0 ) is associated with the 
metal (resp. gas) subdomain. Initially planar, the metal domain is 1 . 5 mm 
thick and the surrounding air layers are 3 mm thick, explaining the total 
7 . 5 mm scale of the simulation domain in Fig. 4 . The figure also reveals 
that the function * is confined within limits [ −0 . 75 , 1 ] mm . This opti- 
mization reduces the computing time of the distance function while not 
modifying the description of the boundary and its evolution. 

Consequently, the top and bottom boundaries of the metal subdo- 
main are located by the iso-value * = 0 mm at any time during the sim- 
ulation. The smoothed Heaviside function  4 ( * ) is defined to contin- 
uously evolve over a distance 2 7 , from 1 in the metal subdomain, for 
* < − 7 , to 0 in the gas subdomain, for * > + 7 , so that 7 represents the 
half- thickness of the transition zone between subdomains: 
 4 ( * ) = ⎧ ⎪ ⎨ 

⎪ ⎩ 
1 if * < − 7 
0 if * > + 7 
1 
2 (1 + * 7 + 1 8 sin ( 8* 

7 )) if |* | ≤ + 7 (1) 
Hence,  4 and  5 = 1 −  4 are the presence functions in the 

metal and gas subdomains, respectively, with * -dependency dropped 
for simplicity. One can then directly generalize a property 9 at any point 
of the simulation domain by the arithmetic mean ̂ 9 : 
9̂ =  4 94 +  5 95 (2) 

where 94 and 95 denote the properties respectively in the metal and 
gas subdomains. The transition zone between subdomains is a layer sur- 
rounding the iso-value * = 0 mm defined in the interval * ∈ [ − 7, + 7 ] . 
Thus, 7 is a parameter that needs to be chosen very small compared 
with the characteristic dimensions of the subdomains. The use of the 
smoothed Heaviside function avoids an abrupt change of the properties 
through the subdomain boundaries and facilitates the numerical solu- 
tion of the conservation equations solved as a monolithic system in the 
whole simulation domain. 

Forces act on the metal/gas boundary defined by the iso-value * = 
0 mm , contributing to its spatial and temporal evolution. However, it is 
not convenient to impose a condition on the surface 6 Ω4∕ 5 defined by 
* = 0 . Instead, Brackbill et al. [37] introduced the Continuum Surface 
Force (CSF) method to transform any surface load, defined by a surface 
force ; , into a volume force loading: 
∫

6 Ω4∕ 5 ; < 2 = ∫
Ω
; = < ! (3) 

where = is the derivative of the Heaviside function  4 with respect to 
the LS function * and Ω = Ω4 ∪ Ω5 is the whole simulation domain. 
According to equation (1) , = is thus a smoothed Dirac function with zero 
value outside the transition zone [ − 7, + 7 ] and it takes the expression 
( 1 + cos ( 8* ∕ 7 ) )∕( 2 8) in the transition zone. The equivalent volumetric 
contribution ; = added to the whole simulation domain Ω thus only 
acts around the boundary 6 Ω4∕ 5 to impose the nominal surface force 
; . The CSF method can be applied for both scalar and vector fields to 
introduce boundary conditions as source terms in the FE method. 

In a time-stepping loop, the level set function is updated to model the 
movement of the metal/gas boundary due to fluid flow. The evolution 
of the distance function is computed by solving the transport equation: 
6* 
6> + ⟨̂! ! ⟩ ⋅ ∇ * = 0 (4) 
⟨̂! " ⟩ =  4 ) + ⟨! ⟩+ +  5 ⟨! ⟩A (5) 
where > is the time and ⟨̂! " ⟩ is the average fluid velocity defined over 
the whole domain using equations (1) and (2) , i.e. averaged over both 
the liquid, +, of the metal subdomain, 4 , and the air phase, A , of the gas 
subdomain, 5. In equation (5) , ) + is the volume fraction of liquid and 
⟨! ⟩+ and ⟨! ⟩A are the velocities of the liquid and gas phases, respectively. 
The average fluid velocity is determined by solving the mass and mo- 
mentum conservation equations as presented in section 3.3 . However, 
because such transport does not preserve the Eikonal property (unitary 
gradient vector) of the level set function, Shakoor et al. [38] developed 
a reinitialization method based on the geometrical computation of the 
distance function between each FE node and the transported zero level 
set boundary. This direct reconstruction of * is performed after each 
transportation step of the level set function. 
3.2. Energy conservation 

The standard volume averaging method [39–41] is applied to the 
conservation of energy over the metallic subdomain as it is composed of 
the several thermodynamic phases shown in Fig. 2 . This is not needed for 
the gas subdomain as it is made of a single argon gas phase, A , so 5 ≡ A 
and its volume fraction in the gas subdomain is simply ) A = 1 . The fluids, 
; , made of the liquid metal plus the gas, are the only moving phases. In 
other words, the solid metallic phases, , and -, are both assumed fixed. 
Further assuming that the fluids are incompressible, the average energy 
conservation equation becomes: 
6 ̂⟨.ℎ ⟩
6> + ⟨̂! ! ⟩ ⋅ ∇ ̂⟨.ℎ ⟩; = ∇ ⋅ (⟨̂3⟩∇ 0 ) + Ḋ (6) 

with: 
⟨̂.ℎ ⟩ =  4 () + ⟨.⟩+ ⟨ℎ ⟩+ + ) ,⟨.⟩,⟨ℎ ⟩, + ) -⟨.⟩- ⟨ℎ ⟩-) +  5 ⟨.⟩A ⟨ℎ ⟩A (7) 



Fig. 5. Definitions of the heat source distribution in plasma arc welding. 
⟨̂.ℎ ⟩; =  4 ⟨.⟩+ ⟨ℎ ⟩+ +  5 ⟨.⟩A ⟨ℎ ⟩A (8) 
⟨̂3⟩ =  4 () + ⟨3⟩+ + ) ,⟨3⟩, + ) -⟨3⟩-) +  5 ⟨3⟩A (9) 
where ⟨̂.ℎ ⟩ is the average volumetric enthalpy over all subdomains 
and phases according to Eq. (7) , i.e. introducing the average volumet- 
ric enthalpy of the metal subdomain ⟨.ℎ ⟩4 = ) + ⟨.⟩+ ⟨ℎ ⟩+ + ) ,⟨.⟩,⟨ℎ ⟩, + 
) -⟨.⟩- ⟨ℎ ⟩- and of the gas subdomain ⟨.ℎ ⟩5 = ⟨.⟩A ⟨ℎ ⟩A , where ) * , ⟨.⟩* 
and ⟨ℎ ⟩* are the volume fraction, density and mass enthalpy of phase * 
( * = { +, ,, - , A } ), respectively. The same principle applies for the av- 
erage thermal conductivity in the metal subdomain, ⟨3⟩4 = ) + ⟨3⟩+ + 
) ,⟨3⟩, + ) -⟨3⟩- and in the gas subdomain, ⟨3⟩5 = ⟨3⟩A where ⟨3⟩* is the 
thermal conductivity of phase * ( * = { +, ,, - , A } ), respectively. Only the 
energy over the liquid metal and the argon gas, ⟨̂.ℎ ⟩; , is transported at 
velocity ⟨̂! " ⟩, equation(5). 

In this work, an adiabatic boundary condition is applied at the limits 
of the quadrangular simulation domain encompassing the metal plate 
sandwiched by the top and bottom gas layers. The volumetric heat 
source in the right-hand-side of Eq. (6) , Ḋ , represents the arc plasma 
heating the workpiece. It is described by a Gaussian angular heat source 
as initially proposed by Desmaison [42] and exploited by Chen [ 14 , 15 ]: 
Ḋ = = 3 Ḋ Plas ma 

E F 2 8 < 2 ( 1 − cos G) exp 
( 
−3 ( 

H
G

) 2 ) 
cos I (10) 

with Ḋ F +AJKA the effective power of the plasma arc of aperture angle 
G as defined in Fig. 5 . Eq. (10) is valid for any point L located at the 
upper surface of the metal/gas boundary. This point is defined by its 
half-angle, H, between 2L and the heat source direction (dashed line), 
necessarily smaller than G, its distance < from the origin of the heat 
source, 2, and the angle I between 2L and the local normal # = ∇ * (as 
‖∇ * ‖ = 1 ) of the metal/gas boundary. The normalization factor E F is 
introduced to ensure that the requested effective power is well retrieved 
by an energy balance: 
E F = 0 . 95 + 0 . 0347 G2 . (11) 

Details on the numerical implementations of the FE energy solver 
using tabulated properties and solidification paths are given in reference 
[43] . 
3.3. Fluid mechanics 

The fluid flow evolutions in the liquid domain are limited in the melt 
pool and in the mushy zone. Fluid dynamics equations are established by 

Table 3 
Properties used for the simulations for the 316 L steel grade and the argon 
gas. 

Property Variable Value Unit 
Marangoni coefficient 6 -J ∕ 60 −8 ⋅ 10 −4 N m −1 K −1 
Surface tension [47] -J 1.943 N m −1 
Metal density .* , * = { +, ,, -} 7800 kg m −3 
Gas density .A 1.3 kg m −3 
Liquid metal dynamic viscosity M+ 5 ⋅ 10 −2 Pa s 
Solid metal dynamic viscosity M* , * = { ,, -} 1000 Pa s 
Gas dynamic viscosity MA 5 ⋅ 10 −3 Pa s 
Gas thermal conductivity ⟨3⟩A 1 W m −1 K −1 

the mass and momentum conservation equations (Navier-Stokes) [44] : 
⎧ 
⎪ 
⎨ 
⎪ ⎩ 
∇ ⋅ ⟨̂! " ⟩ = 0 
.̂; ( 

6 ̂⟨! " ⟩
6> + 1 

) ; ∇ ⋅ (⟨̂! " ⟩ × ⟨̂! " ⟩)) 
= ∇ ⋅ ⟨= $; ⟩ + ̂.% + " " (12) 

The stress tensor is ⟨σ; ⟩ = 2 ̂M⟨7̇ ; ⟩ − ⟨O ; ⟩I , ⟨7̇ ; ⟩ = (1∕2)(∇ ⋅ ⟨̂! " ⟩ + 
(∇ ⋅ ⟨̂! " ⟩) 0 ) , ⟨O ; ⟩ = ) ; O . O is the pressure, ) ; is the fluid fraction defined 
as an arithmetic mixing between liquid metal and argon gas Eq. (13) ), 
M̂ and .̂; present the average viscosity and density over all fluid subdo- 
mains (liquid metal and argon gas) according to Eq. (14) , ( (15) respec- 
tively. And ̂.% expresses the gravity applied to the fluid as presented by 
Eq. (16) . 
) ; =  4 ) + +  5 ) A =  4 ) + +  5 . (13) 
M̂ =  4 ⟨M⟩4 +  5 MA (14) 
.̂; =  4 ⟨.⟩+ +  5 ⟨.⟩A (15) 
.̂% =  4 ) + ⟨.⟩+ % +  5 ⟨.⟩A % (16) 

" " denotes the surface force applied to the metal/gas boundary. In 
the GTAW process, the surface force is associated with surface tension 
" & ' and the Marangoni force " ( 

' . The recoil pressure is neglected in 
GTAW process, due to the low power density compared with laser weld- 
ing or additive manufacturing [45] . 
" ' = " & ' + " ( 

' (17) 
⎧ 
⎪ 
⎨ 
⎪ ⎩ 
" & ' = =-J 3> # 
" ( 

' = =∇ J -J = = 6-J 
60 ∇ J 0 (18) 

-J is the liquid-gas surface tension, 3> = −∇ ⋅ # is the total curvature 
with # the unit normal vector pointing out of liquid: # = ∇ * ( ‖∇ * ‖ = 1 ) . 
∇ J denotes the surface gradient operator. Accordingly, ∇ J 0 is the com- 
ponent of the temperature gradient which is tangent to the bound- 
ary: ∇ J 0 = ∇ 0 − ( ∇ 0 ⋅ # ) # . The surface tension -J is assumed to depend 
only on temperature, so that ∇ J -J is simply the product of the tangen- 
tial temperature gradient by the Marangoni coefficient 6 -J ∕ 6 0 , which 
is seen as a characteristic property of the liquid metal. Thus, the sign 
of 6 -J ∕ 60 directly influences the direction of the convection flow along 
the liquid metal boundary, and thereafter in the whole liquid domain. 
Consequently, the temperature distribution and the shape of the melt 
pool are mainly associated with the Marangoni force distribution [46] . 

Other 316 L steel grade properties used in the simulations are listed 
in Table 3 . It should be noted that the Navier-Stokes equations, Eq. (12) , 
are solved on the whole domain, that is for gas, liquid and solid metal. 
Having in mind that the main objective of the mechanical resolution 
is to predict fluid flow in the melt pool, this justifies i) the use of a 



Table 4 
Dendrite tip kinetics law. 
E 1 P ⟨100 ⟩1 = 1 . 8 ⋅ 1 0 −6 ΔT 2 . 7 mm s −1 
E 2 P ⟨100 ⟩2 = 1 . 01 ⋅ 1 0 −3 ΔT 3 . 26 +1 . 32 ⋅ 1 0 −6 ΔT 5 . 19 mm s −1 

Newtonian behavior (and Navier-Stokes equations) in the solid, as the 
objective is not to address the plastic deformation of the solid metal, 
and ii) the use of viscosity values that will be the nominal one in the 
liquid metal, but that could be arbitrarily adjusted in the gas and the 
solid. Those arbitrary values should comply with two constraints: the 
solution velocities in the solid should be small enough, compared to the 
liquid velocities, and the global viscosity range should be as small as 
possible, in order to allow a rapid convergence of the iterative solvers 
in charge of the resolution of the linear sets of equations. Therefore, 
as indicated in Table 3 , the viscosities of solid phases are identically 
chosen equal to 1000 Pa s, while the gas viscosity is chosen 10 times 
smaller than the liquid viscosity, as the present model does not aim at 
a quantitative prediction of gas flow. Finally, Eq. (14) is used to model 
the viscosity change within the metal/gas interfacial region, while the 
viscosity change between solid and liquid is modelled by the following 
logarithmic mixing rule: ⟨M⟩4 = ( M+ ) ) + Q,;R ( M,) ) ,Q,;R ( M- ) ) -Q,;R . Taking the 
same dynamic viscosity value for both solid phases, MJ = M, = M- , one 
can rewrite ⟨M⟩4 = ( M+ ) ) + Q,;R ( MJ ) ( 1− ) + Q,;R ) . 
3.4. Grain structure 

The CA method is used to model the grain structure. The principle is 
well documented in the literature and is only briefly explained hereafter 
following the work by Chen et al. applied to welding processes [ 14 , 15 ]. 
The CA grid is made of a regular lattice of cubic cells distributed over a 
finite element mesh, hereinafter referred to as the CA mesh. Neither the 
CA grid not the CA mesh evolve during the simulation so the position 
of a CA cell is uniquely defined within the CA mesh. The CA mesh is 
encompassed within a larger simulation domain used to solve the equa- 
tions previously introduced. The latter simulation domain is referred to 
as FE mesh. It dynamically evolves during the simulation to track the 
metal/gas boundary and to adapt to the changes of temperature gra- 
dient and heat source position. Quantities computed onto the FE mesh 
(e.g., the level set function, * , the temperature, 0 , the velocity of the 
fluid, ⟨̂! ! ⟩, …) can be transported onto the CA mesh and then further 
interpolated at the center of the CA cells. This was found much more ef- 
ficient than recomputing the CA cell position within the FE mesh. Each 
cell is attributed a state index: gas or metal according to the sign of 
the level set function, but also liquid, part of the growing mushy zone 
or fully developed mushy zone and/or solid. When not gas nor liquid, a 
cell is an elementary brick of a single grain defined by a crystallographic 
orientation, i.e., the three Euler angles ( * 1 , S, * 2 ) in the Bunge conven- 
tion. Rules define the evolution of the state index as a function of the 
neighboring cells state index and interpolated quantities at the CA cells 
deduced from the FE solutions. Melting and growth are thus modeled. 
For melting, a cell that was part of the metal with a temperature higher 
than the liquidus temperature is simply switched to the corresponding 
liquid state index. For growth, a dedicated algorithm is applied to the 
cells that are part of the mushy zone and have at least one neighboring 
liquid cell. It assumes that primary solidification takes place with a den- 
dritic microstructure along the main ⟨100 ⟩ crystallographic directions. A 
continuously increasing function of the velocity, P ⟨100 ⟩, with the under- 
cooling, Δ0 , is used. In the following simulations, two such functions 
are tested, P ⟨100 ⟩1 ( ΔT ) and P ⟨100 ⟩2 ( ΔT ) , that are listed in Table 4 and re- 
ferred to as E 1 and E 2 , respectively. Coefficient E 1 is adjusted in order 
to retrieve the position of the growth front observed in Fig. 3 for both 
welding speeds ! 1 and ! 2 . For comparison, the second dendrite tip ki- 
netics law, E 2 , is deduced from a model proposed in the literature for a 
multicomponent alloy [48–50] as detailed later in Section 5.1 . The in- 

fluence of the growth laws on grain structure is also discussed in Section 
5.1 . 

Two coupling schemes are used in the simulations that are summa- 
rized in Fig. 6: chaining and coupling. The main difference relies on 
communications between the CA and FE methods and the resulting so- 
lution of the energy conservation. The chaining scheme simply makes 
use of the temperature field computed on nodes Q of the FE mesh, 0 Q,;R , 
projected on nodes Q of the CA mesh, 0 Q,TU , and then interpolated on 
cell V of the CA grid, 0 V,TU . Based on this temperature field, the growth 
velocity of the grain envelope along the ⟨100 ⟩ directions, P ⟨100 ⟩( Δ0 V,TU ) , 
is therefore computed. The temperature field itself, 0 Q,;R , is computed 
using the uniquely defined solidification path given in Fig. 2 (a): the 
fraction of the thermodynamic phases ) * Q,;R with * = { +, ,, -} uniquely 
depends on the temperature, ) * ( 0 Q,;R ) , as given by the tabulation pre- 
sented in Fig. 2 (a). The coupling scheme is more sophisticated as the 
fraction of the phases now depends on the presence of the grains, or 
fraction of mushy zone, ) K Q,;R . The latter is first computed by consider- 
ing the growth envelope associated to each cell V of the CA grid, ) K V,TU , then fed back to nodes Q of the CA mesh, ) K Q,TU , and finally projected to 
nodes Q of the FE mesh, ) K Q,;R , so that the fraction of phases becomes 
) * Q,;R = ) K Q,;R ) * ( 0 Q,;R ) with * = { +, ,, -} . Thus, the temperature be- 
comes a function of the presence of the grains. This coupling scheme 
is required when the temperature field is expected to depend on the 
development of the microstructure [ 10 , 51 , 52 ]. 
3.5. Numerical parameters 

Fig. 7 presents a section through the simulation domain that corre- 
sponds to a central longitudinal cut ( & = 0 ) through the weld bead at a 
given time. The tetrahedral FE mesh is displayed. It reveals the meshing 
strategy adopted, with parameters summarized in Table 5 . The mesh 
size within the transition zone between subdomains is one-fifth of the 
half-transition zone thickness W, the latter being much smaller than the 
subdomain dimensions. As expected, the boundaries 6 Ω4∕ 5 , computed 
by the iso-value * = 0 (green contours), falls within this region of very 
fine meshes. A cylindrical zone (yellow contour) with fixed mesh size 
0 . 5 mm is centered below the mobile heat source and remain uniform in 
the gas and in the regions away from the melt pool. Also show in Fig. 7 is 
the anisotropic mesh outside the cylindrical zone, with small dimension 
along the '-direction ( 0 . 4 mm ) compared to the other directions ( 1 mm ) 
in the gas subdomain. Very far from the melt pool (not shown here), the 
mesh size is uniform with a coarser size ( 1 . 5 mm ) so as to save compu- 
tation time. Also note the refined mesh dimensions at the boundaries of 
the melt pool. Indeed, the gradient variation of the liquid fraction is cal- 
culated from element to element during the simulation. Its interpolation 
error being evaluated, a desired edge length of each element is deduced 
so as to minimize the total interpolation error [53] . While the FE mesh is 
adapted during the simulation, the CA mesh is fixed, with constant mesh 
size given in Table 5 . Its dimensions include the whole thickness of the 
metal sheet but only a thin layer of the gas subdomain, hence its total 
thickness 1 . 8 mm . Similarly, it is chosen shorter in the % and & direc- 
tions. The reason is that no conservation equations are solved onto this 
mesh that only serves to communicate FE fields deduced from the solu- 
tions computed at the FE mesh, as explained above. Consequently, the 
dimensions of the CA mesh must only cover the regions where the grain 
structure simulation is targeted. The CA grid is indeed built based on the 
CA mesh. The size of the cells of the CA grid is chosen small enough to 
represent the grain structure of the base metal considering both its size 
and texture. With a grain size of the order of 25 μm , the cell size is fixed 
to 20 μm . The volume of the CA mesh being 40 × 7 × 1 . 8 = 504 m m 3 , 
the total number of cells composing the CA grid is 63 millions . Each 
simulation is distributed amongst 56 processors bullx R424 Intel Xeon 
E5-2680 v4 with 128 Go RAM based on an in-house C ++ programming 
language code developed at the CEMEF research center, with a typical 
simulation time of 20 hours including FE solutions of all equations listed 



Fig. 6. Chaining and coupling strategies developed for the CAFE model and applied in the simulations of GTAW process, * = { +, ,, -} . 
Fig. 7. Snapshot of the FE mesh at the top surface 
and in a cross section of the simulation domain il- 
lustrating the distribution of mesh size used to solve 
equations (6) to (18) , also revealing (green) the loca- 
tion of the metal/gas boundaries. The (red line) liq- 
uidus temperature and (blue line) solidus tempera- 
ture are drawn in the central longitudinal cross sec- 
tion through the weld bead. The (yellow) cylindrical 
contour through the entire domain thickness and the 
top surface identifies the region below the heat source 
where the mesh size is refined (see Table 5 ). 

Table 5 
Mesh parameters of the simulations. 

Dimensions Value ( mm ) 
FE mesh Domain size 150 ( %) × 75 ( & ) × 7 . 5 ( ') 

Half-transition thickness W 0 . 1 
Mesh size in the transition zone 0 . 02 
Mesh size below the heat source 0 . 5 
Mesh size in the heat affected zone 1 ( %) , 1 ( & ) , 0 . 4 ( ') 
Mesh size elsewhere 1 . 5 

CA mesh and grid Domain size 40 ( %) × 7 ( & ) × 1 . 8 ( ') 
Mesh size 0 . 2 
Cell size 0 . 02 

above, remeshing, transfer of information between meshes and grid, CA 
algorithms, input/output on hard drive, ... 
4. Simulation results 

In the following section, simulations with the coupling scheme are 
presented, for the two welding configurations ! 1 and ! 2 reported in 
Table 1 . This is done using the dendrite tip kinetics law E 1 . These two 
simulations are hereafter referred to as cases ! 1 E 1 T( and ! 2 E 1 T(. 
Comparisons are conducted considering the melt pool shape observed 
by the AVT camera and the measured texture of the grain structure as 
deduced from EBSD measurements. Results will serve for comparison 
with three additional simulations reported in the following. All config- 
urations of the simulations are summarized in Table 6 . 
4.1. Welding configuration ! 1 , kinetics law E 1 , coupling scheme T(

At first, the computed temperature field and fluid flow velocity 
are presented in Fig. 8 for the welding configurations ! 1 . The air re- 
gions have been omitted to offer a better view of the metal subdomain. 

Table 6 
Simulation configurations. 

Case Welding velocity Growth kinetics law CAFE scheme Figures 
! 1 E 1 T( ! 1 E 1 T( XO+ YQ) 8–11, 19 
! 2 E 1 T( ! 2 E 1 T( XO+ YQ) 12–15 
! 1 E 2 T( ! 1 E 2 T( XO+ YQ) 16, 17 
! 1 E 1 TZ ! 1 E 1 TZAYQYQ) 18–20 

The heat source parameters listed in Table 1 corresponds to a power 
" # = 712 W . However, this is not the effective power of the plasma 
arc, Ḋ F +AJKA , entering equation (10) . It has to be multiplied by the effi- 
ciency of the heat source, $, so as to account for the energy lost by the 
system, Ḋ F +AJKA = $ " # . This calibration is done by comparing the sim- 
ulated melt pool width with measurements using the images recorded 
at the bottom of the plate ( Fig. 3 a). The value $ = 0 . 65 was retained for 
the present configuration, as reported in Table 1 . 

The color maps in Fig. 8 gives the temperature distribution using 
0 1 as the maximum value. The latter isotherm is also highlithed us- 



Fig. 8. ! 1 E 1 T( simulation at time 14 s . Temperature field, with (red lines) liquidus isotherm and (blue lines) solidus isotherm, and (colored arrows) liquid velocity 
(see Table 7 ) as observed (a) in the & = 0 mm longitudinal cross section through the plate, as well as from (b) the top and (c) the bottom surfaces of the metallic 
subdomain. The gas subdomains have been omitted for clarity. The temperature scale is the same for all images and the velocity scale in (b) also applies to (a) but a 
different velocity scale is used in (c). 
ing a red coutour. The second contour in blue gives the position of 0 2 . 
The arrows represent the direction and intensity of the liquid velocity 
vectors. In Fig. 8 b, the top view reveals a radial outward liquid flow 
from a central point that corresponds to the hottest region of the melt 
pool located just below the heat source. The surface temperature gra- 
dient, radial and inward, creates a surface force that drives the matter 
towards the boundaries of the melt pool. This is typical of Marangoni- 
driven convection with a negative value of the 6 -∕ 6 0 coefficient. The 
pool extends further and the liquid velocity reaches its higher value be- 
hind the heat source where the heat is preferentially transported. The 
flow then progressively decreases at lower temperature, which is due to 
the presence of solid as will be discussed later. At the lower surface of 
the plate, shown in Fig. 8 c, a similar flow pattern is observed, with lower 
intensity. The velocities observed at mid-thickness ( ' = 0 . 75 mm ) in the 
longitudinal cut ( & = 0 mm ) in Fig. 8 a reveals a flow in the welding di- 
rection at the rear of the pool and in the opposite direction ahead of the 
heat source. So in summary, the predicted convection loops consist of 
two toroidal flows, one above the other, with opposite flow directions. 
Both toroidal flows are due to radial outward Marangoni forces created 
at the top and bottom liquid-gas surfaces, the top one being more in- 
tense. The maximum computed velocity at the top and bottom surfaces 
reaches 43 mm s −1 and 13 mm s −1 , respectively. 

The maximum and average velocities deduced from the AVT cam- 
era viewing the lower side of the molten pool are reported in Table 7 . 
The maximum recorded value, 34 . 4 mm s −1 , is clearly higher than in the 
simulation, while the average, 13 . 6 mm s −1 , is close to the maximum pre- 

Table 7 
Comparison between measured and simulated fields at the lower side of 
the plate for cases ! 1 E 1 T( and ! 2 E 1 T(. 

Parameter Measured Computed Unit 
Liquid velocity Maximum ! 1 34 . 4 13 . 2 mm s −1 

Average 13 . 6 
Maximum ! 2 18 . 5 5 . 9 
Average 5.2 

Plate deflection ! 1 190 120 μm 
! 2 40 40 

Melt pool length ! 1 11.7 11.9 mm 
! 2 7.13 7.42 

Melt pool width ! 1 4.89 5.01 mm 
! 2 2.86 2.68 

dicted value. One could explain these discrepancies by the monolithic 
approach chosen here to solve the momentum and mass conservation 
equations in the whole simulation domain encompassing the gas, liquid 
and solid regions, with viscosities varying by several orders of magni- 
tudes. Using realistic viscosity values lead to poor conditioning of the 
matrices arising when solving the momentum conservation equations, 
preventing a solution to be found. The pragmatic choice is then to re- 
duce the huge gap between viscosity values. This is presently done by 
decreasing the apparent viscosity of the solid and increasing the viscos- 
ity of the liquid and gas phases ( Table 3 ), leading to underestimated 
fluid flow. Another solution could have consisted in solving the set of 



Fig. 9. ! 1 E 1 T( simulation at time 14 s . Snapshots of (colored regions using the first Euler angle * 1 ) the simulated grain structure using the CA method as observed 
(a) from the bottom surface and (b) in a transverse cross section after complete solidification. The melt pool shape is (grey surface) deduced from the FE simulations 
by considering the elements of the FE mesh with nodes such that ) + Q,;R > 0 . 99 , (yellow contour) deduced from in-situ camera observations as already reported in 
Fig. 3 and (boundary between colored and white cells) identified by the growth front. The computed liquidus isotherm is added as a red contour. The total deflection 
of the metal-sheet plate is made visible in the transverse section by comparison with the initial planar sheet surface marked with black horizontal lines. 
equations with momentum interactions between metallic phases mod- 
elled by the Darcy law [ 54 , 55 ] . With the latter approach, no viscosity 
value is required in the solid region so that the solution is purely fluid 
oriented with less variations in viscosities between the gas and liquid 
fluids. However, such methodology is more demanding in computing 
ressources and could not be conducted in the present context of weld- 
ing simulations. One could also argue that maximum velocity values 
deduced from the PTV methodology could be overstimated due to the 
numerical derivation of the particle positions. 

The melt pool shape seen from the bottom surface of the plate is ob- 
served by three different means in Fig. 9 a. At first, the elements of the 
FE mesh with all nodes reaching a fraction of liquid higher than 99% 
are displayed in gray color. Second, the grain structure arbitrarily col- 
ored using Euler angle * 1 is represented on the CA grid, revealing the 
position of the growth front with the liquid cells in white. Note that the 
small white gap appearing between the growth front and the fully liq- 
uid region identified in gray is a numerical artefact of the representation 
due to the interpolation between the FE mesh and the CA mesh and the 
choice of the threshold value 99% liquid to draw the molten pool. It 
consequently appears larger where the temperature gradient is lower, 
i.e. at the rear of the melt pool. Finally, the melt pool contour deduced 
from in-situ observations is superimposed as a yellow contour. The melt 
pool clearly extends further than the liquidus temperature also super- 
imposed as a red contour. The region between the red contour and the 
grain structure is a metastable liquid. At the boundary of the melt pool, 
the dendritic grain structure either melts when the temperature exceeds 
0 1 or grows at local temperature 0 < 0 1 , i.e. with local undercooling 
Δ0 = 0 1 − 0 > 0 and velocity computed according to the E 1 power law 
given in Table 4 . Table 7 compares the length and width of the melt pool 
as measured and computed according to simulation ! 1 E 1 T(, showing 
very good agreement. This is due to the fact that law E 1 was adjusted so 
as to retrieve the experimental contour. It was also verified that the melt 
pool dimensions are well established, i.e. they correspond to a steady 
regime and thus do not change with time. In fact, one can observe that 
the width of the images is only half the length of the CA mesh and CA 
grid. The heat and mass transfers as well as the computed grain structure 
on the left of the image displayed in Fig. 9 a include transient regimes 
that are not considered in the comparisons with experimental results. 
As regard the solidification grain structure, the transverse cross section 

( Fig. 9 b) is not made of grains well aligned with the ± & − directions un- 
like what seems to be the case in the other view of the structure ( Fig. 9 a). 
In fact, a section at constant % coordinate in Fig. 9 a shows that, within 
the weld seam, several grains are indeed encountered, thus explaining 
the distribution of the transverse cut. The melted and solidified width 
is found to be almost constant in Fig. 9 b, i.e. across the whole plate 
thickness. This means that the teardrop shape of the melt pool in Fig. 9 a 
is quasi two-dimensional, i.e. it is maintained along the plate thickness 
( ' direction). This is the result of a simple two-dimensional heat flow 
configuration thanks to the fully penetrated weld pool condition, that 
shall ease interpretation of the results. Said differently, the temperature 
gradient and hence the heat flow mainly lie in the plane of the plate, ex- 
plaining the similar temperature fields computed at the top and bottom 
surfaces of the plate shown in Fig. 8 . 

Simulations also include the plate subsidence with maximum deflec- 
tion located at the center of the weld seam. Fig. 9 b shows the result as 
observed after it was transferred to the CA mesh and used by the CA 
grid to compute the grain structure. The computed value, 120 μm , is to 
be compared to the measurement reported in Table 7 , reaching 190 μm . 
As discussed before, underestimation could be linked to the monolithic 
solver using too large viscosity, thus underestimating the flow intensity. 

Quantitative comparison is also done for the grain structure and tex- 
ture in Fig. 10 . The representation is complementary to the structure 
displayed in Fig. 9 where the colors were only used to distinguish be- 
tween grains, with no possibility to interpret it as a texture. Only a small 
part of the simulation domain is displayed in the right-hand-side images 
of Fig. 10 , that corresponds to the same dimensions as the scanned sur- 
faces using EBSD displayed in the left-hand-side images. Three inverse 
pole figures (IPF) are made available, that correspond to the orientation 
of the grains projected along the (a) %− , (b) & − and (c) '− directions. 
The three images permit a full representation of the crystallography of 
the grains. One first observation is that the grain size in the base plate, 
far from the heat affected zone, is very fine and well represented by the 
simulation. For that, the cell size was indeed chosen smaller than the 
initial grain size and the measured grain density was used to generate 
the base plate grain structure. In Fig. 10 , focusing on the base metal, 
one can notice that the IPF- %, IPF- & and IPF- ' color maps are dif- 
ferent but the experimental and simulated maps are similar. This is due 
to the initialization procedure of the grain structure. The orientation of 



Fig. 10. ! 1 E 1 T( simulation. EBSD maps of the grain structure in a '− plane close to the bottom surface (left) measured and (right) simulated with the CAFE model. 
The inverse pole figure color codes used are with respect to the (a) %− , (b) & − and (c) '− directions. 
all the grains located in the white window highlighted in the measured 
EBSD data ( Fig. 10 a) is stored as representative of the base metal tex- 
ture. Upon generation of the simulated grain structure of the base metal, 
the orientation of each new grain is randomly chosen among the stored 
data, hence reproducing the initial texture. It should be added that a 
random selection of the grain orientation was also tried, that led to sim- 
ilar color distributions for all EBSD IPF maps, thus not reproducing well 
the initial texture of the base plate. 

Overall, an elongated solidification grain structure is observed, typ- 
ical of columnar growth, with a center line marked around & = 0 mm . 
This observation explains the choice made here to model no nucleation 
in the melt pool. The overall colors of the grains are also compared, 
starting with the IPF- & maps ( Fig. 10 b). A mixture of red, orange, pink 
and yellow colors is found close the weld seam boundaries, that turn to 
a dominance of pink towards the centerline. These grains have one of 
their ⟨100 ⟩ directions misaligned with the & − direction by around 25°, 
corresponding to the orientation of the temperature gradient close to 
the seam boundaries displayed in Fig. 9 a, hence explaining the selec- 
tion of those grains. As a consequence, all grains in blue and green in 
Fig. 10 b do not survive the grain growth competition. Going from the 
boundaries to the centerline of the weld seam, Fig. 9 a shows that the 
normal to the growth front (or melt pool boundary) progressively turns 
toward the ± %− direction up to around 25° This explains the elimination 

of the red grains in Fig. 10 b (with well aligned ⟨100 ⟩ direction along the 
± & − directions) at the centerline of the weld, and subsistence of only 
the pink grains. However, more colors remain at the centerline of the 
experimental EBSD IPF- & map ( Fig. 10 b left), not present in the simu- 
lation. One could argue that, even if the trend of grain selection is well 
reproduced by the model, it occurs faster compared to the measurement 
when going from the boundaries to the centerline of the weld seam. The 
grain density is also slightly higher in the measurements. These differ- 
ences could be the results of a small source of new grains formed by 
either nucleation or fragmentation in the undercooled liquid, that con- 
tribute to growth competition with the grains coming from the initial 
plate structure. This source of additional grains has not been added to 
the simulations. 

The simulated grain structures drawn for IPF- % and IPF- ' maps also 
compare favorably. This means that the CA growth algorithm indeed 
correctly selects the crystal directions that are complementary to the 
main selection mechanism of the ⟨100 ⟩ directions with the temperature 
gradient at the growth front. A more quantitative information is given 
in Fig. 11 . The ⟨100 ⟩ pole figures of the grains located in the black rect- 
angle drawn in Fig. 10 a are plotted from (left) the recorded and (right) 
the simulated orientation maps. The windows are chosen close to the 
center of the weld (small & value) in the + & mid-plane where the tem- 
perature gradient at the growth front takes positive % and negative & 



Fig. 11. ! 1 E 1 T( simulation. ⟨100 ⟩ pole figure of the grain structure located in the black rectangle in Fig. 10 (left) measured and (right) simulated with the CAFE 
model. 
components. A strong fiber texture is revealed that coincides with se- 
lected grains having a ⟨100 ⟩ direction along the corresponding direction 
of the temperature gradient at the growth front, explaining the devi- 
ation from the & -direction by around 25° The magnitude of the fiber 
texture is revealed by the color in Fig. 11 . It is higher in the predicted 
grain structure, in agreement with the observations of the lower grain 
density and less variations of the colors in the black windows compared 
to the measurements. One can also see that the distribution other ⟨100 ⟩
directions are more or less distributed along a line going through the 
center of the pole figures, with a 25° misorientation with respect to the 
%-direction. They correspond to the secondary ⟨100 ⟩ growth directions 
of the microstructures, i.e. to branches of the dendritic structure more 
or less perpendicular to the temperature gradient and to the fiber tex- 
ture. It was verified that a random crystal orientation of the initial grain 
structure (i.e., not based on the sampling taken from the grain structure 
located in the white window in Fig. 10 a and thus not reproducing the ini- 
tial grain texture of the base metal) leads to a more uniformly distributed 
secondary orientation along the 25° line. One can also notice that the 
distribution of the secondary ⟨100 ⟩ directions in Fig. 11 corresponds 
to a ⟨110 ⟩ fiber texture in the '-direction, explaining the dominance 
of green colors in Fig. 10 c. Besides, a grain coarsening phenomenon is 
experimentally observed at the border of the melt pool in the heat af- 
fected zone as also reported in the literature [ 56 , 57 ]. This is also not 
considered in the present simulations. 
4.2. Welding configuration ! 2 , kinetics law E 1 , coupling scheme T(

Configuration ! 2 E 1 T( proposes a different welding speed, ! 2 = 
4 . 3 mm s −1 . The effective power of the plasma arc is almost similar, with 
Ḋ F +AJKA = $ " # = 463 W for case ! 1 E 1 T( and Ḋ F +AJKA = 424 W for case 
! 2 E 1 T( ( Table 1 ). As a consequence, the linear energy Ḋ F +AJKA ∕ ! is de- 
creased and a smaller melt pool is expected. Fig. 12 clearly shows this 
trend. A similar superposition of two toroidal flows is simulated, with a 
decreased intensity of the maximum liquid velocity. Table 7 again gath- 
ers information for comparison with measurements. As for the previous 
case, the maximum computed liquid velocity, 5 . 9 mm s −1 , is close to the 
average measurement, 5 . 2 mm s −1 . 

Fig. 13 a again shows the shape and dimensions of the melt pool to be 
compared with measurement ( Fig. 3 b, Table 7 ). The length and width 
of the met pool, 7 . 42 mm and 2 . 68 mm , but also the maximum computed 
deflection shown in Fig. 13 b, 40 μm , retrieves very well the measured 
values. The latter reflects a smaller subsidence expected for a smaller 
pool that solidifies faster. Considering that no simulation parameter is 

changed compared to ! 1 E 1 T( but the welding velocity, these results 
are very consistent. The EBSD map in Fig. 14 is only shown for IPF- %. 
The same observations as for Fig. 10 can be made. The grain size mea- 
sured is smaller as the melt pool width is smaller. This is also found 
by the simulation as the grains have less distance to compete prior to 
meeting at the centerline. Another consequence is a less texture and ori- 
ented grain structure compared to the lower velocity case ! 1 E 1 T(. This 
is quantitatively shown in Fig. 15 where the ⟨100 ⟩ pole figure is drawn, 
corresponding to the grains falling in the rectangle window displayed 
in Fig. 14 . The fiber texture is retrieved in the direction of the temper- 
ature gradient at the growth front, with a positive % and negative & 
components as for the reference case ! 1 E 1 T(. However, the intensity 
of the texture is weaker as revealed by comparing the colors in the ex- 
perimental data drawn in Fig. 11 (intensity = 17 ) and Fig. 15 (intensity 
= 16 ). The same trend is found when comparing Fig. 11 b and Fig. 15 b. 
The ⟨100 ⟩ pole figure for the ! 2 experiment also show that the texture 
as a small ' component, not fully retrieved by the simulation. 
5. Discussion 

As stated in section 4.1, the efficiency of the heat source was first cal- 
ibrated by comparing the width of the melt pool rather than its length. 
The reason for this choice is that the growth front at maximum width 
corresponds to the transition region between remelting and solidifica- 
tion. It should therefore be independent on the growth kinetics law as 
the local front undercooling tends toward zero at this particular location. 
So even if the calibration was carried out using simulations ! 1 E 1 T( and 
! 2 E 1 T(, a similar melt pool width is expected when using whatever 
kinetics law that cancels the velocity at no undercooling. However, the 
length of the melt pool was clearly retrieved by adjusting the coefficients 
of the growth kinetics, E 1 . And the fact that the same growth law gives 
good melt pool length for the two welding velocities is again encourag- 
ing. Hereafter we question the validity of using a computed dendrite tip 
growth kinetics in the simulation ! 1 E 2 T(. Then the practice of chain- 
ing rather than coupling is illustrated in simulation ! 1 E 1 TZ . For these 
two simulations, case ! 1 E 1 T( serves as the reference. 
5.1. Welding configuration ! 1 , kinetics law E 2 , coupling scheme, T(

The growth law E 2 reported in Table 4 was deduced from PhysalurgY 
[34] , a library of physical metallurgy modules coupled with Thermo- 
Calc [58] . One of the modules is based on the multicomponent dendrite 
tip kinetic model developed by Hunziker [48] using with the TCFE9 



Fig. 12. ! 2 E 1 T( simulation at time 14 s . Same as Fig. 8 caption. 

Fig. 13. ! 2 E 1 T( simulation at time 14 s . Same as Fig. 9 caption. 
database [30] to access thermodynamic equilibrium assumed at the 
solid/liquid interface and the MOBFE6 database to compute diffusion 
data in the liquid phase [59] . Reading the two mathematical expres- 
sions of the growth kinetics law in Table 4 , one can immediately realize 
that, at a given velocity, a very small undercooling is computed with E 2 
compared to E 1 . 

As in Fig. 9 and Fig. 13 , the region of undercooled liquid computed 
in case ! 1 E 2 T( reported in Fig. 16 lies between the growing front de- 
limited by the grains/liquid boundary and the 0 1 (red contour). It could 
be noted that two contours can be observed, due to the 3D presentation 
of 0 1 contours mixed at different thickness at the end of the melt pool. 
As expected, the undercooled region is significantly reduced when using 



Fig. 14. ! 2 E 1 T( simulation. Same as Fig. 10 caption. 

Fig. 15. ! 2 E 1 T( simulation. ⟨100 ⟩ pole figure of the grain structure located in the black rectangle in Fig. 14 (left) measured and (right) simulated with the CAFE 
model. 

Fig. 16. ! 1 E 2 T( simulation at time 14 s . Same as Fig. 9 a caption. 
the E 2 kinetics law compared to its dimension computed in Fig. 9 with 
the E 1 kinetics law and the same welding velocity ! 1 . As a consequence, 
the melt pool shape (region coloured in gray) does no longer represent 
well the experimental observation (yellow contour). A spectacular con- 
sequence is the predicted grain structure. Because the growth front is 
close to 0 1 , it adopts a rounder shape and the temperature gradient at 
the growth front more progressively evolves from the ± & -directions at 
maximum width to the + %-direction at the centerline of the weld seam. 
As a consequence, grain competition is less directional compared to the 
reference case ! 1 E 1 T( and some grains with a ⟨100 ⟩ direction aligned 
with the + %-direction survive the competition and remain present at 
the centerline of the weld seam. Fig. 17 confirms this interpretation. 

The simulated IPF- % map shows that hot colors for the grains at the 
centerline and almost all colors are represented in the columnar grain 
structure. Compared to the experimental EBSD map ( Fig. 10 a), the re- 
sult is clearly not as close as the simulated map using the E 1 kinetics 
law ( Fig. 10 b). This result shows the importance of the representation 
of the melt pool, which in turns required a satisfying growth kinetics 
law. 

The relevance of a computed dendrite tip kinetics is then to be dis- 
cussed. Despite the use of the most recent databases [ 30 , 59 ], several 
material parameters of the model are doubtful. They include the dif- 
fusion matrix and the ferrite-liquid interfacial energy, as well as the 
stability constant taken equal to ( 2 8) −2 [49] . But more questionable are 



Fig. 17. ! 1 E 2 T( simulation. Same as Fig. 10 a caption. 

Fig. 18. ! 1 E 1 CH simulation at time 14 s . Same as Fig. 9 a caption. 
the assumptions of the model that consider no rapid solidification ef- 
fect. These are solute trapping and kinetics undercooling [50] . Solute 
trapping is explained by the difficulty of liquid atoms to attach to the 
solidifying interface while maintaining thermodynamic equilibrium. Ki- 
netics undercooling is linked to the kinetics of attachment of the atoms 
to the solidifying interface. These contributions are expected to have an 
influence at high velocity, increasing the solubility of the solid phase 
as well as the total undercooling of the growth front. The present sim- 
ulation results suggest that more efforts should be concentrated on the 
validation of the dendrite growth kinetics at high velocity. 

Finally, while in-situ observations of the melt pool bring invalu- 
able information, it is regretful that no measurement of the temperature 
fields was made possible with the present experimental configuration. 
The main validation of the heat flow is based on the width of the melt 
pool supposed to correspond to the limits given by the liquidus isotherm. 
But the use of an infrared camera and well-located thermocouple would 
have also been very useful. In fact, the computed temperature field sug- 
gests that the growth undercooling overpasses 150 ◦C and is thus of the 
order of the solidification interval. This again is in favor of high velocity 
effects that would add on a kinetic contribution to the total undercool- 
ing. Yet this could have been validated with temperature measurements, 
that were not available in the present experiments. 
5.2. Welding configuration ! 1 , kinetics law E 1 , chaining scheme TZ

The chaining scheme of the CAFE model is now tested. This is 
done by comparing the ! 1 E 1 TZ simulation against the corresponding 
! 1 E 1 T( reference case using the coupling scheme. It is worth saying 
that most if not all direct grain structure simulations in the literature 
are based on the chaining scheme as it is the simplest to operate. 

As detailed in chapter 3.5, with the chaining scheme, the conversion 
of energy into a temperature makes use of the tabulated phase enthalpies 
and phase fractions listed in Fig. 2 whatever the grain structure is. The 
resulting temperature field is then uniquely defined. It serves to com- 
pute the grain structure after its transfer to the CA mesh and the CA 

Fig. 19. Comparison of profiles at time 14 s for (red) the temperature and (blue) 
the liquid fraction as observed along the centerline ( %− line) draw at the cen- 
ter of the melt pool ( & = 0 mm ) at depth ' = 0 . 75 mm , with (plain lines) the 
coupling scheme, ! 1 E 1 T(, and (dashed lines) the chaining scheme, ! 1 E 1 TZ . 
grid schematized in Fig. 6 . The predictions using the chaining scheme 
are presented in Fig. 18 to Fig. 20 and Fig. 19 . When drawing the melt 
pool defined by more than 99% liquid fraction, it is naturally limited 
to the superheated liquid region and hence encompassed within the 0 1 
isotherm contour (in red in Fig. 18 ). The same result is show when draw- 
ing the profiles of temperature and liquid fraction along the centerline 
of the weld seam in Fig. 19 . The chaining scheme results show that the 
liquid fraction simply follows the tabulations in Fig. 2 , decreasing be- 
low 0 1 and reaching 0% below 0 2 . This position clearly differs from the 
growth front of the grain structure predicted by the CA method using E 1 
in Fig. 18 . It is indeed located ways behind the melt pool predicted by 
the solution of the conservation equations. For this reason, a large region 



Fig. 20. ! 1 E 1 TZ simulation. Same as Fig. 10 a cap- 
tion. 

appears behind the melt pool predicted by the conservation equations 
(in gray), that correspond to CA cells with an index still corresponding to 
the liquid state (in white). This can be seen as an inconsistent result be- 
tween the CA and FE solutions due to the chaining scheme, that was not 
present in Fig. 9 a with the coupling scheme: the CA grain structure com- 
puted by chaining actually develops in a region where solid is already 
formed according to the FE solution. Comparison of the profiles for the 
chaining and coupling schemes is possible in Fig. 19 , also confirming 
this the consistent behavior between CA and FE fields by the coupling 
scheme where the existence of a mushy zone (non-liquid cells), ) K V,TU , is used to convert energy into fraction of phases and hence resulting into 
slightly different temperature field ( Fig. 6 ). 

One should now consider the consequences of the chaining scheme 
on the grain structure. While similitudes exist between the computed 
grain structures in Fig. 18 and Fig. 9 a, the growth front is not as sharp 
at the rear of the melt pool when using chaining. As a consequence, 
a small difference exists in the average grain orientation, of the or- 
der of 10° more inclined in Fig. 18 . This is also seen when comparing 
Fig. 20 with Fig. 10 a showing the EBSD IPF- % maps. More dark blue 
colors are found in Fig. 20 ; confirming the increased inclination of the 
grains. Thus, the chaining scheme has less consequences on the grain 
structure compared to the growth kinetics law. The main reason is due 
to the high temperature gradient and the constrained growth mode that 
drives energy through the surrounding cold metal plate. In case of lower 
temperature gradient processing, e.g. casting of thick metal component, 
the development of the grain structure acts more significantly on the 
overall temperature field. The most obvious example is the formation of 
an equiaxed grain structure for which recalescence events are regularly 
reported [ 10 , 52 ]. 

It is also worth noticing that the chaining scheme could have been 
used to determine the adjusted growth law, E 1 , while this was presently 
done using coupling in simulation ! 1 E 1 T(. This would have obviously 
required to compare the shape of the CA computed growth front with 
the observed melt pool boundary and not the FE computed melt pool 
(see Fig. 18 ). However, this strategy was not pursued as it presents in- 
consistent as previously discussed. 
6. Conclusions and perspectives 

Thanks to in-situ observations and EBSD measurements on dedi- 
cated GTAW welding experiments of thin metal-sheet plates, quantita- 
tive comparisons with melt pool shape, subsidence and grain structure 
simulations have been carried out. The main findings are summarized 
hereafter. 

- A monolithic FE formulation accounting for the metal and gas sub- 
domains with a free moving LS boundary between subdomains is 

able to give solutions for heat and fluid flows as well as to predict 
the subsidence due to the fully penetrated welding configuration. 

- The overall grain structure and its associated texture can well be re- 
produced by the CA method providing a satisfying shape of the melt 
pool is predicted. The latter melt pool shape is directly dependent on 
the growth undercooling at the melt pool boundary with the growing 
grain structure, requiring an adjustment of the growth kinetics law. 
A unique such law can retrieve the melt pool shape and the grain 
structure for two welding velocities. 

- A computed dendrite tip growth kinetics [ 34 , 48 ] using thermody- 
namic databases [ 30 , 59 ] for interface equilibrium and diffusion co- 
efficients does not succeed in predicting the melt pool shape. Rapid 
solidification phenomena, not included in the growth kinetics model, 
may be at the origin of this discrepancy. 

- The limitations of the chaining scheme compared to the coupling 
scheme of the CAFE model are highlighted. 
Several directions are suggested for future investigations and im- 

provements of the CAFE model applied to welding processes: 
- The growth kinetics law, of prime importance for quantitative pre- 

diction of the grain structure, must include rapid solidification phe- 
nomena and comparison with dedicated experiments. 

- Fluid mechanics solvers including permeability of the mushy zone to 
progressively reduce the velocity to zero in the solid region should 
be favored in order to use nominal fluid properties in both the air 
and the liquid phases, although it may require more computational 
resources. Coupling with a partitioned two-step solution algorithm 
for concurrent fluid flow and stress-strain predictions [55] is yet ex- 
pected to be the method of choice for improvement of the plate sub- 
sidence. 

- Grains coarsening taking place in the heat affected zone is not mod- 
elled by the present CAFE model that only consider the fusion zone 
where melting and solidification takes place. Such effect is accounted 
for in the literature and could be added to the present model. 

- The virtual grain structure computed by CAFE simulations should be 
used for software dedicated to compute non-destructive test (NDT) 
in welds, e.g. by computing ultrasound propagation that are very 
dependent on the metallurgical state of the mater. This is expected 
to improve prediction and enhance reliability of the NDT modeling 
software. 

- The virtual solidifying grain structure could be used for improve- 
ment of thermomechanical simulations and hot tearing criteria as 
this defect is known to highly depend on the distribution of grain 
boundaries. 
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