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ON THE CONVERGENCE FROM BOLTZMANN TO

PIERRE GERVAIS

ABSTRACT. In this work, we prove the convergence of strong solutions of the
Boltzman equation, for initial data having polynomial decay in the velocity vari-
able, towards those of the incompressible Navier-Stokes-Fourier system. We show
in particular that the solutions of the rescaled Boltzmann equation do not blow
up before their hydrodynamic limit does. This is made possible by adapting the
strategy from [7] of writing the solution to the Boltzmann equation as the sum a
part with polynomial decay and a second one with Gaussian decay. The Gaussian
part is treated with an approach reminiscent of the one from [17].
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2 PIERRE GERVAIS

1. INTRODUCTION

1.1. The models. Let us present the main models considered in this paper, namely
the Boltzmann equation and the incompressible Navier-Stokes-Fourier system, and
how they are related.

1.1.1. The Boltzmann equation. Consider a rarefied gas whose particles number den-
sity at position z € Q (here Q = R% or T?, and d = 2, 3), traveling at velocity v € R?
at time t € RT is given by F(¢,x,v). Assuming the particles undergo hard spheres
collisions, I evolves according to the Boltzmann equation

{(at‘l’v'vx)F:Q(FaF)a

(1.1)
F’\tzo = Fh,

which is a transport equation whose source term models the effect of binary collisions
between pairs of particles. The operator @) is called the Boltzmann operator or
collision operator and is an integral bilinear symmetric operator defined as

QF.G) = 5(QF(F.G) — @ (F.G)+ Q*(G. F) ~ Q"(G, F),

where the so-called gain and loss part are defined as
QT (F,G)(v) = / / v — v, |F'G.dv,do,
Rd Jsd?

Q™ (F,G)(v) := / / lv — v,| FG,dv,do,
Rd Jsd—1

where we used the standard notation

— v and v, for the velocities of two particles after the collision,
— v" and v, for their velocities before the collision, given by

Vv U — v vt v |v—uy
1.2 ' = + — —
(1.2) v 5 50 s 5 5O

- F:=F), ' :=F{), G, =G{,) and G, := G(v,).
One can retrieve local macroscopic observables of the gas such as the mass den-
sity R(t,z), local temperature T'(¢,z) and bulk velocity U(t,z) € R? using the
moments of the particles number density:

R(t,x) == / F(t,z,v)dv,
(RU)(t,x) :== /]Rd vF (t,z,v)dv,

R(UP* +dT)(t,z) = / lw[2F(t, 2, v)dv.
R4
Using the symmetries of Q which imply that Q(F, F) is orthogonal to 1,v, [v|?, one
may show by integrating (1.1) against 1, v, [v|? in v that these quantities satisfy the
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following conservation laws:

QR(t,z)+ V, - U(t,z) =0,

Ut x)+ V.- | v®@uF(t,z,v)dv =0,
R4

O(RIU2 + dRT)(t, 7) + V., - / ol E(t, 2, v)dv = 0.
Rd
The last physical quantity we wish to introduce is the entropy of the gas, defined as

H(t) ::/ F(t,z,v)log F(t, z,v)dvdz.
RIxQ

The celebrated H-theorem (second law of theormodynamics) states that H is a non-
negative non-increasing function and thus a Lyapunov functionnal. The entropy
minimizers are therefore equilibria, called Mazwellian distributions (see for instance
[42, Chapter 1]), which are Gaussians in the variable v, parametrized by the macro-
scopic observables:

MR,T,U(t> Z, U) =

R(t, ) lv—U(t, z)|?
2T (t,2))72 P (_ 9T (t, ) ) '

In this paper, we will denote the normal centered distribution (R =1,U = 0,7 = 1)

' 0o (12
v) = (27r)d/2exp 5 )

and we define the corresponding so-called collision frequency

(1.3) v(v) ::/ M, |v — v,|dv,,

R4
which is such that for some constants 0 < vy < vy, denoting (v) := /1 + |[v|?,
(1.4) vo(vy < v(v) < vy (v).

Global weak solutions to (1.1), called renormalized solutions, were constructed by
R. DiPerna and P. L. Lions in [13] under very general assumptions, corresponding
to initial data with finite mass, energy and entropy.

In [41], strong solutions to (1.1) have been constructed for smooth (in z) initial
data with Gaussian decay. These solutions are global when the initial data is close to
some absolute Maxwellian Mryr (R, T >0, U € R?), and local in time otherwise.
In [23], the authors exhibited strong solutions to (1.1) for smooth (in z) initial data
having algebraic decay and close to some absolute Maxwellian. Let us state their
existence theorem more precisely.

Theorem 1. Let o > 2, there exists some positive n = n(«) such that, for any
initial data Fy, = Fiu(x,v) with x € T2 and v € R® satisfying

[ Fin — M| L3 g0 () < m(v),
there exists a unique global solution F € CPLLLY ((v)*dv) N L; , L ((v)*T'dv) to
the Boltzmann equation (1.1).
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We also mention [24] in which perturbative solutions are constructed using a non-
linear energy method based on the so-called micro-macro decomposition (see Section
1.1.2), and [28] in which solutions are constructed near vacuum.

1.1.2. Micro-macro decomposition. A gas at thermodynamic equilibrium and close
to M, that is to say a thermodynamic equilibrium of the form M., 149 for some
small p,u, 8, behaves like the sum of M and a so-called infinitesimal Mazxwellian:

Miipuiro(v) = M(v) + (p +u-v+ % (Jo]* — d) 9) M(v) + o(p, u, ).

More generally, any fluctuation F'(x,v) = M(v)+ f(x,v) around M admits a unique
micro-macro decomposition (with respect to M)

QGW—Q@WQM@+h@M,

/f )dv, us(z /fxvvdv
-2 /R f(@,v) ([of? - d) do

where we call the macroscopic part of f the part

(15) f@ﬂﬁz(whﬁ+uﬂw-v+l

(16 (o) + ugla) v+ S(1ol” = )65 (2) ) M),

which is given by the projection
d+1

(1.7) Z ||<P M1/2H / f(z,v)pj(vi)dos,

po(v )= L, (v )Z% a1 (v) = v,

and f, is the microscopic part of f, thus characterized by the fact that for almost
any x € (),

fi(z,v)p;(v)dv=0, j=0,...,d+ 1.

Rd
We say that f is well-prepared if it is macroscopic and satisfies furthermore the
incompressibility condition and the Boussinesq relation of (INSF):

Vx"lLf :O,
Ve (py +05) = 0.

To sum up, any f(x,v) can be decomposed uniquely as

(1.8) f=1f+fL= fwp+ fir + fL,
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where, denoting P the (Leray) projector on incompressible fields, the well-prepared
part of f writes

(1.9) fwe(x,v) == (ﬁf(x) +up(z) v+ % (Jo]* = d) @(:)j)) ,

5. 2pr—dby
= 5
and fip :=IIf — fwp is called the ill-prepared part.
Remark 1.1. Note that the micro-macro decomposition is orthogonal in L? (M~'dv).

Remark 1.2. Note that, in the following, the Boussinesq relation V.(p+0) = 0 is
equivalent to p + 6 = 0 as we will assume (p,0) to be mean-free when Q = T¢ or
integrable when ) = R?.

1.1.3. The hydrodynamic model. At the macroscopic level, the dynamics of an in-
compressible fluid is encoded at any point x €  and any time ¢ € Rt by its bulk
velocity u(t,z) € RY, its mass density p(t, ), its temperature 6(t, ), as well as its
pressure p(t, z) (which can be deduced from u in the case of an incompressible fluid).
These quantities evolve according to the incompressible Navier-Stokes-Fourier sys-
tem:
(O + u - Vu — pAu = —Vp,

00 +u-VO — rAO =0,
(INSF) V-u=0,
V(6 +p) =0,
. (u7 ‘97 p)\tZO = (uinu Pin; ein)'
In this system, the positive scalars p and s denote respectively the kinematic vis-
cosity and heat conductivity coefficients. Global weak solutions were shown to exist
by J. Leray [15] under minimal physical assumptions on the initial data, and strong
solutions were conctructed by H. Fujita and T. Kato [16] for smooth initial data. Let

us present an existence result for (INSF) which is by nomean optimal but sufficient
for the study led in this paper and refer to [11, 31, 32, 16] for a proof.

Theorem 2. For any s > d/2 — 1 and (pin, Uin, Oin) € HS satisfying
vm * Uip = 07
vx(pin + 6)in) - 07

there exists a time T € (0,00] such that the system (INSF) has a unique solution
in L ([0,T); HS) N L? ([0, T); H:™) associated with the initial data (pin, Ui, Oin)-
Furthermore, there holds T = oo if the initial data is small enough (with respect
to 1)

1.1.4. Hydrodynamic limits. By choosing a system of reference values for length,
time and velocity (see for example [19, 40]), we obtain a dimensionless version

of the equation:

1
Mad,F +v -V, F = EQ(F, F),
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where Kn denotes the Knudsen number (the inverse of the average number of colli-
sions per unit of time) and Ma the Mach number (the ratio of the bulk velocity to the
speed of sound, characterizing the compressibility of the fluid). To relate the Boltz-
mann equation to hydrodynamic models, several formal methods were proposed,
first by D. Hilbert [27], Chapman-Enskog [10], H. Grad [22], then made rigorous by
several works such as [5, 12, 8, 30]. At the beginning of the nineties, a systematic
approach was presented in [4, 3]: C. Bardos, F. Golse and D. Levermore showed
that the only possible point of accumulation for the renormalized solutions of (BF)
when ¢ goes to zero are global weak solutions to Euler or Navier-Stokes equations.
In the case of the Navier-Stokes-Equations, choosing Ma = Kn = ¢ in the previous
scaled Boltzmann equation and performing the linearization F' = F¢ = M + ¢f¢,
the authors considered the following equation:

e __ [E € 1 e fe
(B°) ofe=Lf"+ 8Q(f o),
fe(o) = fim
(1.10) Loi=c2(L—ev-V,),
(1.11) Lh:=2Q(M,h),

and showed that if the fluctation profile f¢ converges in some weak sense to some f°
as € goes to zero, then it must write

(1.12) otz v) = (po(t, z) +ul(t,z) v+ %(|v|2 — d)@o(t,:ﬂ)> M(v),

and the coefficients p° u° and 6° are distributional solutions of (INSF) with the
initial condition
20 — db 2 + db)
0 0 90 — ( n m . n 1n>
(p7u7 )\t:O d‘|—2 y Ui, d‘|—2 )
pin(2) = fin(z,v)dv, uipn(x) ::/  fin(z,v)dv,
R4 R4
1

Om(z) = 7 /}Rd(|v|2 —d) fin(z,v)dv.

Recalling the definition of Section 1.1.2, this means fﬁ:o = finwp. Finally, the
diffusion coefficients in (INSF) can be expressed as

trace<<1> (£<I>)T>dv, K= oLodv,

o 1 2
F=a—1d+2 /R d(d+2) Jpa

where ® and ¢ are the unique functions satisfying
2 d 2 2
%Id—v@w) M, E(b:v(—_g —%) M,
and orthogonal to the null-space of £ (see [42]), which constists of macroscopic

distributions:

(1.13) N(L):={v— (a+b-v+c(jv]* —d)) M(v), a,c €R, beR}.

o (
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This means that the heat conductivity and kinematic viscosity only depend on the
physical properties of the reference equilibrium M and the collision operator (). In
[20, 21], F. Golse and L. Saint-Raymond proved the compactness of these solutions
and thus the convergence. We also mention [33] in which different interactions
between particles are considered.

The derivation of the Navier-Stokes system from the Boltzmann equation in the
case of strong solutions was first considered by C. Bardos and S. Ukai in [5], for
initial data having Gaussian decay. Their approach relied on the properties of the
homogeneous linearized operator £ studied by H. Grad in [22], and on the spectral
study of the full linearized operator £+ v -V, led by R. Ellis and M. Pinsky in [14],
completed by S. Ukai in [41]. They considered (B?) in its integral form

(1.14) fo=U"fin +9°(f5, f9),
where we have denoted

US(t) := exp(tL"),

(115 V(0 = [ UG- 00U ),

and proved continuity bounds (uniformly in &) for U® and V¢ in some space of
functions with Gaussian decay, which allowed to prove existence of strong global
solutions f¢ to (1.14) through a fixed point argument for small initial data. They
also proved the convergence of U¢ and U¢ as € goes to zero to some U and WP,
which implied strong convergence convergence of f¢ to some f° satisfying

(KINSF) fO=U0f+ 000 1),

and we recall once again that fﬁzo = f2 = finwp. We could call this equation the

kinetic formulation of the Navier-Stokes-Fourier system, as the results from [4, 3]
imply that f° is the same as (1.12) and thus describes the unique strong solution of
(INSF) (in the sense of Theorem 2).

In [17], I. Gallagher and I. Tristani improved this fixed point approach by consider-
ing the equation satisfies by f¢— f°, where f° is known to exist thanks to Theorem 2.
This allowed to consider large initial data fi, for the Boltzmann equation, and thus
large (p,ud 69) for the Navier-Stokes-Fourier system, and in particular, showed
that the solution f¢ to (1.14) does not blow up before f° does. We state here their
result.

Theorem 3. Let s > d/2, 5> d/2+1, and fi, € LY HS (M~*(v)dv). Denote f°
the solution to (KINSF) with initial data f, = finwe given by Theorem 2 on a time
interval [0, T). For any small enough € > 0, there exists a unique solution to (B®)

e ([0,1); L H; (M2 (v) dv))

where Cy(X;Y) denotes the set of bounded continuous functions from X to'Y, and
it converges to f°

—in Li° LY H; (M_1/2<U>de) if fin = fin,wp,
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—in L LY HS (M™% (0)Pdv) + LY LY (Hs + W) (M~1/2(v)?dv) otherwise,
where ﬁ < p < o0.

We also mention works led in similar functional spaces: [30, 12, 6, 25, 29] in which
strong hydrodynamic limits of the Boltzmann equation are considered, and [38, 9]
in which strong solutions to the incompressible Navier-Stokes-Fourier system are
derived from the Landau equation.

The case of strong solutions to the Boltzmann equation in polynomial spaces is not
different because Grad’s decomposition of the linearized operator £ does not have
the same nice properties as in Gaussian spaces. In particular, ¢ can not be shown
to be a bounded operator in L°L! ((v)®dv) using the same approach. The study of
strong solutions to the Boltzmann equation for polynomially decaying initial data
was initiated by M.P. Gualdani, S. Mischler and C. Mouhot who constructed in [23]
solutions to the Boltzmann equation for initial data close to a global Maxwellian
(see Theorem 1), or in other words (by a scaling argument), to (B?) for fi, small
and for ¢ = 1. This was made possible thanks to the development of the so-called
enlargement theory started by C. Mouhot in [36] and developped with S. Mischler
and M.P. Gualdani in [35, 23] which (loosely speaking) allows to prove spectral prop-
erties for a linear operator in large spaces under the condition that these properties
hold in a smaller space and the linear operator can be decomposed in a certain way.

In [7], M. Briant, S. Merino and C. Mouhot proved the solutions constructed
in [23] were bounded uniformly in €, and thus, up to an extraction, converging
weakly to a solution of the incompressible Navier-Stokes-Fourier system.

We also mention [2] in which weak solutions to a modified Navier-Stokes-Fourier
system are derived from solutions to the Boltzmann equation for ganular media with
initial data having polynomial decay.

In this work, our main goal is to prove that the solutions constructed in [23]
converge strongly to solutions of the Navier-Stokes-Fourier system, at least when
the initial data is in some of the spaces considered by the [23]. To do so, we
draw inspiration from [7] and decompose the Boltzmann equation into a system of
two coupled equations, describing respectively the evolution of the macroscopic and
microscopic parts of the initial data fi, = I fiy + fin,1.

— One equation is posed in a “small Gaussian space” and its solution, generated
by the macroscopic part Il fi,, is shown to converge strongly to a solution of
the incompressible Navier-Stokes-Fourier system, by adapting the approach
from [5, 17].

— The other equation is posed in a “large polynomial space” and describes the
evolution of an initial layer generated by the microscopic part fin i .

We also prove that when the initial data fi, is large, the corresponding solution to
the Boltzmann equation exists at least up to the first singular time of the solution
to the incompressible Navier-Stokes-Fourier system with initial data fi, we.

1.2. Statement of the main result. Before we state the main result, let us define
the functional spaces used in this paper.
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Notations 1.3. For any positive Borelian function m, we denote by LP(m) the
weighted Lebesgue space defined by the following norm:

(1.16) 2o my == [ fmlle»,

and recall that M(v) = (2m)~ 2 exp(—|v|?/2). We fix in this paper some s > d/2.
For any p € [1,00]| and a > 0, we denote the norms

[fllepe == W) ppprs »
1 llgs = || F M2 ()"

and corresponding functional spaces
P = A{f = flx,v) : [[fllere <00}, p < o0,

f=[w,0) o [ fllese < o0, [If(0)]

‘LgoH; ’

gmia —

—N

ms (V) —— O} ,

|v]—o00
B = {f = 1) ISl < o0, 10l ()M — 0}
We also define the auxiliary norm
[Bllgpe = || w7
with v being defined in (1.3). Note that the assumption that the function vanishes
for large v in the case p = oo is made so that for any o > 0 and p; > 1, the

space ﬂ EPY is dense in £°%. Finally, for any real interval I and Banach space X ,

P2p1
we denote Cy(I; X) the set of bounded continuous functions from I to X.

HSP"" ’

Our main result is the following.

Theorem 4. Let p € [1,00] and f > d/2+ 1 (and recall that s > d/2), there exists
some a,(p) > 0 such that, for any a > au.(p), the following holds. Consider any
initial data fi, € EP®, decomposed according to (1.8):

fin = finwp + fingp + finL,

e (,0) = () + (o) -0+ 3 (o — ) ) ) M(o).

We make the following additional assumptions depending on the spatial domain:
— In the case Q = T, we assume (p,ud,0°) to be well-prepared, that is to

say pd + 602 =0 and V, - ud, = 0. With the notations of Section 1.1.2, this
means Il fi, = finwp, or equivalently fi,ip = 0. We also assume them to be
mean-free.

— In the case Q = R?, we assume (0%, ud 09) € LL.

Let (p°,u°, 6°) be the unique solution to (INSF) on a time interval [0,T) (in the
sense of Theorem 2) with initial data (p},,ul . 6°), and define its kinetic counterpart

ot x,v) = (po(t,x) +v-ul(t, ) + %(|v\2 — d)HiOn(t,x)> M(v).

There exists some positive €g = €o( fin, T') such that
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— for any € € (0,¢q), the equation (BF) has a unique solution
(1.17) freG([0,T);m) N LP([0,T); E0),
— the solution splits as
fo= 1"l g
ui(0) = fin1, us(0) =0, uz(0) = fin1p,

£
ac

where ui, u_, us. satisfy for some C,~v > 0 depending only on p, o and

£ — 62
(1.18) [ ()l gna < Ce || finLllgne,
(1.19) lim [ sup |Jul,(t)|gzs | =0,
£=0 \ o<t<T
(1.20) us, —* 0, in L°EP,

furthermore, if = RY, then ||u§c||L§W;,oo(M71/2<U>5) — 0 for any q > dT21'
- U;C =0 Zf fin,IP = 0.
Remark 1.4. In the physically relevant case p =1, we have a, (1) = 3.

Remark 1.5. According to [34, Theorem 1], if the solution to (Bf) is bounded
in L°LL ((v)?), the solution to (1.1) is non-negative if Fy, is. This is indeed the
case since EP* C EY? whenever a > . (p), and EY* C LEIL ((v)?) € LLL ((v)?)
because s > d/2.

Remark 1.6. Let us make some comments on the assumptions made on the initial
data

— The mean-free assumption in the case of the torus is a compatibility condition
coming from the fact that if F© = M +¢ f¢ relazxes to the equilibrium M, then

1 0
/ fft,z,v) | v |dvde — | O |,
Rd xTd |’U|2 t—o00 O

and we recall that the following conservation laws hold:

1 1
/ fe(t,xz,v) | v | dode :/ fin(z,v) | v | dvde.
R4 xTd |’U|2 R4 xTd |fu|2
Thus, we need to assume
1 0
/ fin(z,v) | v |Jdvdx=|0
RdXTd |’U|2 0

— The well-preparedness assumption is made because in the case Q = T9, the
acoustic waves generated by the ill-prepared part do not disperse.
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Remark 1.7. Suppose the initial data is smooth (i.e. H:™'). The part us_ vanishes
at a rate €'/2, and if the macroscopic part of fi satisfies the incompressibility and
Boussinesq conditions (i.e. finip = 0 and thus fin = fin,wp + fin,1 ) then us, vanishes
at a rate €. Also, the accoustic part u;, is controled by etici uniformly in (z,v).

1.3. Notations. We will use the following notations throughout the rest of this
paper. For any Banach spaces X and Y, we will denote Z(X;Y") the set of bounded
linear operators from X to Y, and abbreviate Z(X) when X = Y. The relation
denoted A < B is to be understood as A < C'B for some uniform constant C' > 0.
Finally, we will denote the convolution f*g of maps f :[0,00) = X, g :[0,00) = Y
by

Frot = | Flt— #)g(t)dt

whenever the product f(t;)g(t2) makes sense. For instance, when f(¢;) is an oper-
ator acting on the vector g(ts), or when both are operators and we consider their
composition. We introduce this definition so that, when the semigroup Sy (t) = &
generated by a linear operator L exists, the Duhamel principle applied to the evo-
lution equation
Owu(t) = Lu(t) + v(t).

takes the simple form

u(t) = Sp(t)u(0) + Sg * v(t)
In particular, when all terms make sense, the following factorization formula holds
for any linear operators L, P:

SL+p = SL + SL * (PSL+p) .
Furthermore, considering L = (L + P) — P, one also has

St = Spy+p — Spyp * (PSL) )
and thus there holds

(121) SL+p:SL+SL*(PSL+p):SL+SL+p*(PSL).

1.4. Main reductions. We use an idea from [7] and take advantage of the split-
ting of the linearized operator £° = B + e 2A introduced in [23] and recalled in
Section 2.1, where Bf + \/e? generates a C’-semigroup uniformly bounded in e, and
there holds A € & (Ef”’a; Eﬁ), for some p € [1, 00] and positive a, A, 8. This allows
to decompose the unknown of (Bf) as f°(t) = he(t) + €°(t) € EP* + EF where the
parts h® and e° satisfy the following system of coupled equations:
1
(1.22) Oh® = B°h® + EQ (R%,h) +2e71Q (b, €°) =0 = Jfin, 1,
: 1
0" = L2 +e7Q (¢, ) + AN, g =T

We will rewrite this system as a fixed point equation

=(h%,e°) = (k% €°)
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which will be solved using Banach’s contraction theorem. We thus need to define
properly = on some product space X x X and show contraction estimates for both
coordinates h® and e®. This means that we have to prove a priori estimates on both
equations, which will dictate our choice for X and X.

The equation on h® will be studied using an energy method (Lemma 2.6), which
requires coercivity estimates on B° (Lemma 2.1) and bounds for @ (Lemma 2.4).

The equation on e is — up to the coupling term e 2Ah® — the same equation as
in [5, 17] posed in the same functional space. We thus use the same approach and
consider this equation in integral form:

1
¢ = UFILfin + W° (¢, ) + S U" AN,

where U® was defined in (1.15), so as to rely on previously established results.
Drawing inspiration from [17], the part e® will be constructed indirectly: we need
to identify a sub-part e such that there holds e®* = e] + ¢°, where ¢°* =+ 0 in X as ¢
goes to 0 and is what will actually be constructed during the fixed point argument.

— If one neglects the coupling term e~2U¢ x Ah®, previous works such as [5, 17]
suggest that e® should behave like f°+UgiSp fin, where f0 is the unique smooth
solution to (KINSF) generated by fi,wp on some time interval [0,7") (in the
sense of Theorem 2), and U§., fin1p = Uiy, fin corresponds to acoustic waves
oscillating with a rate of order 1/e (see Section 3.1 for the definition and
properties of U§ ).

— However, the coupling term ¢ ~2U¢* Ah* is not expected to vanish in X, which
will be (a weighted in time version of ) L E®, but satisfies (see Notations 4.6
for the definition of 777, 72 and Lemma 4.7-4.8 for their respective estimates)

1
SUS % ARS = TERS + TSN,
g

HEghEHLgEﬁ - 07 (6 — 0)7 q = 17 Q.

We therefore define the sub-part mentioned above as ef = f° 4+ Ug, fin + Th°, thus
the pair (h®, g°) solves the system

e = Bht + 1@ (he,h%) + g@ (h%, 9%+ f° + T7h® + Ugip fin)
(1.23) hE(0) = find, c c
g =SV, g7) + 9°[Af]g
where we have denoted
ShT] i= 85 + U° (TTh + Ugiap fin, 210 + TERS + Ugip fin) + T b,
Sy = (U = Usigp — U°) T fin + (%7 = 0°) (£°, 1),
O[] := 20° (O + TF (7] + Usigp fins * ) »

and we used the fact that U§,, = Ugg,IT (see Section 3.1). Note that fi,, f® and T
are fixed so we do not indicate them in the notations above.
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1.5. Comparison with previous works. In [7], the authors considered the sys-
tem (1.22) in order to derive estimates on both parts uniformly in €. They choose to
split the initial data as h°(0) = fi, and e°(0) = 0, which allowed to rely on hypoco-
ercivity results from [6] valid for €*(0) small enough. Like in the present work, they

obtained the following control for the coupling term: e 2Ah%(t) = O (6_26_)‘t/ 52)

which leads to a term of order O(1) in Gronwall estimates.

Here, we need to show that e° is not only bounded but converges strongly to f°
as well when e goes to zero. To this end, we use the integral formulation of the
equation on e which allows to use the spectral study of the linearized operator L£°
led in such works as [14, 41, 18, 43], this is the approach used in [5, 17].

Note that if f;, were purely macroscopic, then it would belong to E? and (1.22)
would reduce to the equation considered in [5, 17]. The latter differs from the
equation on €° in (1.22) by the coupling term e~2U¢ x Ah®, which may not be small
in L EP but is small in L FE® + LIEP. This is made possible (1) by the splitting
of the initial data h*(0) = fin 1, (2) by generalizing some properties of U® known
to hold in E? to the larger space £7%, using the theory of space enlargement from
(36, 35, 23].

1.6. Outline of the paper. In Section 2, we prove coercivity estimates for B and
bounds for ) which we use to prove the well-posedness of the following equation for
given source terms h and g

8tf:B€f+§Q(h,h+g).

In particular, we prove the stability estimate required for the mapping = from Sec-
tion 1.4 to be a contraction.

In Section 3, we recall the spectral properties of £ + cv - V, from [14, 41, 18,
17], which dictate the asymptotics of the semigroup U® in some Gaussian space.
We then extend some asymptotic properties to polynomial spaces EP* using space
enlargement theory.

In Section 4, we prove the necessary estimates to solve

g =V(g,9) + ®°[h]g + S°[h]

for some unique small g when ¢ is small enough using a contraction argument. To be
more precise, we show that U is uniformly bounded in ¢, that ®°[h] is a contraction
with Lipschitz constant depending on a bound of h and for an equivalent norm
depending on f°) and that S°[h] vanishes as ¢ goes to zero.

2. STUDY IN THE POLYNOMIAL SPACE

2.1. Splitting of the linearized operator. In [23], the authors present a splitting
of the linearized Boltzmann operator £, defined as (1.11), in the form

»C:A(S—l—B&:—I/—FE@—FAg, 0 €(0,1),
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and Aj, Bs are defined by

Asf () = / 05 (ML + M’ — M) |v — v.|dv.do,
R xSd—1

Byf(v) = /R o (100 (ML MF = M £ o = v fdoudo

where we recall that v is defined by (1.3), the notations v, v, ¢', g%, g« are defined
in Section 1.1.1, the function ©5 = (v, v., o) is smooth, bounded by one on
{lv] <67125 <|v—w.| <5, |cosf] <1—25},
and supported in
{lo] 26740 < |v—w,] <2671, |cosh| <1 -6},
where cosf := o - (v —v,)/|v — v].

For any p € [1,00], « > 0, § > 0, and § € (0, 1), the operator As is bounded
from L? ((v)*) to L* ((v)?M~/2) as can be seen from Carleman’s representation:

Asf(v) = /d ks(v,v.) f(vy)doy,
R
where ks € C°(R? x RY) (see [23, (4.9)]). By its integral nature in v, it is clear that
(2.1) As : EPY — Ef

is also bounded. In the rest of the paper, we will be interested in the scaled version
of Bs together with a transport term, which we denote

1
(2.2) B = = (Bs +cv-V,).

Lemma 2.1. Let p € [1,00), there exists ag(p) > 2 such that for any a > ap(p),

if 0 is small enough, Bs is v-bounded with relative bound less than one, and there
holds for any € € (0,1) and h € EP*

2. [ 5h g

UB(pv Oé) = O'B(p,Oé;(S) > 07

UB(pv Oé)
2

by (0)Pdv < — 171l

£ne

where (-,-)gs denotes the usual inner product in HZ, and EP* was defined in Nota-
tions 1.5.

Proof. In [23], the authors prove a control on Bs in the space £/ by considering its
positive variant:

Byf(v) = /R o (1= 80) (ML ML+ ME) o = v fdoudo

so that one has by the triangle inequality

(2.4 | Bst) (o)., < (B (I

w) ()
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and by proving the following estimate! for any o > 2, where 05(1) designates any
quantity that vanishes as 6 — 0:

(2.5) ‘ 3

< (@p(@) +os() [V fll oy

4
W) = R — D

Let us now prove Lemma 2.1: by the definition of Bs and the skew-adjointness
of v+ V, in H for any v € R one has

/R (Bohew- Voh,hY,,

— iy + [ (Bohh),,
R4 v

<l + [ Bshla
]Rd

by (v)"dv

Al ()P dv

‘?{_;1 (v)P“dw.

Using (2.4) and denoting to lighten the notation g(v) := ||[v/Ph(v)|

/ 1Bsh
Rd

Hs, We have

P u)redy

H

< / (V_l/plg(gy_l/p) (9) x gP~H{v)P*dv
Rd

<[ Bl el

B(LP((v

Using the estimate vo(v) < v(v) < vi(v) and (2.5), one deduces that, under the
condition o > 2 + 1/p’, there holds

Jll @y

B(LP((v) B(LP((v)))

< Hy—l/p

B(Lr ((v)o=1/7");Lr ((v)))
X Hggl/_l

%(LP((U)“*UP’))
o

(L () );Lr((w)a=1/7"))

< ()" (oo 10+ 0s))

)

I This estimate is actually proved for Bs in [23, (4.32)] , but as the authors point out in page 74,
the same estimate holds for Bs with the same proof.



16 PIERRE GERVAIS

To sum up, we have shown

/R (BE )|l )
1 21 Ly / P
§_€_2 1— " ¢p(a+1/p") + 05(1) HhHggva
op\D, &
= 70D .

The quantity og(p, @) is positive as soon as a > ap(p) and ¢ is small enough, where
we defined

v\ VP
(2.6) ag(p) := inf {a >2+4+1/p (V—(]) op(a+1/p) < 1} :

which concludes the proof of the lemma. O

Remark 2.2. Note that the definition of og(p, ) actually depends on the choice of §,
but this does not make any difference in the rest of the paper as long as og(p, ) =
og(p, ;) > 0, so we do not mention it from now on as to lighten the notations.

Remark 2.3. The threshold ag(p) is monotonically increasing in p, and in the
cases p =1 and p = oo, this threshold is simply

2, when p =1,
o) =91 415
Y

when p = 0.

2.2. A priori estimates. In this section, we present the estimates necessary to
the a priori study of the equation on h® in (1.23). We first prove a bound for the
collision operator ) (Lemma 2.4), define for functions ¢ — h(t) € EP* a norm
which measures the exponential decay and moment gain induced by B¢ in (1.23)
uniformly in e reminiscent of the ones from [2, Section 5.1], and finally we give a
priori estimates for the equation on A° in (1.23) (Lemma 2.6).

This control on @ is inspired of [26, Lemma 2.3] in which the case p = 2 is treated
for hard potentials without cut-off.

Lemma 2.4. Let p € [1,00], there exists ag(p) > 2 such that, for any a > ag(p),
there exists some C = C(p, ) > 0 satifying

(2.7) QU Dl eparrr < C (I fllepallglles= + I lez=llgllere)

and if p < o0,

hl

P2 )do

(2.8) / RCN

< C(Ifllenellgliepe + 1Fllez=lgllera) 1allgpe,
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Proof. In this proof, we denote ¢ := p’ so as not to cause confusion with the pre-
collisional velocity notations v’, v/, and we define the threshold

(2.9) ag(p) =2+ g

Step 1: Main reductions. First, note that the algebra structure of H; implies

[(Q" (f(v), 9(v), h(v)) 1

/Rd v — v (f (V) g(vL), h(v)) msdu,

< Ih@Ia [ |10 = o7 0)g () e
SRz @ (I (W), lg(w) 1) -
The same estimate holds for ()~ thus, denoting
F) = [|f()lay, G@) = llg(v)|la;,

m(v) = (v)%,

it is enough to prove

< Ol i) 1€ v

Q(F, GYH m’ dv

Rd

+ ([l o (m) !|G||Lp(<v>1/pm)> [Hm o),

where we recall the notation LP(m) is defined in (1.16). Indeed, this control will
imply
— (2.7) for H(v) :=||h(v)]
— (2.8) for H(v) :=||h(v)]

To do so, we only need to estimate the integral coming from (~:

s and r = 2, by duality,
p—1 —
ps and 7= p.

Q (F,G)Hm"dv
R4

S /\v—v*||F*||GHH|mrdvdv* =1,

and the one coming from QF. For the latter, we use the following estimate from [1,

(2.1.15)]:
|m —m/| < sin (g) <m' + (W) ()*" +sin (g)a—l m;) :

where we recall the notations m’ := m(v'), m, := m(v,) and m/, := m(v}). We will
use it under the simpler form

m S+ () 4 o,
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which suggests the splitting

QT (F,G)Hm"dv

Rd

< /|v — o, ||F |G| H|m/m™ dvdv,do
+/w—mwwﬁwmwww*w4w®ﬂa

+/\v — v, ||F|G'||H|0*m.m" dvdv,do
:ZIQ + Ig + I4.

Step 1: Estimating 11 and Is. We start by using the fact that
[0 = .| < (v){v.) < (0)P(0)0.),

which implies the following for I;:

15 [ (I6m@)) (1Hpm (0)) dv [ 15w de.
(210) S ||G||Lp(m<v>1/7’) HHmr—1<v>1/QHLq ||F||L1((v>)

where we used Holder’s inequality in the last line. We deal with I3 in a similar
fashion, using |v — v,| = [v/ — V| =< (v.)(v"), which yields this time

I3 K'S HGHLP(m(v)l/p) HHmr_lHLq ||FHL1(<U>2)

Step 2: Fstimating Is. We use the following identity, which is a direct consequence
of (1.2)

1 —cos®
2

v —v.| = [ =] = v — v
and thus
v —v,| < ' = VL [VPlo = o[V < (W) P w) 9 (w)).

From this and Holder’s inequality, we get the following control on I:
P 1/p
I, < [/ ((v;>1/p|F>:|1/p|G'|<v'>1/pm’> dvdv*da}

q 1/q
X /((v;)l/q|F1|1/q|H|(v>1/qmr_1> dvdv*da} :

Using the change of variables (v,v,) — (v',v)) in the first integral and v, — v, in
the second, whose respective Jacobian determinants are
d(v, vy) dvl,
d(v',vl) dv,

B 1+ cos@
- 2 ,

Y
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we obtain the estimate

p 1/p
I, < [/ <<U*>l/p\F*\1/p\G|(v)l/pm> dvdv*}

q 1/q
/ ((U*)l/q\F*\l/q\H|(U>1/qmr_1> dvdv*da} :

We conclude that I satisfies (2.10) using again Holder’s inequality on each integral.

X

Step 3: Estimating I,. We use this time the bound

1 —cos@

5[V S0 v — v,

o — o] =

which yields
[0 — 0] S 07w — |V — o VP S o) (o) () e

Plugging this estimate in I, we get

I S / 0o~ (()g])! (|Flmo) 7). (| H m"~ (0)17) dvdo,do

§(/9°‘-(1+1/q) (<U>‘9|)/ {(\F|m< >1/p> } dvdv*da> 1/p

1/q
X ( / go-0+19 ()@Y (\H|mr_1(v>1/q>qdvdv*da>

/

where we used Holder’s inequality. Using then (v,v,) — (v’,v.) in the first integral

21 <672, one gets

and v’ — v, in the second one, which is such that p
v

1/q
L g ||GH1/p ||FHL,,( oy1/e) X (/9a—(3+1/q) ((UHGD/(\H|mr_1<v>1/q>qdvdv’da> .

Recall that @ is the angle formed by (v — v,, ), we have to replace it by the an-
gle 1) formed by (v — v’, o) before rewriting the previous integral factor in spherical
coordinates. The following relations hold:

0 v—1

=50 o=

o
o=

We then bound I, as

Ls( / (1 — 20)° 9 sin 20 ) 5 Gl 1Pl gy | 0 .



20 PIERRE GERVAIS

Because of the assumption on a, we have a — (34 1/q) > —1, therefore the integral
factor is finite. Finally, we have that, for some positive Cy = Cy(av),

L < CollGl o uaoyrey |1 Hm" = 0) | Ly 1F 2y
—a)q)|l r—
< Coll ) MNANC oy 1" @)y I N oo

The conclusion follows with C' = C’o||(v>(2_a)q||1L/1q, which is finite because the as-

sumption on « implies (2 — a)g < —d. O

We now prove the a priori estimates for the equation on h® from (1.23), but first

let us introduce a norm which measures the exponential decay and the moment gain
induced by B°.

Notations 2.5. For any p € [1,00], @ > ag, 0 € (0,03) and € € (0,1), where ag
and o are defined in Lemma 2.1, denote the functional spaces

e = €, ([0,1): €)1 L7 (10,7):€2°)

where Cy is defined in Notations 1.3, T in Section 1.4, and endowed with the norm

1 2 p o — 0 ¢ /.2 p
p - = ( ot/e B at'Je ! N '
[+l = sup <p (e MhOllens) + 5% [ (eI o) dt),

if p < o0, and

Al gz = sup [[e=*n(o)

0<t<T

£oo,a

otherwise.

Lemma 2.6. Let o > max{ag, ag}, 0 € (0,05), 6> 0. Foranyh € L™ ([0,T); EP*)N
LP ([0, T); EP) and g € L=([0,T); E®), the evolution equation

_ _ 1 1
Oh = Bh + gQ(h, h) + EQ(h, 9)

R(0) € &P,

has a unique solution h € XP*?. Furthermore, it satisfies for some C = C(p, a, )
@A) Bl < O Whllgps (Ilgpes + Ngllzen ) +IFO) e

as well as the stability estimate for any pair of solutions hi, hy and corresponding
source terms hy, g1, ha, go:

|71 = ha|| ypar SCe b1 — hol| yrowe ( 171 + Dol xpoer + ||91||Lt°°E5)

(2.12) + Ce ||hell ypos llgr — galligems + [71(0) = ha(0)|eve.

Proof. We will denote in this proof X, = XP*7 £ = EP* £, = EX to lighten the
notations. As the constant C'in Lemma 2.4 is such that limsup,,_, ., C'(p, a) < oo, it
is enough to assume p < oo first and conlude the case of p infinite by letting p — oo.
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We will only prove (2.11) because the stability estimate (2.12) comes from similar
calculations.

We start by assuming p < co. Applying (2.3) to the identity

d/ _ o
() =p [ omm,, 1

we obtain the differential inequality
d (1 — ) OB |\,
— | =|Rl% | + —=||h]|%
3\ Ihlle )+ 5 lnlle,

p
< é /Rd (QUh, k) +Q(h,9), B) .

C —p—
< il nlle, + 1l Nglle + Imlelgle, | 1A

b (0)Pdv,

Rl o) do

where we used Lemma 2.4, from which the constant C' = C'(p, «) is from and satisfies
limsup,,_,,, C(p,®) < oo. Multiplying both sides by exp(tpo/e?) (recall o € (0,05))
and using the continuous inclusion E? C &, we get

d 1 o 25 o —0 25
G e imlz) + 22 Zem e,

C ot/e? ot/e? |7 p—1
<~ (Iklle + llgllea) (Al ) (IRl )"

Integrating and using Hoélder’s inequality with the exponents (oo, D, z%)’ one gets

p C t 7.2 p e
< (Wbl + lglizers ) < sup {( | (=) ar)
€ < 0 0

<t<T

«( / t (e“’/fg||E<t'>||g)”dt')%} ,

p—1
Xe

17

from which we deduce

_ C B
71, < € (I, + lallize ) &2 a5 (2 |

p—1
X

< Ce( Whlly, + lgllizers ) I,

This concludes the proof. O

R

3. BOUNDS AND ASYMPTOTICS OF THE SEMIGROUP

In this section, we establish integrability properties and asymptotics on the semi-
group U¢, necessary to prove the vanishing of the coupling term e 2U¢ x Ah®
in L}E? + LPEP (Lemmas 4.7-4.8) and the vanishing of the source term S¢[hf]
from (1.23) (Lemma 4.10). This will require to generalize some estimates proved
in [17, 5] in EP to the larger space £7%. To do so, we draw inspiration from the
factorization techniques used in [5, Section 5|, using this time the splitting of the
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linearized operator L recalled in Section 2.1. For the sake of completeness, we prove
some results already present in [5, 17].

3.1. The eigenprojectors and partial semigroups on the Gaussian space.
Let us first recall the spectral study originally led in [14] for hard cutoff potentials in
the space L? (M~*/2). We also mention the founding paper [37] which has initiated
the study of the spectrum of the linearized Boltzmann operator, and such works as
[18, 43, 39] in which these results were partially generalized.

For a family of operator (7'(&))¢cgre acting on the v-variable, we define the Fourier
multipliers 7'(D) acting on functions u = u(x,v) by

—

T(Dju(e,v) = (T ) ) ),

where u — u represents the Fourier transform With respect to the variable x € €.

Note that such operators commute with D = —i-1 and any Fourier multiplier f(D).

Spectral decomposition and expansions in Fourier space. According to
[18, Theorems 1 and 2|, there exist r > 0 (which can be assumed as small as
necessary) and a = a(r) € (0,1y), where 1y was presented in Section 1.1.1, a family

of projectors (Pb(? (& )>€€Rd uniformly bounded in 8 (L2 (M ~'/?)), complex numbers

(Aj(€))¢era, and closed operators (Ly(€))eepa in € (L3 (M~1?)), with j = —1,...,2
and ¢ = 0, 1, 2, such that the following spectral decomposition holds in Fourier space
for any ¢ € R%:

(3.1) L+iv-&= Z A (€)Py (6) + L4(6),
j=—1
(3.2) Py Ly = LyP,; =P, iPor =0, j#Kk,

and the operator £;(§)+a generates a bounded C%-semigroup, uniformly in &. These
eigenprojectors and eigenvalues expand around & = 0:

(3.3) 26 = APl AP+ o(gP), AV eir, AP <o,
§

(3.4) Poi(&) =P (&) + 1P (), €= i

and the zeroth order eigenprojectors sum to the L?(M~'/2) orthogonal projection
on the null space of L:

(3.5) m=> 79 (¢).

j=—1

In [18], the projectors P, (&) and eigenvalues \;(§) are actually defined for small
frequencies |¢] < r, we assume here for simplicity that they are defined for any ¢ € R?
but vanish for |£| > r, and we denote x the characteristic function of {|¢| < r}.
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Transposition to the physical space. Let us denote by H the following weighted
Sobolev space:

& e 2 () = 5 (7).
endowed with the norm
- 2
1£117 =/ f(g,v)‘ (&) M~ (v)dvde, if Q = R?,
R4 x R4

11 = St [ [fieo| v e, it =1

&ezd

Following the previous spectral decomposition in Fourier space, we define for the
scaled linearized operator €2 (£ + iev - £) the approzimate hydrodynamic projector
and associated partial semigroup:

(3.7) =Y _ PleD),

j=—1
2
(3.8) U :=UP; =PjU° = > exp (t\;(eD)/e*) P, (eD).
j=—1

Since the operator £ is non-positive on L2 (M~'/?) (see [42, Proposition 2.11])
and v - V, is skew-adjoint in H? for any v € R? the scaled linearized opera-
tor 72 (L + ev - V) is non-positive and thus U? is a contraction semigroup on H.

We deduce by the uniform bounds on Pb(? (€) that for some C' > 0
P50y < €,
(3.9) 105 (D)l gy < €
We also define the complementary projector and partial semigroup:
; =1d - Py,
Ui := UP; = P{U° = exp (tLs(cD)/e”) .

By the boundedness of P¢ and the fact that £4(D) + a generates a bounded C°
semigroup on H, we may also assume that the constant C' is such that

P
(3.10) U5 (t)

B(H) <G

—t/2
H)SCeaa.

B(

Asymptotic behavior of U;. The coefficients in the expansion of the scaled eigen-
values \;(¢) and the corresponding eigenmodes indicate (see [14, 18], [17, Proposition
A.3] and [42, Remark 2.2.12]) that, for j = 0,2, the eigenvalues correspond to the
diffusion terms in (INSF), and the projectors to the corresponding subspaces of
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macroscopic distributions (,O(ZE) +u(z) v+ 1 (jv]—d) )M(v):

e \o(eD) = = AP A, = KA,

Poo(eD) ~ Pb(%) (5) = H-orthogonal projection on p+ 6 = 0,
2\ (eD) ~ —)\;2)Am = pl,,

P,o(eD) ~ Pb(g) (5) = H-orthogonal projection on V, - u = 0,

where we recall that ¢ and x are respectively the kinematic viscosity and thermal
conductivity of the fluid represented by M, and D is the pseudodiferential operator
associated witjh the symbol § ¢/|€|. This means that Pb(% ( ) Pb(g ( ) is the

projector on well-prepared distributions defined in (1.9), and also that we have the
following expression for the semigroup of the incompressible Navier-Stokes-Fourier
system in its kinetic formulation (KINSF'), presented in [5]:

(3.11) U°(t) = 2P (D) + 2P (D),

(3.12)  ()(f.g) = / U (t—1t) (P (D) + P35 (D)) Q(f(), g(t')) '

Similarly, for 7 = 41, denoting ¢ the speed of sound in the gas represented by M,
we have the following asymptotics:

e2\41(eD) ~ £ z'E|D| + KA,

P (eD) + P, (D) ~P{} (D) + B2, (D)
=H-orthogonal projection on

ill-prepared macro. distributions.
We define the semigroup Ug, corresponding to these acoustic waves through
(3.13) Usip(t)e ™2 = e"SPIP[) (D) 4 e #:1P1P% (D) |

so as to highlight the presence of the wave operator. Using the notations of Sec-
tion 1.1.2, the orthogonality relation (3.2) implies that

UOUgisp = UgispUO = 07
(314) Uof = UOfin,WPv Uiispf = Ugispfin,IP

These hydrodynamic semigroups U° and Uj, were shown in [5] to drive the dy-

namics of U7, which is made explicit by this next lemma adapted from [17, Lemma
3.5]

Lemma 3.1. For any 8 > d/2 and f € EP, there holds

i (sup (12| (0(0) — 0°() ~ Usuy6) ) 111

e—0 >0

)=0
EB
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Proof. Recalling that Uy = U® — U; (our notations are consistent with [17]), this
lemma comes simply from a density argument applied to [17, Lemma 3.5, (3.12)-
(3.13)] which we explain for clarity. This is possible because of the finite-dimensional
(in v) nature of IIf:

(315) TG 0) = (prle) + (o) + 5 (0 — ) 65() ) M (o),

where py, uys, 0 are H; functions and thus can be approximated by smooth functions.
O

Let us also recall that the authors of [5] proved that U¢(f,g) — ¥o(f,g) in a
weaker topology than that of L°E®, and those of [17] proved it when f = g = f¢
by using the properties of the limit system (INSF), we cite [17, Lemma 4.1] here

Lemma 3.2. For any > d/2+ 1, there holds
i (sup o (1) [ 5%, 1)~ €0, 1) ) =0,
20 N\ o<t<T

where xqo(t) = ()4 if Q = R?, and xq(t) = 1 otherwise.

Finally, the acoustic part was shown in [17] to be bounded, decay for large times,
and vanish in a weaker topology when the domain €2 is the whole space, as explained
by this lemma.

Lemma 3.3. For any § > g, there exists C' > 0 such that

(3.16) 1Udisp (@) fll g < Clf |l 5,
(3.17) OV Usp O lr < C (1 lzas(agoriey + 171152
furthermore, if Q = R? and f is a Schwartz function, there holds for some C; > 0
d—1
. e\ 2z
(3.18) Ui )| s (saray < Cr (5) 7

Note that the estimate (3.16) comes from (3.13) and the fact that Pb((il (5) fis
a linear combination of functions of the form

(/Rd<f(v*, .),g>H;P1(U*)M(U*)dU*>P2M

for some polynomials P, P, and ¢ € H?. The estimate (3.17) is [17, (3.25)],
and (3.18) is a direct consequence of the last estimate of [17, p. 587].

3.2. Spectral properties on the polynomial spaces. We now extend some of
the properties of UF proved on Z(H) in [17] to % (EP*; EP). This will be made
possible using factorization techniques with the Gualdani-Mischler-Mouhot decom-
position £ = A+ B and Grad’s decomposition (see [22, 42]):

(3.19) L=-v+K
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FIGURE 1. Spectrum of % (£ + v - V,)
As1(e€)/e?
Ao(€)/e?

Aa(e€) /€

A-1(e€) /e

The blue part corresponds to (INSF). The red part, which gets closer to the
imaginary axis as € — 0, corresponds to the acoustic waves. The hatched part may
contain spectral values, and the solid part is included in the spectrum.

where v was defined by (1.3), and K satisfies the following regularization property:

(3.20) V3 >0, K€% (H;E°) N (E” E°").

As a first step, we will study operators RS and R: (Lemmas 3.4 and 3.6) which
appear in factorization formulas ((3.27) and (3.31)) for P, ;(eD), this will allow
to prove boundedness properties (Lemma 3.5 and 3.7) for the coefficients in the
expansion (coming from (3.3))

P,;(eD) =P (D) +&|D|P}) (eD).

These properties will be used to prove bounds and asymptotics on Uy and Ug (Lem-
mas 3.8-3.10).

We recall that ag, A, B, B° were defined in Section 2.1, and that
. 1

Lemma 3.4. For any p € [1,00], @ > ag, j = —1,...,2, the following operator is
well-defined and bounded uniformly in € € (0,1):

J

5 1 — £ -1 o
RS = 5_2A (e7°X\j(eD) — B°) " x(eD) € B (P H),
where the inverse is to be understood on the range x(eD)EP®. It expands as
R; = —AB™' +¢|D|R}",

with R € B(EP; H) uniformly in e € (0,1), and every term commutes with D.
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Proof. In this proof, we drop the subscript j and denote
ere = x(eD)er = {fe e Jle)=0itele] >,
T :=¢cv-V,— \eD),

so that the regularizing operator rewrites

(3.21) RE=—A(B+T°) " x(eD).

In the two first steps, we will prove the following properties:

(3.22) Br~! is invertible on e and its inverse is bounded by ¢ > 0,
1

3.23 Tov | yerey < 5=

(3.23) H v B(EL2) = 2¢

(3.24) T° =e|D|T*" and ||T*'v" aers) S ©
“\"r/e

and then use them in a third step to prove the lemma.

Step 1: Proof of (3.22). According to [23, (4.33)], B — v is v-bounded with relative
bound less that 1 (see Lemma 2.1), thus,

Bvt=1d +(B-v)v,
which implies (3.22) because |[(B — v) 1/‘1||%(5p/,a) < 1.

Step 2: Proof of (3.23) and (3.24). By (3.3), T°v~! is a Fourier multiplier in x
whose symbol is of the form

(1) 2] ¢12
Liee LA g s 0 (5 q )
1% 1%

14

~ A
=da<e§—77+0@m0,

so there holds indeed
T¢ = ¢|D|T=".

«

Furthermore, on 5*”/’ we have by definition €|¢| < r, it is then clear that the

r/e’
operators T°v~1 and T5'v~! are bounded on Epe uniformly in e € (0,1). Finally,

up to a reduction of r, there also holds HTEV_lH@(sf/’g) <1/2c.

Step 3: Proof of the lemma. Because of assumptions (3.22) and (3.23), the following
operator is well-defined on &7 and bounded by 1/2v:

(B+T5) " =vt (Br—+ Tsl/_l)_l
Combined with (3.21) and the regularization property (2.1), this yields the bound-
edness property R¢ € A (EP*; H) uniformly in € € (0,1). Let us now tun to its
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expansion; there holds on &£” /‘;‘

B+T5)"'=B"1+B! (Tev™") (Bv~' + Tel/_l)_l

=B +¢|DIB! (Te’ly_l) (BI/_1 + Tey_l)_1
=: B~ +¢|D|S",
where S¢ € Z(EVY) uniformly in e € (0,1). We deduce that

r/e
RE=—-AB+T%) " x(eD)
= —ABx(eD) +¢|D|S*x(eD)
= —AB +¢|D|R*,

where we let
R = S°x(eD) + (¢| D)~ (Id — x(eD)) AB™Y,
which is a bounded operator in virtue of the inequality 1 — x(g&) < ¢/¢] /.

Lemma 3.5. For any p € [1,00] and o > ap, there exists C > 0 such that
(3.25) 1P, (eD) fllr < Clfllere,

(3.26) [P ED)s| < Clflene.

where we recall that H = L2H (M~'/?).

Proof. From the relations (3.1)-(3.2) and the splitting £ = 724 + B¢, there holds
P, ;(eD)LE =P, ;(eD)e*)\;(eD) = P, j(eD) (5_2A + B,
which can be rearranged as
P,;(eD) (e7\;(eD) — B%) = e P, ;(eD)A,
and thus the following factorization formula holds:
(3.27) P, j(eD) =P, ;(eD)R;,

where R is that of Lemma 3.4. Thanks to the boundeness of R; proved in
Lemma 3.4, and the boundedness P, j(eD) € Z(H) recalled in the beginning of the
section, we deduce that, uniformly in € € (0, 1), there holds P, ;(eD) € % (EP*; H).

Furthermore, injecting the expansion from Lemma 3.4 and the one of P, ;(¢D)
in (3.27), we get

P,j(eD) = =P (D) AB™!
+e|D) (73;}]? (eD)R; + P\ (D) R§’1>,
and thus, identifying the first order coefficient, we have

P (eD) =P (eD)R5 + P (D) RS

J
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Since Pb(}j)(z—:D) € A(H) uniformly in €, we conclude that Pb(}j) (eD) € B(EP*; H)
uniformly in € € (0,1) thanks to Lemma 3.4.
U

Lemma 3.6. For any j = —1,...,2, the following operator is well-defined:
R =K (\j(eD) —v+ev- V.) ' x(eD),
furthermore, it expands as
RS = —Kv™' +¢|D|RS",

where each term commutes with D and for any § > 0, we have,

e el . .

R, R € #(HE°) N % (E°; EPT)

uniformly in € € (0,1).

Proof. This result can be proved in the same way as was Lemma 3.4, but using
Grad’s decomposition (3.19) and the role of A (resp. B) is replaced by K (resp. v).

0
Lemma 3.7. For any p € [1,00], 8 >0, a > ag, there ezists C > 0 such that
(3.28) 1Ps,; (D) fll gs < Cll fler,
1
(3.29) |PQED)s| |, < Cllflere,

in particular, we have thanks to (3.7) that
(3.30) IB5fllme < Clifllera
Proof. First, note that by Lemma 3.6, there holds
(R5)'™*F = (~Kv™")"** + ¢|D|R; € B (H; E”)
]Aé; S (H; Eﬁ) ,

uniformly in ¢ € (0,1). One shows a factorization formula in the spirit of (3.27),
which iterated gives

(3.31) Poi(eD) = (R)" P, (D).

We get (3.28) by combining the bound of (R$)'*# and (3.25). Let us now inject the
expansion of (R5)'*# and P, ;(eD) in the previous relation:

P,;(eD) = ((-Kv™)*? +¢|D|R5) (P (D) +£|D|P}) (D))
:(_KV—1)1+673b(3) (5)
+e|D| ((-Kv )PP (eD) + 5P, ; (D)) ,
which leads to the identification
P (eD) = (—~Kv )PP (eD) + REP, ; (eD) ,
where we have

(3.32) (RS)"’P,;(eD) = P,,;(cD) € B (H; EP).
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uniformly in £ € (0,1). Once again, we get (3.29) by combining the bound of éj
and (—Kp~1)'*+8 = (1-2;)‘8:0 with (3.26).
O

Corollary 3.8. Foranyp € [1,00|, f > d/2 and o > ap, there exists C = C(p, a, f)
such that

(3.33) UE(t) flls < Ol fllene,
(3.34) U5 (t) fll s < Ce | f]| gs.

Proof. Estimate (3.33) comes from the combination of (3.9) with (3.30). To get
estimate (3.34), we apply the Duhamel formula (1.21) to Grad’s decomposition
(3.19):

1
Uf = SE+—255*KUE,
€
where we denoted

SE(t)h(x,v) == exp (e *t(—v +ev - V,)) h(z,v)
vt

(3.35) =e " h(x —vt,v).
Compose from the right with P to get by the definition of Uf

€ 13 £ 1 £ €
Note that in both cases X = H or E7 (where v > 0), we have thanks to (1.4)

I/()t
1570 Loy < exo (22 )

which implies in particular

—/ [ENGIPRS —/ e de < 1,
1S* )l px) S
Combined with the regularization property (3.20), we get

€ € 1 ! € &€
10 Pl S 15" e + 5 [ 1% = Ol 0505 ey 0

— 2 1 t_V —t)/e?
S Wl 5 [ U e

and also for any v > 0
&€ € 1 > € (>
05 0 s SIS OF lgmis + 5 [ 157 = Ol [V ), 0

—u 2 1 t —u _ 4! 2
S st 55 [ VO e
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Using the following relation valid for any a,b > 0,

t / ’ e
/ emalt=t") o =bt’ gy <t
0 b — al

one gets by induction on 7, and using (3.10) as an initilization, that
1l S €| ll s + €™ ™MB0HE £y

We conclude to (3.34) using the continuous inclusion EX C H as 3 > d/2. O

— min{a,b}t

Lemma 3.9. For any p € [1,00], 8 > 0, a > ap, there exists C = C(p, «, B) such
that for any f € EP

U5 0) (1 = T1) F o < Cmin {1 v s lleve, <9 ene )
Proof. First, recall that we have from (3.3), and from (3.2) and (3.5) that
P,;(eD) =PY) (D) +|DIP)(eD),
PO = 1P =P,
therefore, there holds
¢NEDIED, (eD) (Id — 1) = P/ DIPY)(eD) (1d —1T) .
Thanks to (3.29), we deduce the two estimates

PEDIEP, D) (1a =T | S [x(eD)elplererre

P

Ve fllgra

B(EP)

ADIEP, (D) (1~ 1) f| S [lex(epyen e

The operators x(eD)e|D[eEP)/e* and y(eD)e*EP)/e* are Fourier multiplier in x,
and (3.3) implies that Re \;(§) < —c|¢|? for some ¢ > 0, thus, recalling that y is the
characteristic function of {|¢| < r}, we have on the one hand

< sup

~

B(EP) leg|<r

_ £
S mm{m, 1},

HX(ED)E|D|61€)\(5D)/52

556—ct|£|2’

and on the other hand

D tA(eD)/e? <1
|x(ep)e o S
These estimates yield the conclusion thanks to (3.8). O
Lemma 3.10. For any p € [1,00], a > ag, f > 0, there holds for any f € EP*
(3.36) i sup ( 1)"/2105 (1) (10— 11) ] ) = 0.

e—0 t>0

(3.37) lim su%) ((t)1/2||U§(t)Hf||E5> = 0.

e—0 +>
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Proof. First, note that ag(l) = 2 and ag(co) > 5, thus, when p = oo, there is
some o/ > 2 such that £ C £ continuously, so we assume p < co. Second,
since Lemma 3.9 implies that

@205 (1) (1d = 10) fllws < NLfllgne,

it is enough to check that the convergence holds on a dense subset of £P¢, for
instance C2° (R, x €2,). This is indeed the case for (3.36) thanks to Lemma 3.9.

The proof of (3.37) is similar, one just needs to notice that
(&) 205 (O1Lf s = (6)'2|U (8)PSILS| s
< e (Y12 PSTLS |
S P =T TLf[[ -
Moreover, we have from (3.4) and (3.5)

2
P;—1I= Y ¢|DPY(eD),

j=—1

so by a similar density argument as in the previous step, one shows that (P; —1I) g

vanishes as ¢ goes to zero for any g € £P“, which concludes the proof.
O

4. STUDY IN THE GAUSSIAN SPACE
Let us define the threshold appearing in Theorem 4 as
(4.1) a,(p) == max{ag, ag} + 1,
where ag, ap are defined respectively in (2.9) and (2.6). In particular, o, (1) = 3.

In this section, we prove the estimates necessary to the study of the equation
on ¢° in (1.23). Namely, we show that g — V¥(f,g) (Lemma 4.2-4.4) and ®°[h]
(Lemma 4.9) have small operator norms in several cases (depending on f). Following
the idea of [17], the particular case of f = fY being the solution to (KINSF) will
be dealt with by introducing an equivalent norm, which we introduce now. Several
results are already present in [17], we prove them for the sake of completeness.

Notations 4.1. For any A > 0 and f > 0, we denote Xf the set of continuous
functions g € Cy ([0,T); EF) satisfying ||g|| s < oo, where
A

lgllg := sup 1A Axa)g@lles

M) = e (=2 [ 10,0 ).

and we denoted xqo(t) :== ()/* if Q = R?, and xq(t) := 1 otherwise.
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The function ¢ — || fO(¢)|| g lies in L>® N L? according to Theorem 2 and thus, in
particular, in L? (any ¢ > 2 would suffice but we chose the smallest admissible integer
for clarity, see Remark 4.5). This norm therefore satisfies for some C' = C(\) > 0
and any f € X f

1
(4.2) [ flleems < lIxafllLeops < 18, ||f“xf < Clixafllreps,

showing that f — |[xafl|Lecps and f = [|f]] o are equivalent norms. The factor A

allows not to assume f° (and thus fi, wp) to be small thanks to the relation

t
n— INIE / _
(4.9 AN [ ) a7
and the factor yq makes the bilinear operator W bounded.

Lemma 4.2. For any A >0, f > d/2+ 1 and w > 0, there holds for some positive
constant C' = C(\,w)

(4.4) = (f, Dllxs < ClFlIxe lgllx,

(45) 197,00l < Oz 1l sup [le/=*gt0)
0<t<T

o)

Proof. Step 1: Reductions. Using the same notations, a factorization similar to the
one used in the proof of (3.34) holds:

V(f,9) = U+ Qf.9)
= 5 QUf.9) + 55" 5 KU 5 Q(f,0)
(4.6) =: \Ifg(f,g)+5—125€*K\If€(f,g).

Again, denoting (X,Y) = (E7, E") for any v > 0, or (X,Y) = (H, E°) (where
we recall H = H:L2 (M™/?)), the regularization property K € % (X;Y) and the
decay of S¢ imply that:

t e—uo(t—t’)/€2

xS« KU ()(f. 9)lly < (Xﬂ(t)/o Tl

S E2||XQ\I]E(f> g)HL;’OXa

where we used Lemma A.1 in the second line. By induction, it is then enough to
prove

(4.7) IXa¥e(f, 9 lreems S lIxa¥o(f, 9)lloecrs + [[Xa¥(f, 9) |l Len-
Step 2: Estimate of V5. Note that for any h = h(z,v), by (3.35), one has

dt') IxXeWe(f, 9)l|l e x

155 (@) ()]

i = exp(—v(0)t/) |

S
Hs»
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thus, we have

Xa()(0) TG (£, 9)(,v)|

Hy < msdt’

(0)xa(t) / OO0, g) (¢ 0)]

<

M= o]

t
(v)xa(t) / e O F () ma g ()| padt!
0

1 t e_'/(v)(t_tl)/az </U>
< | =xalt dt’ oo oo
= <€XQ( )/0 X (t)? ||XQfHLt Eﬁ||XQQHLt EB
where we used in the second line the following estimate from [17, (B.5)]

1QUf 9)lev S [ fll v+t llgll v

The factor between parenthesis is bounded uniformly in ¢, € and v by Lemma A.1
and (1.4), therefore we obtain

(4.8) IxoWo(f, 9)llzepe < ellxafllieps lxagllLepe-

Step 2: Proof of (4.4). Recall that the microscopic laws of elastic collisions im-
ply IIQ = 0 (see for instance [42, (1.2.7)]), thus one may write

V(f,0) = ZU° * Q(f.9) = W7 Q. 0),
We = éUe (1d —11).

By using the decay estimate [17, Lemma 3.2 of W*¢ then the bounds [17, (B.5)-(B.6)]
on Q(f,g), one has
W=t = )QU (), 9Nl S Xalt = ONQU ), 9D rzz Ly (ar-172)
S Xa(t = O @) leellg(E)] ps-
where we have denoted for some o > 0

_ t_1/2€_0t, O = Td’
X0l = gy, o - g,

We thus have the control

HXQ\I]a(fvg)HL;X’HrS/O Ixe(@W*(E = )QUf (), g(t) |l dt’

(4.9)

t =~ /
Xﬂ(t_t) /)
S <XQ( )/0 o2 X fllzees Ixag | Lo ps

< ||XQfHLt°°E»3HXQgHL§’°E»37

where the last line comes from Lemma A.2. Combined with (4.8), this yields (4.7)
hence (4.4).
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Step 3: Proof of (4.5). Similarly, we have
t
||XQ‘1’€(f,g)||Lg°H§/ Ixe@OW(t —t)QUf (), g(t)) || dt’
0
tS(f— fe—wt' /e
< <X9(t)/ Xa ) > ||XQfHLg°E6< sup
0

ewt’/52g(t/)

o)

xa(t') 0<t'<T

Thanks to Lemma A.2 and the control e=«%/=* < gt=1/2 this implies

o)

ewt’/azg(t/)

Ixo ¥ (1, 0) sz  elixas upps (s
0<t'<T

Again, combined with (4.7) and (4.8), we deduce (4.5).
U

The next lemma deals with the part of the source term S°¢ from Section 1.4
associated with the acoustic waves. These waves, generated by the ill-prepared
part fi,1p of the initial data, satisfy dispersive estimates when Q = R? (see (3.18)),
and are absent when Q = T? thanks to the well-prepared assumption f in,ip = 0.

Lemma 4.3. Under the assumptions of Theorem 4, for any A > 0, and 5 > d/2+1,
there holds

H\IIE (Ugispfinv ) %(Xf) m 07 ZfQ = Rdv
W (Usiyy finr - ) = O, if Q=T

Proof. Note that Ug, fin = Ugisp fintp by (3.14), so the well-prepared assumption in
the case 2 = T¢ concludes the proof in this case. We only deal with case 2 = R? in
the following.
Step 1: Reductions. Let us denote by X the space

H?, if Q =R3,

HsNLL, if Q=R

As Ugiep fin = Ugigpfingp by (3.14) and fin1p is macroscopic in the sense of Nota-
tions 1.1.2, it writes

fuler0) = (pla) + u(a) -0+ 22

(of? ~ ) M)

for some functions p,u,0 € X. Consider a sequence of C° functions p,, u,, 6,
converging to p,u, 8 in X, and denote f,, the corresponding macroscopic distribution.
In both cases, there holds thanks to (3.16) and (3.17)

XQ(t) HUEiSp(fin,IP - f”)fo 5 ||fin,IP - anLgoxx(@)ﬁMflﬂ) n—> 0.

—00

Therefore, by the continuity (4.4) of ¥¢ on X}, one only need to check that for
each n € N,

%(Xf) e—0 0.

H\Ila (Ujispf"’ ) )
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Note that by (3.16), there holds Ug,, finip € X f thus we do not need to deal with U§
as we have already proved (4.8).

Step 2: Convergence for smooth functions. Thanks to the following bound for @
from [17, (B.4)]:

1Q(f, 9)l

we can use (3.18), thus we have

HyLZ(M~1/2) S HfHLgOWS’w((v)ﬂM*lM)HgHE»’J’

t =~ /
e € 1/2 XQ(t —1 ) /)
H\IIO (Udispfnag) HXE S Cffn8 (Xﬂ(t)/o XQ(t/)(t/)1/2dt ||g||Xf ;

where C, is the constant of (3.18) and Yo was defined in (4.9). The integral is
bounded uniformly in ¢ by Lemma A.2. We conclude the proof thanks to (4.7)
and (4.8). O

The next lemma shows how the equivalent norm ||-| X0 defined in Notations 4.1

makes the norm of the operator W(f°, -) arbitrarily small when ¢ < 1 and A > 1.
Thisis why we do not need to assume that the well-prepared part of the initial data
(which generates f°) to be small.

Lemma 4.4. For any 8 > d/2+ 1, there ezists a constant C' > 0 (independent of A
and €) such that

1257 ) e < € (A5 42) gl

Proof. Note that t — A(\, t), defined in Notations 4.1, is a decreasing function, thus
for any positive functions ¢ = ¢(t), 1» = 1(t), one has

(4.10) A (000) <o (A0 8),

which implies that the bootstrap leading to (4.7) is still valid for the norm of X f ,
uniformly in \:

@) Il S 5 9)le + IXaAC DV, )l
The term involving U§ is estimated the same way as for (4.8) thanks to (4.10):
1957, 9|z S el

The same goes for ¥¢; the proof of (4.4) leads to the bound

[0°01°,9) g S sup (A 0xal) [ Rale = Lol
A t>0 0

! XQ(t)SZQ(t - t/) / / 0y /
Soup ([ 22D A OO s 0 ) ol

where Xgq is defined in (4.9) and we used the fact that ¢ — A(\,¢) is non-increasing.
The Hoélder inequality with exponents (3/2,3) yields thanks to (4.3)

122, 9o S A Ngllxs



FROM BOLTZMANN TO NAVIER-STOKES-FOURIER WITH GENERAL INITIAL DATA 37
which concludes the proof. O

Remark 4.5. Note that in the previous proof, we use Holder’s inequality with expo-
nents (3/2,3), but we could actually use any (q,q") as long as q € (1,2) so that the
singularity of X be integrable.

Let us now study the convolution term £~2U*¢ x A appearing in the equation for g°
in (1.23). We start by introducing its splitting mentionned in Section 1.4, then we
prove estimates on both parts.

Notations 4.6. For any f = f(t,x,v), we denote
1
SUp * Af — Pjexp (t8°) f(0),

Tif =
€
1
Tof =350« Af =T,
€
where Ug and P are defined in Section 3.1.

Lemma 4.7. Let p € [1,00|, o > agp (defined in (2.6)), o € (0,08) (defined in
Lemma 2.1), 5> d/2. There holds for some C = C(p,a, B, \) and any f € XP*°

(4.12) ITEf (@)l ms < Ce Y || £l ypene
with w := min{o, a}, a being defined in Section 3.1.

Proof. Thanks to the decay estimate (3.34) combined with the boundedness of teh
operator A : EM* — EP, the definition of the norm |||, from Notations 2.5, and
the decay of Sg- coming from (2.3), we have

1
IT2 0 5 | 505 + AS

T IPSSs(0)f O)] s

]- t _ 4 —ot!
< - Hf”XE/ G t)/a2e t/Eth/+ ||f(0)||81”a||565(t) Sere
0

_ 2
S ey, -

~

The lemma is proved. U

Lemma 4.8. Let p € [1,00], a > . (defined in (4.1)), o € (0,08) (defined in
Lemma 2.1), B > d/2+ 1. For any h € L*>([0,T);EP*) N LP([0,T); EL*) and
any g € L=([0,T); E®), the solution h given by Lemma 2.6 to the equation

_ — 1 1
h(0) € EP©,

is such that for some C' = C(p,a, 3, \)

(4.14) |72l o < O bl apoe (Il xpoe + lgllxs) + [USRO)] s
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Furthermore, if hi, hy are two solutions of the equation (4.13) associated with (hy, g1)
and (hg, go) respectively, one has the stability estimate

175 (= Ro) ||y <Ce it = hall e (11 + Ball e + gl )
+ Celgr — 92||X§ [hal] xp.0.0
(4.15) + (|05 (h1(0) = ha(0)) || s -

Proof. In the first step of the proof, which is entirely algebraic, we derive an expres-
sion of 72 h in terms of ~(0), h and g. In the next steps, we prove the estimates (4.14)
and (4.15). To lighten the notations, we denote

7a70— R — 7a —_— 7a
X = XPoo £ = gpe g = gpo

where AP%7 is defined in Notations 2.5, and £P%, P in Notations 1.3. We will
also need the following factorization formula for semigroups (1.21) applied to the
decomposition £ = B° 4 e 2A:
1
(4.16) Ut = Sp- + ;Ua * ASpe,
Spe(t) := exp (tB) .

Step 1: Finding an expression for TE. Using Duhamel’s formula, h writes
_ — 1 1
h = Sp-h(0) + ESBE *Q(h, h) + ESBE *Q (h,g),

and thus, convolving with e 2U¢ A, we have

1 — 1 —
?Ue x Ah :?Ue * ASBEh(O)

+ LUt s A # (%Q(h, h))

c2

e s A (é@(h,@) .

o2
Thanks to (4.16), this expression rewrites as
1 € 7 € 7

1
€

+ (U® — Spe) * ( Q(h, h))

1
(U= S5+ (L0 0))
or, in a more compact way

1 - _
(4.17) U % Al = Uh(0) = S5eh(0) + A1 + Ao,
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where we denoted

1 1
Al = —ESBs *x Q(h, h) - ESBE * Q(hag)>

1 1
Ay = gUs x Q(h,h) + gUs xQ(h,g).

Using the definitions U7 = P{U®, P; = Id — P§ and Uf = P{U® from Section 3.1,
we deduce from (4.17)

;—QUs * Ah = P§ (51—2U€ * AE) + Py <€—12U6 * Aﬁ)
= UFh(0) — P{Sp-h(0) + PEA, + P{ Ay + 5—12U§ x AR,
which allows to identify 72 as
Tih =P A + PL Ay + USh(0).
Step 2: Estimate of TZ. According to Lemma 2.6, there holds
1Al S e bl (1l + lgllcs)

therefore, by the boundedness of P{ : & — E and exp(—ot/e?)xq(t) < 1, one has
(4.18) P54 s S = Il (Al + llgls )

To estimate the term PjA,, recall that the laws of elastic collisions imply I1Q) = 0
(see for instance [42, (1.2.7)]), thus, by Lemma 3.9 (because o — 1 > ag by (4.1)):

a0 * Qb DO < xalt) [ (6= )7 [QUAE). ) v

and then, by (2.7) and because a — 1/p > ag (by (4.1)),

1 £ ¢ N — / / !
ZIxe(®U; * Qh )()le < xﬂ(t)/o (t = )2 R(E) |enamrro |2 (E )| gpar/odlt

S xald) [ (0= ) hie2ar
Using the estimates 0
Ih(t)lle S e = |[hlly, S et A4, .
Xe@®lIh®)le < Ikl

we also have thanks to Lemma A.2

a5 * QU ROz S < 1013 (a0 [ Gt

2
S ellhll, -

By performing the same computation for the term involving g, one can show

(4.19) 1P Aolls < 1l (I, + llgllxs)
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We conclude to the estimate of 72 thanks to (4.18)-(4.19).
Step 3: Stability estimate. To obtain the stability estimates, notice that

- - - 1 2
Oi(h1 — hg) = B° (h1 - h2) + EQ (h1 — hg,hi + ha 4+ g1) + EQ (h2, 91 — g2) -
By adapting the previous steps, we get the result. Lemma 4.8 is proved. U

This next lemma provides estimates for the operator ®*[h] which was defined in
Section 1.4 for any h = h(t,x,v) as

°[h] := 20" (fO+ Toh + Uiy fins ) -
Lemma 4.9. Consider p € [1,00], @ > au, 0 € (0,05), /> d/2+1 and A > 0.
There holds for any g € Xf, h € XP7 satisfying ||h|| ypow < A
0 hgllyp < Cona llglys
and the following stability estimate
[D°[h1]gr — P°[halgall o < Cena (||91 = G2llxs +llha = h2||X€p,a,a) ,
for some constant C. 5 4 > 0 that vanishes as max{e, 1/\} — 0 with A fized..

Proof. The conclusion is a direct consequence of Lemma 4.4 (for f°), (4.5) combined
with Lemma 4.7 (for 77h°), and Lemma 4.3 (for U§, fin). For the same reason, the
stability estimate holds if one notices that

°[M]g1 — D°[ho]g2 = @[M](g1 — g2) + 2V (T (b1 — ha2), ga).
This proves the lemma. U

This next lemma provides estimates for §¢, which we recall is defined in Section 1.4
as

Sa [E] = SS + \Ila (7‘165 + Ugispfimlp’ 2f0 + 7‘165 + Ugispfin,IP) + TOEOE
86: = (UE - Ugisp - UO) (fin - fin,J.) + (\IIE - \IIO) (f07 fo) .
Lemma 4.10. Let p € [1,00|, @ > max{ag,aq}, 0 € (0,08), 8 > d/2+ 1, and
any A > 0. For any h € L* ([0,T);EP*) N LP ([0, T); EP%), any g € L=([0,T); EP)

such that ||g| w6 + ||| ypoe < A, the solution h given by Lemma 2.6 to the equation
A €

Oih = B°h + %Q(h, h) + %Q(h, 9);
h(0) = fin,1,
is such that
(4.20) |5° [A]]| x5 < ne(X, A,y ),
where ne(A, A) — 0 with A and A fized. Furthermore, one has the stability estimate

(421) HS‘E[El] — 88[52]“)(? S CgA (th - hg”xsp,a,a + ||gl - 92||Xf\3) )
where C' = C(p, a, A).
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Proof. Step 1: Proof of (4.20). One may rewrite S as
S = (U = Uy — Uf — U°) I fin
+ Ui fin
+ (0 = 0°) (£°, £°).
The first line vanishes in X% in virtue of [17, Lemma 3.5], the second one by (3.37),
and the third one by [17, Lemma 4.1].
The term involving V¢ expands as
U (TFh + Ugisp fin1P5 2%+ T h + Ugisp finp) =
Ve (Teh, 2f° 4+ TEh + Ugigy finip)
+ U (Ugisp finap, 2f° + Th + Uiy finap) -

The first term is estimated using Lemma 4.7 and (4.5), the second one using
Lemma 4.3.

Finally, the term 72 h is estimated using (4.14) and (3.36). This proves (4.20).
Step 2: Proof of (4.21). Note that
87| - 8°[ha) =T (s — o)
+0° (77 (h1 — h2) , T (1 + h2))
+20° (777 (h1 — h2) , Uiy finp) -
Using (4.15), and (4.5) with Lemma 4.7, we get
157 (1) = 87 (e p < A (10 = allgpone + g1 = g2l 3 )

which concludes the proof of (4.21), hence of Lemma 4.10.

5. PROOF OF THEOREM 4

Let us fix p € [1,a], 8> d/2+ 1, and recall that fi,, f° and T are fixed. We now
prove Theorem 4 using Banach’s fixed point theorem. To do so, we introduce the
metric space in which we work:

Fare = ZIN07 = {(hg) € AL x X+ ||l gpere < 2l fin e Nlgllys < 4

3 (h,5) € X7 x X7,

g

< 2| finllena, 191l < A,

Xgp,a,a
I RPN
oh =B+ 2Q (1) +2Q (5.) . h(0) = fus ),
endowed with the norm

1 D[ 2 = Bl xpoe +llgll s
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Note that by Lemma 2.6, for € small enough, this space is non-empty as it contains
for instance (etBE fin. L 0).

The map = on wich we will apply the fixed-point theorem is defined as

= %A,)\,e — %A,)\,sv E(hag) = (E7 g) )

— — 1 2 -
Oh = B°h + gQ (h,h) + gQ (hog+ O+ T h + UGy fin) » B(0) = fin, 1,
g =8°[h] + ¥ (g,9) + ®°[n]g.
where we recall the notations
S°[h] = 85+ W (TEh + Ui fin, 20° + TEh + Uiy fin) + TS,
S5 = (U = Ugp — U°) W fin + (¥ = 0°) (f°, %),
O°[h] := 20 (f'+ T h + Ugp fins + ) -
Proof of Theorem 4. We prove in Step 1 that = is a well-defined contraction of 24 .
so that the system (1.23) has a unique solution (h, g) by Banach’s fixed point the-
orem. As explained in Sections 1.4, the functions f := h + g will therefore be a
solution of the scaled Boltzmann equation (Bf). In Step 2, we show that this so-

lution is the unique solution to (1.1) satisfying (1.17). In Step 3, we define the
terms u; and prove they vanish in appropriate topologies.

Step 1: = 1s a well-defined contraction. Let (hj,gj) € Zaxre for j =1,2, and denote
their images by Z by (h;,g;) := Z(h;, g;). According to Lemma 2.6 and (4.2), there
holds for some C'(A) > 0

75| gpce < CNE(1+ A) + [| fn, L e,
1 = o[ oo S COVA+ Az [[(h, 1) = (ho, 92)ll o, -

Furthermore, according to Lemma 4.9, (4.20) and (4.4), we may assume that C'(\)
also satisfies

191 2 S IS0 xcp + 19°(g5: 95) | + 19D o

(5’22) 5 775()‘7 2||fin,J_||5P'“ + A) + (CO‘)A + C>\7872||fin,¢||sp»a+A>A

151 = Gallp <US°T] = S Tha]ll o + 19 (g1 + g2, 91 — 92) o
[0l — P halaal o
SECNA+A) + CNA+ Copalfnlene) [(ns91) = (B2, 92)l o, , .

First, set A = 1. By Lemma 4.9, one must choose ¢ << 1 and A > 1 so that the
values C: » 2| fi 1 epa A0 Czx 2] £ 1 epat+4 are small. Then, thanks to Lemma 4.10,

there holds up to a reduction of A and ¢ that Hﬁj HX,,,Q,U < 2|| fin|lgr.e and ng ng <A
€ A

(the map Z is well defined) and H(ﬁl,ﬁl) — (%,%)H%A’A’E < 1 |(h1, 1) — (hg,gg)HgAAﬁ
(the map = is a contraction).
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We conclude that = has a unique fixed point (h°, ¢°) € 24 ., and thus the
system (1.23) has a unique solution (h°, ¢°) € Z4 .. Therefore, we have constructed
a solution f¢ := h® + ¢° to the Boltzmann equation (B?).

Step 2: Uniqueness of the solution. To show uniqueness, we may assume that the
solution f¢ constructed previously satisfies the bound

oB
< -
2Ce

where C' is the constant of Lemma 2.4. Furthermore, by the definitions of a, (4.1)
and ag (2.9), one has

(5.23) vt €[0,7), [[f7(®)le

d
a>a.(p) >3+ -,
p

thus there exists v > a.(1) = 3 such that EP* C £ continuously. We therefore
assume in this step that p = 1. Consider now another solution to (B¢)

fi € G ([0,T);€) N LP([0,T); E57)
such that f5(0) = fi, and define
D= f = fi
S:=f 4+ fi.
These functions satisfy the following equation:
1 1 1
oD = LD + EQ(D’ S)=D8BD+ 5_2AD + EQ(D’ S).

Similar calulations as in the proof of Lemma 2.6 yield for some constant C' > 0

d B C ( 1 )
—||D|le < ——||D — U ID]|ellS Dlle, ||S —-||D
IPlle < = [1Dlle, + = UIPlellSlle, + 1 Dlle. ISlle + Zl1Dlle )
which may be rewritten as

d ~?||D
(5.21) L) + 22 (o - cepsy) <o

e
cC (.., , Ot
o0)= 2 [IS®)l 0t + 5.
0

Define I = {t € [0,7) : D(t) = 0}. It is relatively closed in [0,7") because D is
continuous, and non-empty since 0 € I. For any t € I, assumption (5.23) imply
Cel|S()|le = 2Ce([ f*(E)]le < 0B,
thus, by the continuity of S, there exists some § > 0 such that
V' e [t,t+6), Ce||S{H)||e < os.

We conclude thanks to (5.24) that [0,¢+6) C I, thus I is both relatively closed and
open in [0,7") and therefore I = [0,7).
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Step 3: Conwvergence of the terms us. We define the error terms of Theorem 4 in
the following way:

ugo(t) = g(t),
ui(t) = h(t) + Trh(t),
u;c(t) = Ugisp(t)fin'
The term uj satisfies by construction and Lemma 4.7
[uill xpoe S [ finllere,

which yields the estimate of Theorem 4 by the definition of the norm ||-|| yr..s in
Notations 2.5. The term u;_ vanishes in the senses stated in Theorem 4 thanks to the
estimates of Lemma 3.3. Finally, uS  vanishes uniformly because up to a reduction
of the parameters (G, 1/, ¢) in Step 1, one have from (5.22) and Lemma 4.10

s S me =0, (e = 0).

APPENDIX A. TECHNICAL ESTIMATES

Lemma A.1. Let a,wy > 0, there ezists some C = C(a,wy) > 0 such that for
any w > wy and t > 0

t —wt’
/ T < Y
o {t—1)° w(t)"
Proof. First, note that there holds

(t) < ()t =),

t e_UJtl ’ t +!
—dt' < (¢ _a/ et (\edy
A@%% i [ e

< ()7 /0 t e~V (14 (¢)2)dt!

1 ¢ ,
< + (t) / et (thedr.
et O )

Let us perform an integration by parts:

thus we have

—wt

t t
/ a ’ e
/ 6—wt (tl)adt/ - / e—wt (t/)a—ldtl o ta
0 0

w w

,S l </ (tl)a—le—wot’dtl . e—wotta) )
W o

The factor between parenthesis is bounded because a—1 > —1 and thus the integral
term converges. O
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Lemma A.2. For any a,«, ¢,y € [0,1) and b, f > 0 such that

a+oa<l,
c<a+b,
y<a+p,

there exists a constant C > 0 such that

t dt’ o
/0 (t — t’)“(t — t/>b(t/)a<t’>5 < C<t> .

Proof. Let us start with the change of variable t = t'u:

/t dt’ _pleaa /1 du

o (t=1)*(t—¢)°(t) ()’ o (1—w)r(t(1 —u))Pu(tu)?

This quantity is bounded uniformly in ¢ € [0, 1] because a + o < 1. Furthermore,
/t dt’ < floaa /1 du

o (t=t)r{t—t)P(W)(t)" ~ o (L—u)(t(1 —u))eu{tu)yr—=

and note that for any m € R,

Tt 4+ 5)™ S (k)™
thus the integral can be controled by
R L Gy e A R T G B T G
The last thing to check is that this integral factor in the right hand side is bounded
uniformly in ¢ > 1; on the one hand

(I —u)"2—u)*¢ ifa>c

1— —a t_l 1—u) ¢ <
( W+ Wt s {(1 —u)"¢ ifa <eg,

and on the other hand

—« a—y >
u—a(t—l + u)a—’y < {U (1 + U) ’ if =%

u Y, ifa <7y,

In each case, the integral converges because of the assumption a,c,c,y € [0,1),
which concludes the proof. O
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