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Abstract. We consider a spatially extended mesoscopic FitzHugh-Nagumo model with strong
local interactions and prove that its asymptotic limit converges towards the classical nonlocal
reaction-diffusion FitzHugh-Nagumo system. As the local interactions strongly dominate, the
weak solution to the mesoscopic equation under consideration converges to the local equilibrium,
which has the form of Dirac distribution concentrated to an averaged membrane potential.

Our approach is based on techniques widely developed in kinetic theory (Wasserstein distance,
relative entropy method), where macroscopic quantities of the mesoscopic model are compared
with the solution to the nonlocal reaction-diffusion system. This approach allows to make the
rigorous link between microscopic and reaction-diffusion models.
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1. Introduction

1.1. Physical model and motivations. Neuron models often focus on the dynamics of the
electrical potential through the membrane of a nerve cell. These dynamics are driven by ionic
exchanges between the neuron and its environment through its cellular membranes. A very
precise modeling of these ion exchanges led to the well-known Hodgkin-Huxley model [17]. In this
paper, we shall focus on a simplified version, called the FitzHugh-Nagumo model [15] [20], which
keeps its most valuable aspects and remains relatively simple mathematically. More precisely,
the FitzHugh-Nagumo model accounts for the variations of the membrane potential v ∈ R of a
neuron coupled to an auxiliary variable w ∈ R called the adaptation variable. It is usually written
as follows: {

dvt = (N(vt) − wt + Iext) dt +
√

2 dBt ,

dwt = A (vt, wt) dt ,

where the drift N is a confining non-linearity with the following typical form

N(v) = v − v3 ,

even though a broader class of drifts N is considered here. On the other hand, the drift A is an
affine mapping that has the following form

A(v, w) = a v − bw + c ,

where a, c ∈ R and b > 0, which means that A also has some confining properties. Here, the
Brownian motion Bt has been added in order to take into account random fluctuations in the
dynamics of the membrane potential vt. Another mathematical reason for looking at this system
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is that it is a prototypical model of excitable kinetics. Interest in such systems stems from the
fact that although the kinetics are relatively simple, couplings between neurons can produce
complex dynamics, where well-known examples are the propagation of excitatory pulses, spiral
waves in two-dimensions, and spatio-temporal chaos. Here, we introduce coupling through the
input current Iext. More specifically, we consider that neurons interact with one another following
Ohm’s law and that the conductance between two neurons depends on there spatial location
x ∈ K, where K is a compact set of Rd. The conductance between two neurons is given by a
connectivity kernel Φ : K×K → R. Hence, in the case of a network composed with n interacting
neurons described by the triplet voltage-adaptation-position (vi, wi,xi)1≤i≤n, the current received
by neuron i from the other neurons is given by

Iext = − 1

n

n∑
j=1

Φ(xi,xj) (vit − v
j
t ) ,

where the scaling parameter n is introduced here to re-normalize the contribution of each neuron.
According to the former discussion, a neural network of size n is described by the system of
equations 

dvit =

(
N(vit) − wit −

1

n

n∑
j=1

Φ(xi,xj) (vit − v
j
t )

)
dt +

√
2 dBi

t ,

dwit = A
(
vit, w

i
t

)
dt ,

where i ∈ {1, ..., n}. In the formal limit n → +∞, the behavior of the latter system may be
described by the evolution of a distribution function f := f(t, x,u), with u = (v, w) ∈ R2,
representing the density of neurons at time t, position x ∈ K with a membrane potential v and
adaptation variable w ∈ R. It turns out that the distribution function f solves the following
mean-field equation

∂tf + ∂v ((N(v) − w − KΦ[f ]) f) + ∂w (A(v, w)f) − ∂2
vf = 0 ,

where the operator KΦ[f ] takes into account spatial interactions and is given by

KΦ[f ](t, x, v) =

∫
K×R2

Φ(x,x′) (v − v′) f(t, x′,u′)dx′ du′ .

See for instance [1, 5, 19, 18] for more details on the mean field limit for the FitzHugh-Nagumo
system and [4] for a related model in collective dynamics.

Various other types of kinetic models have been derived during the past decades depending on
the hypotheses assumed for the dynamics of the emission of an action potential. They include
for example integrate-and-fire neural networks [7, 8, 9] and time-elapsed neuronal models [21, 11,
10, 12].

Let us be more specific on the modeling of interactions between neurons. A common assumption
consists in considering that there are two types of interactions: strong short range interactions
and weak long range interactions (see [6], [22] & [18]). Here we consider a connectivity kernel of
the following type

(1.1) Φε(x,x′) =
1

ε
δ0(x− x′) + Ψ(x,x′) ,

where the Dirac mass δ0 accounts for strong short range interactions with strength ε > 0, whereas
the connectivity kernel Ψ : K ×K → R is more regular and represents weak long range interac-
tions.

The purpose of this article is to go through the mathematical analysis of the neural network
in the regime of strong interactions, that is when ε � 1. More precisely, we prove that the
voltage distribution concentrates to a Dirac mass by providing a comprehensive description of
this concentration phenomenon.
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1.2. Formal derivation. Our problem is multiscale due to interactions between neurons, which
induce macroscopic effects at the mesoscopic level. Consequently, we introduce integrated quan-
tities. First, we consider the spatial distribution of neurons throughout the network

ρε0(x) =

∫
R2

f ε(t, x,u) du .

It is straightforward to check that ρε0 is indeed time-homogeneous, integrating the mean field
equation with respect to u ∈ R2. Second, we introduce the averaged voltage Vε and adaptation
variable Wε at a spatial location x

(1.2)


ρε0 (x) Vε(t, x) =

∫
R2

v f ε(t, x,u) du ,

ρε0 (x) Wε(t, x) =

∫
R2

w f ε(t, x,u) du .

In the sequel, we use the vector notation U ε = (Vε,Wε ). At the mesoscopic level, we compare
probability density functions using the Wasserstein distances. Hence, we renormalize f ε as

ρε0 µ
ε = f ε ,

where µε is a non-negative function which lies in C 0
(
R+ ×K , L1

(
R2
))

and verifies∫
R2

µε(t, x,u) du = 1, ∀ (t, x) ∈ R+ ×K .

Consequently, we denote µεt,x the probability density function defined as µεt,x = µε (t, x, ·).
With these notations and our modeling assumptions on the connectivity kernel Φε defined by
(1.1), the mean-field equation rewrites

(1.3) ∂t µ
ε + divu [ bεµε ] − ∂2

v µ
ε =

1

ε
ρε0 ∂v [ (v − Vε)µε ] ,

where bε is defined for all (t, x,u) ∈ R+ ×K × R2 as

bε(t, x,u) =

(
N(v) − w − KΨ[ρε0 µ

ε] (t, x, v)

A(u)

)
.

Furthermore, one can notice that the non local term KΨ[ρε0 µ
ε] can be expressed in terms of the

macroscopic quantities

KΨ[ρε0 µ
ε](t, x, v) = Ψ ∗r ρε0(x) v − Ψ ∗r (ρε0 Vε)(t, x) ,

where ∗r is a shorthand for the convolution on the right side of any function g with Ψ

Ψ ∗r g(x) =

∫
K

Ψ(x,x′) g(x′) dx′ .

Coming back to the analysis of the strong interaction regime, we look for the leading order in
(1.3). In our case, it is induced by strong short range interactions between neurons, and as ε→ 0,
we expect

(v − Vε)µε = 0 ,

which means that µε concentrates around its mean value with respect to the voltage variable
at each spatial location x in K, that is, µε converges to a Dirac mass centred in Vε. Thus, to
quantify the asymptotic behavior of µε when ε� 1, we denote by P2(R2) the set of probability
laws with finite second order moments

P2

(
R2
)

=

{
µ ∈P(R2),

∫
R2

|u|2dµ(u) < +∞
}
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and the Wasserstein distance of order two W2 defined as follows: for any µ and ν probability
measures in P2(R2),

W 2
2 (µ, ν) = inf

π∈Π(µ,ν)

∫
R4

|u− u′|2dπ(u,u′) ,

where Π(µ, ν) stands for the set of distributions π over R4 with marginals µ with respect to u
and ν with respect to u′, that is, for π ∈ Π(µ, ν)

π
(
A, R2

)
= µ(A) and π

(
R2, A

)
= ν(A) ,

for any Borel set A ⊂ R2. The choice of the W2 metric in our analysis is somehow arbitrary
as it might be possible to adapt our approach to other distances metrizing probability spaces.
However, it is easy to quantify the distance between µε and a Dirac mass in this framework since
we have

W 2
2

(
µεt,x, δVε ⊗ µ̄εt,x

)
=

∫
R2

|v − Vε|2 µεt,x(u)du ,

where µ̄ε is defined as the marginal of µε with respect to the voltage variable

µ̄εt,x(w) =

∫
R
µεt,x(v, w) dv .

Hence, we multiply equation (1.3) by |v − Vε|2 and integrate with respect to u ∈ R2. We obtain
that at each spatial location x in K, we have (see Proposition 3.3 below for a more precise
estimate)

W2

(
µεt,x, δVε(t,x) ⊗ µ̄εt,x

)
∼
ε→0

√
ε .

Considering this estimate, we infer that the dynamics of the network when ε � 1 are driven by
the couple (Vε, µ̄ε), which displays both the macroscopic & the mesoscopic scale. We complete
this step of our analysis by deriving the limit of (Vε, µ̄ε). Multiplying equation (1.3) by v (resp. 1)
and then integrating over u ∈ R2 (resp. v ∈ R), we obtain that the couple (Vε, µ̄ε) solves the
following system

(1.4)


∂tVε = N(Vε) − Wε − Lρε0 [V

ε] + E(µε) ,

∂tµ̄
ε + ∂w

(
a

∫
R
vµεdv − bw µ̄ε + c µ̄ε

)
= 0 ,

with

Wε =

∫
R
w µ̄ε dw .

In equation (1.4), Lρε0 [V
ε] is a non local operator given by

Lρε0 [V
ε] = Vε Ψ ∗r ρε0 − Ψ ∗r (ρε0Vε) ,

and the error term E(µε) is given by

(1.5) E(µε) =

∫
R2

N(v)µεt,x(u) du − N(Vε) .

Before computing the limit for (Vε, µ̄ε), we emphasize that multiplying the second equation in
(1.4) by w and integrating with respect to w ∈ R, we get a closed equation for Wε since A is
affine,

∂tWε = A (Vε,Wε) .

Both equations on Vε and µ̄ε in (1.4) depend on the distribution function µε. However since our
interest here lies in the regime of strong interactions, we replace µε in (1.4) by the ansatz

µε =
ε→0

δVε ⊗ µ̄ε + O(
√
ε) .
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This removes the dependence with respect to µε from the system (1.4). Indeed, we obtain on the
one hand (see Proposition 3.5 for more details)

(Vε, Wε) =
ε→0

(V , W) + O (ε) , as ε→ 0 ,

and on the other hand

µ̄ε =
ε→0

µ̄ + O
(√

ε
)
, as ε→ 0 ,

where the couple (V , µ̄) solves the following system

(1.6)

{
∂tV = N(V) − W − Lρ0 [V ] ,

∂tµ̄ + ∂w (A(V , w) µ̄) = 0 ,

with

W =

∫
R
w dµ̄t,x(w) .

Similar results have already been obtained in a deterministic setting in [13] using relative entropy
methods. In the end, it can be proven that µε converges to a mono-kinetic distribution in v with
mean V and we get the following rate of convergence (see Corollary 2.9 for more details)

W2

(
µεt,x, δV(t,x) ⊗ µ̄t,x

)
=
ε→0

O(
√
ε) .

Actually, this latter convergence estimate corresponds to the expansion at order 0 of f ε in the
regime of strong interactions.

1.3. Introduction of rescaled variables. In this paper, we introduce some rescaled variables,
in order to study more precisely the asymptotic behavior of the solution and to improve the order
of convergence. The strategy consists in finding the concentration’s profile with respect to the
potential variable v. This leads to considering the following re-scaled version νε of µε

µε(t, x, v, w) =
1

εα
νε
(
t, x,

v − Vε

εα
, w −Wε

)
,

where εα is the concentration rate of µε around its mean value Vε and α needs to be determined.
For a proper choice of α, we expect νε to converge to some limit as ε vanishes. This limit will
be interpreted as the concentration profile of the voltage’s distribution throughout the network
in the regime of strong interaction.

In order to determine the proper concentration exponent α, we derive the equation solved by νε.
To this aim, we perform the following change of variable

(1.7) (v, w) 7→
(
v − Vε

εα
, w −Wε

)
in equation (1.3) and use the first equation of (1.4) on Vε. It yields

∂t ν
ε + divu [ bε0 ν

ε] =
1

ε2α
∂v
[
ε2α−1 ρε0 v ν

ε + ∂v ν
ε
]
,

where bε0 is a centered version of bε and is given by

bε0 (t, x, u) =

(
ε−α (N(Vε + εαv) − N(Vε) − w − εαvΨ ∗r ρε0(x) − E (µε))

A0(εαv, w)

)
,

and where A0 is the linear version of A

A0(u) = A(u)− A(0) .

It turns out that the only suitable value for α is 1/2. Indeed, when α is less than 1/2, we check
that νε converges towards a Dirac mass, which means that the scaling is not precise enough. On
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the contrary, when α > 1/2, νε converges to 0, which means that we ”zoom in” too much. Hence
we obtain the following equation

(1.8) ∂t ν
ε + divu [ bε0 ν

ε ] =
1

ε
∂v [ ρε0 v ν

ε + ∂v ν
ε ] ,

where we take α = 1/2 in the definition of bε0. Keeping only the leading order, it yields that

νεt,x(v, w) =
ε→0
Mρε0(x)(v)⊗ ν̄εt,x(w) + O(

√
ε) ,

where the Maxwellian Mρε0
is defined as

Mρε0
(v) =

√
ρε0
2π

exp

(
−ρ

ε
0 |v|2

2

)
,

whereas ν̄ε is the marginal of νε with respect to the re-scaled adaptation variable

ν̄εt,x(w) =

∫
R
νεt,x(u) dv .

At this point, it is possible to answer our initial concern: µε concentrates with Gaussian profile
as ε→ 0. Then we complete the analysis by deriving the limit of ν̄ε : integrating equation (1.8)
with respect to the re-scaled voltage variable v, we obtain the equations solved by ν̄ε,

∂tν̄
ε − b ∂w (w ν̄ε) = −a

√
ε ∂w

∫
R
v νεt,x(dv, w) .

Once again, the equation still depends on νε through the source term in the right-hand side.
However we obtain that it is in fact of order ε when we replace νε with the following ansatz

νε =
ε→0
Mρε0

⊗ ν̄ε + O(
√
ε) .

Consequently, we expect the following convergence

ν̄ε =
ε→0

ν̄ +O(ε) ,

where ν̄ solves the following linear transport equation

∂tν̄ − b ∂w (w ν̄) = 0 ,

which corresponds to the same equation as (1.6) for µ̄ after inverting the change of variable (1.7).
We come back to our initial problem, which consisted in building a precise model for the dynamics
of µε in the regime of strong interactions. We invert the change of variable (1.7) and obtain in
the end

W2

(
µεt,x,M 1

ε
ρ0(x) ,V(t,x) ⊗ µ̄t,x

)
=
ε→0

O(ε) ,

where Mρ0/ε,V is given by Mρ0/ε,V (v) = Mρ0/ε (v − V). This result should be regarded as the
expansion of µε at order 1 in the regime of strong interactions. It may be compared with the
expansion of µε at order 0. Furthermore, it enables us to characterize the blow up profile of the
distribution function µε and to improve the order of convergence.
Our result is in line with a broader collection of publications, which focus on the mathematical
analysis of the dynamics in a FitzHugh-Nagumo neural networks with strongly interacting neu-
rons. First, we mention [22], in which similar results are obtained following a Hamilton Jacobi
approach. The authors study the so-called Hopf-Cole transform φε of µε defined by the following
ansatz

µε = exp (φε/ε) .

However, due to this ansatz, authors deal with well prepared initial condition in the sense that
it is already concentrated at time t = 0. In our case, we lift this assumption and deal with non-
concentrated initial data. Furthermore, the results are stated in a spatially homogeneous setting
and the limiting distribution µ̄ of the adaptation variable is not identified in [22]. Secondly, our
work follows on from [13], which focuses on the expansion of µε at order 0 in a deterministic
setting. On top of that, we cite [4] which deals with mean-field limit in the context of collective
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dynamics. This article locates itself in a probability framework and the authors develop mathe-
matical methods based on the Wasserstein distance and similar to the ones in the present article.
However, the authors adopt a stochastic point of view whereas we focus on the analytic point of
view all along this paper. To end with, we mention [16], where methods related to Wasserstein
distances are reviewed for a broad class of models.

The rest of the paper consists in making the asymptotic expansion rigorous. In the next section,
we state our assumptions on the parameters of our problem: N , Ψ and (µε0)ε> 0. Then we state
the main result, Theorem 2.7. Section 3 is devoted to a priori estimates on the solutions (µε)ε> 0,
whereas Section 4 contains the proof of Theorem 2.7. Finally, in the Appendix, we give the main
ingredients to prove existence and uniqueness of a solution µε to equation (1.3) for any ε > 0.
We mention that even though this well posedness result is not our main concern here, we develop
interesting arguments using a modified relative entropy which might have other applications.

2. Mathematical setting & main results

In this section, we give the precise mathematical setting of our analysis and present our main
results on the profile of the distribution function f ε when ε� 1.

2.1. Mathematical setting. We suppose the drift N to be of class C 2 over R. Then we set
ω(v) = N(v)/v and suppose that the following coupled pair of confining assumptions are met

lim sup
|v|→+∞

ω(v) = −∞ ,(2.1a)

sup
|v| ≥ 1

|ω(v)|
|v|p−1

< +∞ ,(2.1b)

for some p ≥ 2. Assumption (2.1a) ensures that N is super-linearly confining at infinity. It allows
us to obtain uniform estimates in time. However, it would have been replaced by

sup
|v| ≥ 1

ω(v) < +∞ ,

had we worked on finite time intervals. Assumption (2.1b) ensures that the confinement property
of N is controlled by a polynomial. This assumption is merely technical. Indeed, it may be
possible to consider exponential control instead, as long as we also suppose exponential moments
for the initial condition µε0. In the end, the assumption only dictates the localization we need on
the initial condition: in our case, we choose polynomial control on the drift N and polynomial
moments on the initial condition. A typical choice for N would be any polynomial of the form

P (v) = Q(v) − Cv|v|p−1 ,

for some positive constant C > 0 and where Q has degree less then p.
We turn to the connectivity kernel Ψ. We suppose Ψ ∈ C 0 (Kx, L

1 (Kx′)) and assume the
following bound to hold

(2.2) sup
x′∈K

∫
K

|Ψ(x,x′)| dx < +∞ .

Moreover, we consider r in ]1, +∞], define its conjugate r′ ≥ 1 as 1/r + 1/r′ = 1 and suppose

(2.3) sup
x∈K

∫
K

|Ψ(x,x′)|r dx′ < +∞ .

Our set of assumptions on the connectivity kernel is quite general since we consider non-symmetric
interactions between neurons and also authorize the connectivity kernel to follow a negative power
law, a case which is considered in the physical literature (see [18]).
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Remark 2.1. It may be possible to adapt our analysis to the case of a discrete spatial variable.
This could be done by replacing the Lebesgue measure dx in the definition of Ψ by a positive Borel
measure λK with finite mass over K (typically a sum of Dirac mass if K is discrete). In this
case, we should also suppose that ρε0 lies in L1 (λK).

We now state our assumptions on the sequence of initial data
(
µε0,x

)
ε> 0

. We suppose that for
each ε > 0 we have (

x 7→ µε0,x
)
∈ C 0

(
K , P2

(
R2
))
.

We also suppose the spatial distribution of the network ρε0 to be continuous over K and uniformly
bounded from above and below, that is, there exists a constant m∗ > 0 such that for all ε > 0

(2.4) m∗ ≤ ρε0 ≤ 1/m∗ , ρε0 ∈ C 0 (K) .

On top of that, we assume the following condition: there exist two positive constants mp and
mp, independent of ε, such that

(2.5) sup
x∈K

∫
R2

|u|2pµε0,x(du) ≤ mp ,

and such that

(2.6)

∫
K×R2

|u|2pr′ ρε0(x)µε0,x(du) dx ≤ mp ,

where p and r′ are given in (2.1b) and (2.3).

Now let us define the notion of solution we will consider for equation (1.3).

Definition 2.2. For all ε > 0 we say that µε solves (1.3) with initial condition µε0 if we have

(1) µε lies in

C 0
(
R+ ×K , L1

(
R2
))
∩ L∞loc

(
R+ ×K , P2

(
R2
))
,

(2) for all x ∈ K, t ≥ 0, and ϕ ∈ C∞c
(
R2
)

, it holds∫
R2

ϕ(u)
(
µεt,x − µε0,x

)
(u) du =

∫ t

0

∫
R2

(
∇uϕ(u) · bε(s,x,u) + ∂2

vϕ(u)
)
µεs,x(u) du ds

− ρε0(x)

ε

∫ t

0

∫
R2

∂vϕ(u) (v − Vε(s,x))µεs,x(u) du ds ,

where Vε and bε are given by (1.2) and (1.3).

With this notion of solution, equation (1.3) is well-posed. Indeed, we have

Theorem 2.3. For any ε > 0, suppose that assumptions (2.1a)-(2.1b) and (2.2)-(2.4) are fulfilled
and that the initial condition µε0 also verifies

(2.7)


sup
x∈K

∫
R2

e|u|
2/2 µε0,x(du) ≤ M ε ,

sup
x∈K

∫
R2

ln(µε0,x)µε0,x(du) ≤ mε ,

and

(2.8) sup
x∈K

∥∥∇u

√
µε0,x

∥∥2

L2(R2)
≤ mε ,

where M ε and mε are two positive constant. Then there exists a unique solution µε to equation
(1.3) with initial condition µε0, in the sense of Definition 2.2 which verifies

sup
(t ,x)∈[0,T ]×K

∫
R2

e|u|
2/2 µεt,x(u) du < +∞ ,
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for all T ≥ 0.
Furthermore, the macroscopic quantities Vε and Wε given in (1.2) lie in C 0

(
R+ ×K

)
.

We postpone the proof of this result to the Appendix A, which relies on relative entropy
estimates. We take advantage of assumption (2.7) to derive continuity estimates for both the
time and the spatial variable. More precisely, we apply an abstract result from [3] which ensures
that if we suppose some exponential moments such as in (2.7), then the Wasserstein metric is
controlled by the relative entropy. We make use of assumption (2.8) in order to obtain strong
continuity with respect to the time variable. We emphasize that since we are not able to close
the estimates using directly the L1 norm, we introduce some modified relative entropy, which
turns out to be, in some sense, equivalent to the L1 distance. Our approach is original to our
knowledge.

Remark 2.4. We do not make use of assumptions (2.7) & (2.8) in the analysis of the asymptotic
ε→ 0. Therefore, both constants M ε and mε may blow up as ε vanishes.

We also define solutions for the limiting system (1.6)

Definition 2.5. We say that (V , µ̄) solves (1.6) with initial condition (V0 , µ̄0) if we have

(1) V ∈ C 0
(
R+ ×K

)
and µ̄ ∈ C 0

(
R+ ×K , L1 (R)

)
,

(2) V is a mild solution to (1.6),
(3) for all t ≥ 0, all x ∈ K and all φ ∈ C∞c (R) we have∫

R
φ(w) µ̄t,x(w) dw =

∫
R
φ(w) µ̄0,x(w) dw +

∫ t

0

∫
R
A(V , w) ∂w φ(w) µ̄s,x(w) dw ds .

Theorem 2.6. Under assumptions (2.1a), (2.3)-(2.4), and for any initial condition

(V0 , µ̄0) ∈ C 0 (K)× C 0
(
K , L1 (R)

)
,

there exists a unique solution to (1.6) in the sense of Definition 2.5 with initial condition (V0 , µ̄0).
Furthermore, V is uniformly bounded over R+ ×K.

Proof. The key argument is that the system (1.6) may be decoupled through the change of variable
(1.7). Indeed, we consider the following system

∂tV = N(V)−W −Lρ0 [V ] ,

∂tW = A (V , W) ,

∂tν̄ − b ∂w (w ν̄) = 0 ,

which turns out to be equivalent to (1.6) in the sense that it is solved by (V , W , ν̄) if and only
if (V , µ̄) solves (1.6), where µ̄ is defined as

µ̄ (t , x , w) = ν̄ (t , x , w − W(t , x)) ,

for all (t, x, w) in R+ × K × R. Existence and uniqueness for ν̄ relies on classical arguments
and we refer to [13], where one can find the proof of existence and uniqueness for the system
(V , W). �

2.2. Main results. The following theorem is the main result of this article. It states that in the
regime of strong interactions, the distribution of the voltage variable concentrates with rate

√
ε

around V with Gaussian profile. The distribution of the adaptation variable converges towards
µ̄. Hence, the couple (V , µ̄), which solves (1.6), encodes the behavior of the system when ε� 1.
The result provides an explicit convergence rate which is global in time and uniform in x ∈ K.

Theorem 2.7. Under assumptions (2.1a)-(2.1b) on the drift N , (2.2)-(2.3) on Ψ, (2.4)-(2.6)
on the initial conditions µε0 and under the additional assumptions of Theorem 2.3, consider the

9



solutions µε & (V , µ̄) provided by Theorem 2.3 & 2.6 respectively. Furthermore, define the initial
macroscopic and mesoscopic errors as

Emac = ‖U0 − U ε0 ‖L∞(K) + ‖ ρ0 − ρε0 ‖L∞(K) ,

and
Emes = sup

x∈K
W2

(
ν̄ε0,x, ν̄0,x

)
.

Then there exists (C, ε0) ∈ (R+
∗ )

2
such that the following expansion holds for all ε ≤ ε0,

W2

(
µεt,x ,M 1

ε
ρ0(x) ,V(t,x) ⊗ µ̄t,x

)
≤ C

(
min

(
eC t (Emac + ε) , 1

)
+ Emes e

−b t + e−ρ
ε
0(x) t / ε

)
,

for all (t,x) ∈ R+ ×K.
Moreover, suppose the initial errors to be of order ε, that is

Emac + Emes =
ε→0

O (ε) ,

then the following estimate holds,

W2

(
µεt,x ,M 1

ε
ρ0(x) ,V(t,x) ⊗ µ̄t,x

)
≤ C

(
min

(
eC t ε , 1

)
+ e−ρ

ε
0(x) t/ε

)
, ∀(t,x) ∈ R+ ×K .

An important feature in our work is that we do not suppose the initial condition µε0 to be
concentrated, nor the initial profile νε0 to be close to its limit. In particular, this means that the
problem on νε is ill-prepared. Indeed, performing the change of variable (1.7) in the following
ansatz

inf
x∈K

∫
R2

|v − Vε0(x)|2 µε0,x(u) du ≥ 1 ,

we obtain that νε0 blows up in P2 as ε vanishes

inf
x∈K

∫
R2

|v|2 νε0,x(u) du ≥ ε−1 .

This is why we prove in Proposition 3.3 some exponential localizing effects with respect to the
variable t/ε, which also appears in Theorem 2.7.

Let us outline the main steps of the proof. First, we obtain in Proposition 3.1 some uniform
moment estimates for µε. Second, in Proposition 3.3, we estimate a relative energy, which should
be interpreted as the moments of the re-scaled quantity νε after a proper re-normalization, as
mentioned in Remark 3.4. The last step consists in the convergence estimate. We focus on
the re-scaled quantity νε and develop an analytical coupling method in order to estimate its
Wasserstein distance with the limiting profile. The key idea is to consider a coupled equation
which is solved by couplings between νε and its limit and then to estimate some energy for the
solutions to the coupled equation. The improvement with respect to [13] is twofold. On the one
hand, we prove error estimate not only on the macroscopic quantities but also on the distribution
functions by using the Wasserstein distance. On the other hand, by considering diffusive effect in
v and rescaled variables, we can characterize the asymptotic profile of the distribution function
and then get a better convergence rate.

Let us now mention some interpretations and consequences of our result. The first consequence
of the latter result is the convergence of the averaged quantities Vε and Wε. In fact, we prove a
finer result since we obtain that the couple (Vε, µ̄ε) converges towards (V , µ̄) with rate ε.

Corollary 2.8. Under the assumptions of Theorem 2.7 and supposing the initial errors to be of
order ε, that is

Emac + Emes =
ε→0

O (ε) ,

there exists (C, ε0) ∈ (R+
∗ )

2
such that for all ε ≤ ε0,

sup
x∈K

(
| Vε (t,x) − V (t,x) | + W2

(
µ̄εt,x, µ̄t,x

))
≤ C

(
e−m∗ t/ε + min

(
eC tε, 1

))
,
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for all t ≥ 0, where m∗ is given by (2.4).

Proof. Using Jensen’s inequality, we check that

|Vε(t,x) − V(t,x)| ≤ W2

(
µεt,x,M ρ0(x)

ε
,V(t,x)

⊗ µ̄t,x
)
.

Furthermore, we use the definition of the Wasserstein distance to obtain

W2

(
µ̄εt,x, µ̄t,x

)
≤ W2

(
µεt,x,M ρ0(x)

ε
,V(t,x)

⊗ µ̄t,x
)
.

Then we apply Theorem 2.7 and replace ρε0 with its lower bound m∗ given in assumption (2.4). �

Another interesting consequence of Theorem 2.7, which may be interpreted as the expansion
of f ε at order 1 when ε � 1, consists in recovering order 0. In fact, we prove a stronger result.
Indeed, let us make the analogy with other types of expansions as Taylor expansions. The
expansion at order 1 yields an equivalence result at order 0. This is exactly what we obtain in
our case: we prove that the distance between f ε and δV ⊗ µ̄ is exactly of order

√
ε. This justifies

our approach for two reasons. First, it means that it is not possible to achieve convergence at
order ε if we restrict the analysis to the convergence towards a Dirac mass. Second, the choice
of the Wasserstein metric in our analysis instead of another stronger norm enables to compare
easily our result with the convergence of f ε towards a Dirac mass.

Corollary 2.9. Under the assumptions of Theorem 2.7 and supposing the initial errors to be of
order

√
ε, that is

Emac + Emes =
ε→0

O
(√

ε
)
,

there exists (C, ε0) ∈ (R+
∗ )

2
, such that for all ε ≤ ε0

sup
x∈K

(
W2

(
µεt,x, δV(t,x) ⊗ µ̄t,x

))
≤ C

(
e−m∗ t/ε + min

(
eCt
√
ε, 1
))
,

for all t ≥ 0, where m∗ is given by (2.4).
Moreover, supposing the initial errors to be of order ε, that is

Emac + Emes =
ε→0

O (ε) ,

and considering two positive times t0 and T such that t0 < T , there exists (C, ε0) ∈ (R+
∗ )

2
such

that for all ε ≤ ε0

C−1
√
ε ≤ W2

(
µεt,x, δV(t,x) ⊗ µ̄t,x

)
≤ C
√
ε , ∀(t,x) ∈ [ t0 , T ]×K .

Proof. The proof is a direct consequence of Theorem 2.7 and the triangular inequality for W2. �

3. A priori estimates

In this section, we provide uniform estimates with respect to ε for the moments of µε and for
the relative energy given by

Mq [µε ] (t,x) :=

∫
R2

|u|q dµεt,x(u) ,

Dq [µε ] (t,x) :=

∫
R2

|v − Vε(t,x)|q dµεt,x(u) ,

where q ≥ 2.

The key point here is to obtain uniform estimates with respect to time for both M ε
q and Dε

q

using confining properties of N and A. It is actually the only place where we use the super-linear
confinement of the drift N (2.1a).
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Proposition 3.1 (Propagation of moment). Under assumptions (2.1a) on the drift N and (2.2)-
(2.3) on the interaction kernel Ψ, consider a sequence of solutions (µε)ε> 0 to (1.3) with initial
conditions satisfying assumptions (2.4)-(2.6). Then, for all positive ε and all q lying in [ 2, 2p ]
holds the following estimate

Mq[µ
ε ](t,x) ≤ Mq[µ

ε ](0,x) exp (−t/C) + C, ∀ (t,x) ∈ R+ ×K ,

where C > 0 is a positive constant which only depends on m∗, mp and the data of the problem:
Ψ, A0 and N .

Proof. Let us choose an exponent θ ≥ 2, multiply equation (1.3) by |u|θ/θ and integrate with
respect to u ∈ R2. Integrating by part, this leads us to the following relation

1

θ

d

dt
Mθ[µ

ε](t,x) = I ,

where I splits into I = I1 + I2 + I3 + I4 with

I1 = −1

ε
ρε0(x)

∫
R2

v |v|θ−2 (v − Vε(t)) µεt,x(u) du ,

I2 =

∫
R2

v |v|θ−2N(v)µεt,x(u) du ,

I3 =

∫
R2

(
w |w|θ−2A(u)− v|v|θ−2w + (θ − 1) |v|θ−2

)
µεt,x(u) du ,

I4 = −
∫
R2

v |v|θ−2KΨ[ρε0 µ
ε]µεt,x(u) du .

We first handle the stiff term I1, which can be simply re-written as

I1 = −ρ
ε
0(x)

ε

∫
R2

(
v |v|θ−2 − Vε |Vε|θ−2

)
(v − Vε) µεt,x(u) du ≤ 0 .

Then we evaluate I2, which may involve higher order moments due to the non-linearity N . To
overcome this difficulty, we split it in two parts

v |v|θ−2N(v) = |v|θ N(v)

v
1|v|≥1 + v |v|θ−2N(v)1|v|<1 .

According to assumption (2.1a) and since N is continuous, we obtain

I2 ≤
∫
R2

(
C − ω−(v)

)
|v|θ µεt,x(u) du + C ,

for some constant C > 0 only depending on N and where ω− is the following nonnegative function

ω−(v) =
(
ω(v) 1|v|≥1,

)−
,

with s− = max(0,−s) and where ω is given by (2.1a).
Now we evaluate I3, which gathers low order terms. Applying Young’s inequality, we obtain

the following estimate

I3 ≤
C

ηθ

∫
R2

|v|θ µεt,x(u) du +

∫
R2

(C η − b) |w|θ µεt,x(u) du +
C

ηθ
,

for some constant C > 0 and all η ∈]0, 1[.
Finally, to evaluate the non-local term I4, we estimate Vε by applying Jensen’s inequality,

which yields

|Vε|θ ≤
∫
R2

|v|θ µεt,x(u) du ,

hence, applying Young’s inequality, we obtain that

I4 ≤ C

(
‖Ψ ∗r ρε0‖L∞(K)

∫
R2

|v|θ µεt,x(u) du +

∫
K×R2

|Ψ(x,x′)| |v|θ ρε0(x′)µεt,x′(u) du dx′
)
,

12



where C is a positive constant only depending on θ. Then we use Hlder’s inequality and assump-
tion (2.3) & (2.4) (we do not use the constraint r > 1 here), which yields

‖Ψ ∗r ρε0 ‖L∞(K) ≤ ‖ ρε0 ‖L∞(K) sup
x∈K
‖Ψ(x, ·) ‖Lr(K) ≤ C ,

for some C > 0 independent of ε.
In the former computations we choose η such that b − Cη > 0. With the notation α = b − Cη,
this yields

(3.1)

1

θ

d

dt
Mθ[µ

ε ](t,x) ≤
∫
R2

[ (
C − ω−(v)

)
|v|θ − α |w|θ

]
µεt,x(u) du + C

+C

∫
K×R2

|Ψ(x,x′)| |v|θ ρε0(x′)µεt,x′(u) du dx′ ,

for another constant C > 0 depending on θ, m∗, A, N and Ψ but not on (t, x) ∈ R+ ×K nor on
ε.

Now, we fix q in [2, 2p] and proceed in two steps. On the one hand, choosing θ = qr′ ≥ 2 in
(3.1), we evaluate the averaged moments M qr′ [ρ

ε
0 µ

ε] given by

M qr′ [ ρ
ε
0 µ

ε ] (t) =

∫
K×R2

|u|qr′ ρε0(x)µεt,x(u) du dx ,

where r′ is given by (2.3).
On the other hand, choosing θ = q in (3.1), we use the latter estimate to control the non-local

contribution on the right hand side of (3.1) and evaluate Mq[µ
ε](t,x) at each (t,x) ∈ R+ ×K.

Starting from (3.1) with θ = qr′ ≥ 2, we multiply it by ρε0(x) and integrate with respect to
x ∈ K, which yields

1

qr′
d

dt
M qr′ [ ρ

ε
0 µ

ε ] ≤
∫
K×R2

((
C − ω−(v)

)
|v|qr′ − α |w|qr′

)
ρε0(x)µεt,x(u) du dx

+ C

∫
K×K×R2

|Ψ(x,x′)| |v|qr′ ρε0(x) ρε0(x′)µεt,x′(u) du dx′ dx + C .

According to assumption (2.2) & (2.4), we have∫
K×K×R2

|Ψ(x,x′)| |v|qr′ ρε0(x) ρε0(x′)µεt,x′(u) du dx′ dx ≤ C

∫
K×R2

|v|qr′ ρε0(x)µεt,x(u) du dx ,

for some positive constant C depending on m∗ and Ψ. Hence it yields

1

qr′
d

dt
M qr′ [ ρ

ε
0 µ

ε ] (t) ≤
∫
K×R2

((
C − ω−(v)

)
|v|qr′ − α |w|qr′

)
ρε0(x)µεt,x(u) du dx + C .

From assumption (2.1a), ω−(v) goes to infinity with |v|. Consequently, we are led to

1

qr′
d

dt
M qr′ [ ρ

ε
0 µ

ε ] (t) ≤ C − 1

C
M qr′ [ ρ

ε
0 µ

ε ] (t),

for C > 0 great enough. Using Gronwall’s lemma and the assumption (2.6) on the non-local
moment of µε0, we obtain that for all ε > 0,

M qr′ [ρ
ε
0 µ

ε](t) ≤ C , ∀t ∈ R+ ,

where C may depend on mp.
Now, we come back to the local estimate on the moment Mq[µ

ε](t,x). We replace θ with q in
(3.1) and estimate the non-local contribution. First, we apply Hlder’s inequality and assumptions
(2.3) & (2.4) to the non-local contribution in (3.1). This gives∫

K×R2

|Ψ(x,x′)| |v|q ρε0(x′)µεt,x′(u) du dx′ ≤ C
∣∣M ε

qr′(t)
∣∣1/r′ ,
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where we emphasize that we use the constraint r > 1 in the former estimate. Then we use the
latter bound on M ε

qr′(t) and obtain∫
K×R2

|Ψ(x,x′)| |v|q ρε0(x′)µεt,x′(u) du dx′ ≤ C .

Hence, it yields

d

dt
Mq[µ

ε](t,x) ≤
∫
R2

((
C − ω−(v)

)
|v|q − α|w|q

)
µεt,x(u) du + C .

Using the same arguments as before, we get some C > 0 such that,

d

dt
Mq[µ

ε](t,x) ≤ C − 1

C
Mq[µ

ε](t,x) ,

hence we conclude this proof applying Gronwall’s lemma. �

As a straightforward consequence of Proposition 3.1, we obtain uniform bounds with respect
to time, space and ε for the macroscopic quantities

Corollary 3.2. Under the assumptions of Proposition 3.1, there exists a constant C > 0, inde-
pendent of ε, such that,

|Vε(t, x)| + |Wε(t, x)| ≤ C, ∀ (t, x) ∈ R+ ×K ,

where Vε and Wε are given by (1.2).

Proof. Applying the Cauchy-Schwarz inequality, we have for any (t,x) ∈ R+ ×K,

|Vε(t,x)| + |Wε(t,x)| ≤ 2 |M2[µε](t,x)|1/2 ,
hence the result follows on from Proposition 3.1. �

We turn to the estimates for the relative energy Dq[µ
ε], which quantifies the convergence of µε

towards a Dirac mass centered on Vε.

Proposition 3.3 (Relative energy). Under assumptions (2.1a)-(2.1b) on the drift N and (2.2)-
(2.3) on the interaction kernel Ψ, consider a sequence of solutions (µε)ε> 0 to (1.3) with initial
conditions satisfying assumption (2.4)-(2.6). There exists a positive constant C > 0, which may
depend on mp and mp, such that for all ε > 0 and all q in [ 2, 2p ] holds the following estimate,

Dq[µ
ε ](t,x) ≤ C

[
Dq[µ

ε ](0,x) exp

(
−qρ

ε
0(x)

ε
t

)
+

(
ε

ρε0(x)

)q/2 ]
, ∀(t,x) ∈ R+ ×K .

Proof. We choose some q in [2, 2p], multiply equation (1.3) by |v − Vε|q/q and integrate with
respect to u ∈ R2. After integrating by part and using equation (1.2), it yields

1

q

d

dt
Dq[µ

ε](t,x) = J ,

where J is split as

J = J1 + J2 + J3 −
ρε0
ε
Dq[µ

ε](t,x) + (q − 1)Dε
q−2[µε](t,x) ,

with 

J1 = −
∫
R2

(v − Vε) |v − Vε|q−2
(
KΨ[ρε0 µ

ε] − Lρε0 [V
ε]
)
µεt,x(u) du ,

J2 =

∫
R2

(v − Vε) |v − Vε|q−2 (N(v) − N(Vε)) µεt,x(u) du ,

J3 = −
∫
R2

(v − Vε) |v − Vε|q−2
(
w − Wε + E(µεt,x)

)
µεt,x(u) du .
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To estimate the non-local term J1, we observe that

KΨ[ρε0 µ
ε] − Lρε0(V

ε) = (v − Vε) Ψ ∗r ρε0(x) ,

hence, using assumptions (2.3) & (2.4), we obtain

J1 = −Ψ ∗r ρε0(x) Dq[µ
ε](t,x) ≤ C Dq[µ

ε](t,x) .

We turn to J2, which involves higher order moments since it displays the non-linearity N . On the
one hand, Corollary 3.2 ensures that Vε is uniformly bounded. On the other hand N lies in C 1(R)
and meets the confining assumption (2.1a). Hence, there exists a constant C > 0 independent of
ε such that

(v − Vε) (N(v) − N(Vε)) ≤ C |v − Vε|2 , ∀(t, x, v) ∈ R+ ×K × R .
Thus, it yields

J2 ≤ C Dq[µ
ε](t,x) .

Finally we estimate J3, which gathers the low order terms. According to assumption (2.1b) on
N and applying Proposition 3.1, we have for all positive ε,∫

R2

|w − Wε|q µεt,x(u) du + |E(µεt,x)| ≤ C , ∀ (t, x) ∈ R+ ×K ,

for some constant C that may depend on mp and mp. Hence, applying Hölder’s inequality, it
yields

J3 ≤ C Dq[µ
ε](q−1)/q(t,x) ≤ C

(
Dq[µ

ε](t,x) + Dq[µ
ε](q−2)/q(t,x)

)
.

Gathering these computations and applying Hölder’s inequality to Dε
q−2, we obtain

1

q

d

dt
Dq[µ

ε](t,x) +
ρε0
ε
Dq[µ

ε](t,x) ≤ C
(
Dq[µ

ε](t,x) + Dq[µ
ε](q−2)/q(t,x)

)
.

To estimate Dq[µ
ε], we introduce the function u = (Dq[µ

ε])2/q, which satisfies the following
differential inequality

1

2

du

dt
+
ρε0
ε
u ≤ C (u + 1) .

Applying Proposition 3.1, we get a first bound on u since

Dq[µ
ε](t,x) ≤ C Mq[µ

ε](t,x) ≤ C ,

hence, we substitute this estimate on the right hand side of the former differential inequality and
obtain

du

dt
+

2 ρε0
ε

u ≤ C ,

which implies that

u(t) ≤ u(0) exp

(
−2ρε0 t

ε

)
+ C

ε

ρε0

(
1 − exp

(
−2 ρε0 t

ε

))
.

The result follows from replacing u by (Dq[µ
ε])2/q. �

Both Propositions 3.1 & 3.3 may be interpreted in terms of the re-scaling νε according to the
following remark

Remark 3.4. Performing the change of variable (1.7) in the expression of Mq[µ
ε] and Dq[µ

ε],
we obtain the following relations

∫
R2

|v|q νεt,x(u) du = ε−q/2Dq[µ
ε](t,x) ,∫

R2

|w|q νεt,x(u) du =

∫
R2

|w −Wε|q µεt,x(u) du ≤ CMq[µ
ε](t,x) .

To conclude this section, we deduce from Propositions 3.1 & 3.3 the following error estimate
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Proposition 3.5. Under assumptions (2.1a)-(2.1b) on the drift N , (2.2)-(2.3) on the interac-
tion kernel Ψ consider a sequence of solutions (µε)ε> 0 to (1.3) with initial conditions satisfying
assumption (2.4)-(2.6). There exists a constant C > 0 such that for all ε > 0 we have∣∣E(µεt,x)

∣∣ ≤ C
(
e−2ρε0(x)t/ε + ε

)
, ∀(t,x) ∈ R+ × K .

Proof. We rewrite the error term E(µεt,x) given by (1.5) as follows

E(µεt,x) = E1 + E2 + E3 ,

where 

E1 = N ′ (Vε)
∫
R2

(v − Vε)1 |v−Vε| ≤ 1 µ
ε
t,x(u) du ,

E2 =

∫
R2

(N (v)−N (Vε)−N ′ (Vε) (v − Vε))1 |v−Vε| ≤ 1 µ
ε
t,x(u) du ,

E3 =

∫
R2

(N (v)−N (Vε))1 |v−Vε|> 1 µ
ε
t,x(u) du .

We start with E1. According to the definition of Vε, we have

E1 = 0 − N ′ (Vε)
∫
R2

(v − Vε)1 |v−Vε|> 1 µ
ε
t,x(u) du .

Since N ∈ C 1(R) and applying Corollary 3.2 & Proposition 3.3, it yields

|E1| ≤ C
(
e−2ρε0t/ε + ε

)
.

We turn to E2. Since N is of class C 2, and using Corollary 3.2, we have

|N (v)−N (Vε)−N ′ (Vε) (v − Vε)|1 |v−Vε| ≤ 1 ≤ C |v − Vε|2 ,
for some constant C > 0 independent of (t,x, v) ∈ R+×K ×R and ε > 0. Hence, we obtain the
following estimate applying Proposition 3.3

|E2| ≤ C
(
e−2ρε0t/ε + ε

)
.

To end with, we estimate E3 using the assumption (2.1b) on N and Corollary 3.2. Indeed, we
have

|N (v)−N (Vε)|1 |v−Vε|> 1 ≤ C |v − Vε|p .
Hence, applying Proposition 3.3, we obtain

|E3| ≤ C
(
e−pρ

ε
0t/ε + εp/2

)
and gathering these computations, it yields the expected result. �

In the present section, we derived pointwise estimates for the moments of µε, a relative energy
which corresponds to the moments of νε and the macroscopic error term E(µε). We build on these
results to prove Theorem 2.7.

4. Proof of Theorem 2.7

To achieve the proof of Theorem 2.7, we quantify the concentration of (µε)ε>0 around its
asymptotic profile Mρ0/ε,V ⊗ µ̄ when ε → 0. Therefore, this section consists in estimating the

error term W2

(
µε,Mρ0/ε,V ⊗ µ̄

)
, which we decompose as follows: for any (t,x) ∈ R+ ×K,

W 2
2

(
µεt,x,Mρ0/ε,V ⊗ µ̄t,x

)
≤ D1 + D2 + D3,

where D1, D2 and D3 are defined as
D1 := W 2

2

(
µεt,x ,Mρε0/ε,Vε ⊗ ν̄t,x (· − Wε)

)
,

D2 := W 2
2

(
Mρε0/ε,Vε ⊗ ν̄t,x (· −Wε) ,Mρε0/ε,V ⊗ µ̄t,x

)
,

D3 := W 2
2

(
Mρε0/ε,V ⊗ µ̄t,x ,Mρ0/ε,V ⊗ µ̄t,x

)
.
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The term D1 quantifies the distance between the concentration profile νε and the Gaussian dis-
tribution since from the change of variable (1.7), we have

D1 = inf
πε∈Πε

∫
R4

(
ε |v − v′|2 + |w − w′|2

)
dπε(u,u′) ,

where Πε stands for the set of distributions over R4 with marginals νεt,x and Mρε0
⊗ ν̄t,x, whereas

D2 quantifies the error between the macroscopic quantities. Indeed, with the same change of
variable, we obtain

D2 = |Vε − V|2 + |Wε −W|2 .
Finally, the term D3 is simply the error on the macroscopic density. In the following we give an
estimate for each term (Di)1≤i≤3.

Estimate for D1. Our strategy to estimate D1 consists in introducing a coupled equation on
πε ∈ Πε. Let us consider the following problem,

(4.1)

∂tπ
ε + divu [bε0(t,x,u) πε] + ∂w′ [A0 (0, w′) πε]

=
1

ε
divv,v′

[
ρε0(x) (v, v′)

>
πε + D · ∇v,v′π

ε
]
,

where bε0 is given in (1.8) and the diffusion matrix D is given by

D =

(
1 β
β 1

)
,

for some β ∈ [−1, 1]. On the one hand, integrating the former equation with respect to u′ =
(v′, w′), we obtain equation (1.8) on νε. On the other hand, equation (4.1) integrated with respect
to u is given by

∂t ν + ∂w′ [A0 (0, w′) ν] =
1

ε
∂v′ (ρ

ε
0v
′ ν + ∂v′ ν) ,

which is solved by Mρε0
⊗ ν̄. Consequently, if we take some initial data πε0 such that

πε0 ∈ Π
(
νε0,x ,Mρε0

⊗ ν̄0,x

)
,

we obtain that the solution πε to (4.1) has marginals νεt,x with respect to u and Mρε0
⊗ ν̄t,x with

respect to u′ at all time t ≥ 0. Hence, according to the definition of the Wasserstein metric, the
following inequality holds

D1 ≤
∫
R4

(
ε |v − v′|2 + |w − w′|2

)
dπε(u,u′) .

Moreover, we say that the equation is coupled because of the diffusion matrix D. Condition
β ∈ [−1, 1] ensures that the matrix is positive and hence is required in order for equation (4.1)
to be well-posed. In the case β = 0, there is no coupling between variables u and u′. However,
we can see that there is only one suitable choice for the parameter β. Indeed, considering only
the leading order in equation (4.1), the equation rewrites

∂tπ
ε =

1

ε
divv,v′

[
ρε0 (v, v′)

>
πε + D · ∇v,v′π

ε
]
.

Multiplying the former equation by |v − v′|2/ 2 and integrating by part, we obtain

1

2

d

dt

∫
R4

|v − v′|2 dπε(u,u′) +
ρε0
ε

∫
R4

|v − v′|2 dπε(u,u′) = 2
1− β
ε

.

Consequently, β = 1 is the unique suitable choice in order to avoid blow up in the asymptotic
ε → 0. Hence, we fix parameter β to 1 in what follows. On a probabilistic point of view, this
choice corresponds to taking the same Brownian motion for the processes associated to νε and
Mρε0

⊗ ν̄.
Before estimating D1, we precise the nature of solutions we consider for equation (4.1)
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Definition 4.1. For any x in K and some ε > 0, we say that πε solves (4.1) with initial condition
πε0 if we have

(1) πε lies in

C 0
(
R+ , D′

(
R4
))
∩ L∞loc

(
R+ , L logL

(
R4
))
,

where D′(R4) stands for the set of distributions over R4 and L logL stands for the set of
L1 functions with finite entropy over R4.

(2) for all t ≥ 0, and ϕ ∈ C∞c
(
R4
)
, it holds∫

R4

ϕ (πεt − πε0) du du′ =

∫ t

0

∫
R4

(∇uϕ · bε0(s,x,u) + ∂w′ϕA0(0, w′))πεs du du′ ds

− 1

ε

∫ t

0

∫
R4

(
ρε0(x)∇v,v′ϕ · (v, v′)> − div(v,v′) (D · ∇v,v′ϕ)

)
πεs du du′ ds ,

where Vε and bε0 are given by (1.2) and (1.3).

We prove the following result for equation (4.1)

Proposition 4.2. Under the assumptions of Theorem 2.3, consider a positive ε, some x lying in
K and a coupling

πε0 ∈ Π
(
νε0,x ,Mρε0

⊗ ν̄0,x

)
.

There exists a solution πε to equation (4.1) with initial condition πε0 and parameter β = 1 in the
sense of Definition 4.1. Furthermore, we have

πε(t, ·) ∈ Π
(
νεt,x ,Mρε0

⊗ ν̄t,x
)
, ∀t ∈ R+ .

We postpone the proof to Appendix B. It is mainly technical since equation (4.1) is linear.

We come back to the main concern of this section which consists in estimating D1 and prove
the following estimate

Proposition 4.3. Under the assumptions of Theorem 2.7, there exist two positive constants C
and ε0 such that for all ε ≤ ε0, holds the following estimate

D1 ≤ C
(
W 2

2

(
ν̄ε0,x , ν̄0,x

)
e−2 b t + e−2 ρε0 t/ε + ε2

)
, ∀(t,x) ∈ R+ ×K .

Proof. We consider πε0 ∈ Π
(
νε0,x ,Mρε0

⊗ ν̄0,x

)
and the associated solution πε to equation (4.1)

given by Proposition 4.2. When the context is clear, we omit the dependence with respect to t.
To evaluate the term D1, we introduce the following quantities

A(t) :=

∫
R4

|v − v′|2 dπε(u,u′) ,

B(t) :=

∫
R4

|w − w′|2 dπε(u,u′) .

Observing that D1(t) ≤ εA(t) + B(t), this proof consists in showing that A(t) is of order ε
whereas B(t) is of order ε2.
We begin with A and multiply equation (4.1) by |v − v′|2/2 and integrate by part with respect
to (u,u′), it yields

1

2

d

dt
A +

ρε0
ε
A = A1 ,

where

A1 =
1√
ε

∫
R4

(v − v′)
(
N(Vε +

√
ε v) − w −

√
ε vΨ ∗r ρε0(x)

)
dπε(u,u′) .
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We apply Cauchy-Schwarz inequality, assumptions (2.1b), (2.3) & (2.4) and Corollary 3.2 to
estimate A1, it yields

A1 ≤
C√
ε
A(t)1/2

(∫
R2

(
1 + |w|2 + |

√
ε v|2p

)
dνεt,x(u)

)1/2

.

Then we perform the change of variable (1.7) in the latter integral and apply Propositions 3.1 &
3.3 and obtain

1

2

d

dt
A(t) +

ρε0
ε
A(t) ≤ C√

ε
A(t)1/2 .

Dividing the former estimate by A(t)1/2 and applying Gronwall’s lemma, this yields

A(t)1/2 ≤ A(0)1/2 exp (−ρε0 t/ε) + C ε1/2 ,

where the constant C > 0 may depend on the lower bound m∗ of the spatial distribution ρε0 (see
assumption (2.4)), mp and m̄p. We point out that since we do not prepare the initial condition,
A(0) may blow up as ε vanishes. Indeed, we have

A(0) ≤ 2

(∫
R2

|v|2 dνε0,x(u) +
1

ρε0(x)

)
.

Hence, operating the change of variable (1.7) in the latter integral and applying assumptions (2.4)
& (2.5), the former estimate becomes

A(0) ≤ C

ε
.

Therefore, for all ε less than 1, we obtain

A(t) ≤ C

ε

(
exp (−2 ρε0(x) t/ε) + ε2

)
.

We turn to B and prove that it is of order ε2 using the previous estimate on A. Indeed, we
compute the derivative of B multiplying equation (4.1) by |w − w′|2/2 and integrating by part
with respect to (u,u′), it yields

1

2

d

dt
B(t) = − bB(t) + a

√
ε (B1(t) + B2(t)) ,

where 
B1(t) =

∫
R4

(v − v′) (w − w′) dπε(u,u′) ,

B2(t) =

∫
R4

v′ (w − w′) dπε(u,u′) .

In order to estimate B1, we apply Cauchy-Schwarz inequality, use the estimate on A(t) and
assumption (2.4) on ρε0, which yields

a
√
εB1 ≤ C (exp (−m∗ t/ε) + ε) B(t)1/2 ,

for some C > 0 and where m∗ is given in (2.4). The next step consists in proving that B2(t) is
of order ε3/2. We compute the derivative of B2(t) multiplying equation (4.1) by v′(w − w′) and
integrating by part with respect to (u,u′), it yields

d

dt
B2(t) = −

(
ρε0
ε

+ b

)
B2(t) + a

√
ε

∫
R4

v v′ dπε(u,u′).

Then we apply Young’s inequality, invert the change of variable (1.7) and apply Proposition 3.3.
It yields

a
√
ε

∫
R4

|v v′| dπε (u, u′) ≤ C
(
ε−1/2 e−2ρε0t/ε + ε1/2

)
,
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where the positive constant C may depend on m∗, mp and m̄p. Then, we multiply the equation
on B2 by its sign and apply Gronwall’s lemma. In the end, this leads to

|B2(t)| ≤ |B2(0)| exp (−ρε0t/ε) + C
(
ε1/2 exp (−ρε0t/ε) + ε3/2

)
.

for any ε less than m∗/(2b). Furthermore, applying Cauchy-Schwarz inequality in B2(0) and using
assumption (2.4), we obtain

|B2(0)| ≤ C B(0)1/2.

Gathering the former computations and applying assumption (2.4), we obtain

1

2

d

dt
B(t) + bB(t) ≤ C

(
e−m∗t/ε + ε

)
B(t)1/2 + C

(
ε1/2 B(0)1/2 e−m∗t/ε + ε e−m∗t/ε + ε2

)
.

To estimate B(t), we will construct an upper-bound B+(t) by considering the following ODE
1

2

d

dt
B+(t) + bB+(t) = 2C

(
e(b−m∗/ε) t + ε

)
B+(t)1/2 ,

B+(0)1/2 = B(0)1/2 +
2C ε

b
,

whose exact solution is given by

B+(t)1/2 = B+(0)1/2 e−bt +
2C ε

b

(
1 − e−bt

)
+

2C ε

m∗ − 2bε

(
e−bt − e−(m∗/ε− b) t

)
.

We check that the following condition is fulfilled at all time t,

B+(t)1/2 ≥ ε1/2 B(0)1/2 e−b t + ε ,

as long as 2C ≥ b and ε < min {m∗ / (2b) , 1 }. Making use of the latter inequality, we get

ε1/2 B(0)1/2 e−m∗t/ε + ε e−m∗t/ε + ε2 ≤
(
e(b−m∗/ε)t + ε

)
B+(t)1/2 .

Therefore, defining u(t) = B+(t) − B(t), we check that the following inequality holds

1

2

du

dt
+ b u ≥ C

e−m∗t/ε + ε

B(t)1/2 + B+(t)1/2
u .

Since B is non negative and B+(t) stays lower bounded by ε2, we apply Gronwall’s lemma to the
latter estimate and noticing that u(0) ≥ 0, it yields that u(t) is non-negative. Then, we deduce

B(t) ≤ B+(t) ≤ 2B(0) e−2bt + C ε2 ,

for all t ≥ 0, as long as 2C ≥ b and ε < min {m∗ / (2b) , 1 }.
Gathering the former computations, we obtain the following estimate for D1

D1 ≤ C
(
B(0) e−2bt + e−2 ρε0 t/ε + ε2

)
.

We conclude the proof taking the infimum over all πε0. �

Estimate for D2. We mentioned that the change of variables (1.7) in D2 yields

D2 = |V − Vε|2 + |W −Wε|2 .

Hence the proof consists in injecting the error estimate obtained in Proposition 3.5 in equations
(1.4) & (1.6)

Proposition 4.4. Under the assumptions of Theorem 2.7, there exist two positive constants C
and ε0 such that for all ε ≤ ε0, holds the following estimate

D1/2
2 ≤ C min

(
eC t (Emac + ε) , 1

)
, ∀ (t,x) ∈ R+ ×K ,

where Emac is defined in Theorem 2.7.
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Proof. We omit the dependence with respect to (t,x) when the context is clear and write ‖ · ‖∞
instead of ‖ · ‖L∞(K) in this proof. According to equations (1.4) & (1.6), we have

d

dt
|V − Vε| = sgn (V − Vε)

[
N(V)−N(Vε)−

(
W −Wε + Lρ0 (V)− Lρε0 (Vε)

)
− E(µε)

]
,

d

dt
|W −Wε| = sgn (W −Wε)A0 (V − Vε , W − Wε ) ,

where sgn (v) = v / | v | for all v ∈ R∗. According to Corollary 3.2 and Theorem 2.6, (V ,Vε) is
uniformly bounded by a constant R > 0 with respect to ε, time & space. Consequently, we have

(V − Vε) (N(V) − N(Vε)) ≤ C |V − Vε|2 ,
where C stands for the Lipschitz constant of N over the ball of radius R. We now estimate the
contribution of the non-local terms. Using the linearity of L we split the term as follows

Lρ0 (V) − Lρε0 (Vε) = Lρ0 (V − Vε) + L(ρ0−ρε0) (Vε) .
According to assumption (2.3) ( we do not use the constraint r > 1 here), and since Vε is uniformly
bounded (see Corollary 3.2), we have

−sgn (V − Vε) L(ρ0−ρε0) (Vε) ≤ C ‖ρ0 − ρε0‖∞ .

Furthermore, according to assumptions (2.3) & (2.4) (we do not use the constraint r > 1 here),
we obtain

−sgn (V − Vε) Lρ0 (V − Vε) ≤ C |V − Vε| + |Ψ| ∗r (|V − Vε| ρ0) .

We estimate the non-local term using assumptions (2.3) & (2.4) (we do not use the constraint
r > 1 here). It yields

|Ψ| ∗r (|V − Vε| ρ0) ≤ C ‖V − Vε‖∞ ,

for some constant C only depending on m∗ and Ψ. Then we gather the former computations and
replace E(µε) by the bound obtained in Proposition 3.5. It yields

d

dt
| U − U ε | ≤ C

(
‖U − U ε ‖∞ + ε + e−2m∗ t/ε + ‖ρ0 − ρε0‖∞

)
,

for some positive constant C which may depend on mp, mp and m∗ but not on ε and (t,x).
Integrating the latter inequality between 0 and t and taking the supremum over all x in K, we
end up with the following inequality

‖U(t) − U ε(t) ‖∞ ≤ ‖U0 − U ε0 ‖∞ + C

∫ t

0

‖U(s) − U ε(s)‖∞ + ε + e−m∗ s/ε + ‖ρ0 − ρε0‖∞ ds .

We conclude the proof applying Gronwall’s lemma and using that U and U ε are uniformly bounded
according to Theorem 2.6 and Corollary 3.2. �

Estimate for D3. We now turn to the last term D3. This section is only technical and we prove
that D3 is negligible in comparison to D1 and D2. Indeed, since D3 is the distance between two
tensors, it is bounded by the sum of the distances appearing in each tensor

D3 ≤ W 2
2

(
Mρε0/ε,V ,Mρ0/ε,V

)
+ W 2

2 (µ̄t,x , µ̄t,x) = W 2
2

(
Mρε0/ε,V ,Mρ0/ε,V

)
.

Then, changing variables, we obtain

D3 ≤
2 ε

ρε0
W 2

2 (M1,M1) + 2 ε

(
1√
ρε0
− 1
√
ρ0

)2

.

Hence, according to assumption (2.4), we obtain

D3 ≤
ε

2m3
∗
‖ρ0 − ρε0‖2

L∞(K) .

Therefore applying Propositions 4.3 and 4.4 together with the latter estimate on D3, we have
proven Theorem 2.7.
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5. Conclusion & Perspectives

In this paper, we have characterized the blow-up profile (Gaussian distribution) of the voltage
distribution in the regime of strong & short-range coupling between neurons and have computed
the limiting distribution for the adaptation variable as well. Our result should be interpreted as
the first order expansion of the network’s distribution as ε vanishes. Indeed, it allows to improve
on former convergence result in the sense that we gain an order

√
ε in our convergence rate. On

top of that, we benefit from the first order expansion to derive an asymptotic equivalent of the
distribution at order zero (see Corollary 2.9).

Let us also mention a few natural questions that arise from this work. The natural continuation
of this article consists in obtaining a strong convergence result towards the concentration profile
(see [2]). It appears that the relative entropy approach we developed in Appendix A may adapt
to the analysis of the asymptotic ε� 1. We also point out that it should be possible to derive the
next corrective terms in the expansion of the macroscopic quantities thanks to this work. Indeed,
based on our result with a slight improvement, it may be possible to prove

(Vε, Wε ) =
ε→0

(
Vε, Wε

)
+ O

(
ε3/2
)
,

where the limiting macroscopic system
(
Vε, Wε

)
solves the following system ∂t Vε = N

(
Vε
)
− Wε − Lρ0 [Vε ] +

ε

2
ρ0N

′′ (Vε) ,
∂tWε = A

(
Vε , Wε

)
.

The corrective term adds a dependence with respect to the spatial distribution of neurons and
it might add some complexity to the dynamics of the limiting macroscopic system. Our last
comment on this work is that it might be possible to improve it approach in order to obtain
uniform in time convergence estimate. This could be done by carrying stability analysis of the
limiting macroscopic system (1.6). Indeed, going back to the proof of Theorem 2.7, the only
estimate which is not uniform with respect time is the one given for D2 (see Proposition 4.4),
which corresponds to the error between the macroscopic quantities U and U ε. Therefore, it
should be possible to obtain some uniform in time convergence results by taking U ε close to an
equilibrium state of the limiting macroscopic equation (1.6).
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Appendix A. Proof of Theorem 2.3

In this section, we prove existence and uniqueness of solution for equation (1.3) in the sense of
Definition 2.2. The main difficulty is to prove uniqueness and continuity of the solution

µε ∈ C 0
(
R+ ×K , L1

(
R2
))
.

To this aim, we first establish a priori estimates on the solution by propagating exponential
moments in u ∈ R2. Then the key point of the proof is to define a modified relative entropy
Hα [µ | ν ], given for any α in ]0, 1[ as

(A.1) Hα [µ | ν ] =

∫
R2

µ ln

(
µ

αµ+ (1− α)ν

)
du ,

for two non-negative functions µ, ν ∈ L1 (R2) with mass equal to one. Relative entropy has
several technical advantages in comparison to the L1 norm. On the one hand, it makes explicit
the dissipation due to the Laplace operator, which we refer as the Fisher information in what
follows. On the other hand, the latter modified relative entropy, where the denominator is a
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convex combination of µ & ν is well defined for all positive functions µ and ν with mass 1, with
no further condition on the domain on which they vanish. Indeed, under these conditions, holds
the following inequality

0 ≤Hα [µ | ν ] ≤ − ln (α) < +∞.
We even prove the following stronger result.

Lemma A.1. For any two non-negative functions µ, ν ∈ L1(R2) with integral equal to one, the
following estimate holds

(A.2)
(1 − α)2

2
‖µ − ν‖2

L1(R2) ≤ Hα [µ | ν] ≤ 1− α
α
‖µ − ν‖L1(R2) .

Proof. The first inequality is a straightforward consequence of the Csizár-Kullback inequality: for
µ, ν ∈ L1(R2) with integral equal to one

‖µ− ν‖2
L1 ≤ 2H0[µ | ν].

The result is obtained applying the latter inequality with ν = κα, where κα is given by

κα = αµ + (1 − α)ν .

For the second inequality, we notice that |µ /κα | ≤ α−1. Then we apply the convex inequality
ln (1 + x) ≤ x to the following relation

Hα [µ | ν ] =

∫
R2

µ ln

(
1 +

µ − κα

κα

)
du .

�

From this modified relative entropy functional, we prove the continuity of the solution with
respect to both the time and the spatial variable in the functional space L1. Now, we fix α = 1/2
and denote by I1/2 the associated relative Fisher information

(A.3) I1/2 [µ | ν] :=

∫
R2

∣∣∣∣∂v ln

(
2µ

ν + µ

)∣∣∣∣2 µ du .

To deal with existence issues, we provide an entropy estimate

H[µεt,x] :=

∫
R2

µεt,x(u) ln(µεt,x(u)) du ,

and follow a classical regularization argument.

A.1. A priori estimates. In this section, we suppose that we have a smooth solution µεt,x to
equation (1.3) and provide exponential moment, entropy and continuity estimates for µεt,x.

We first define J [µεt,x] as

J [µεt,x] :=

∫
R2

e|u|
2/2 µεt,x(u) du ,

and prove the following result.

Proposition A.2 (Exponential moments). For any ε > 0, suppose that assumptions (2.1a) and
(2.2)-(2.4) are fulfilled whereas the initial condition µε0 verifies the first condition of (2.7). Then,
for any solution µε to equation (1.3), there exists a positive constant C that may depend on ε
such that

J [µεt,x] ≤ C , ∀ (t,x) ∈ R+ ×K .
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Remark A.3. We emphasize that if we consider a simplified model with homogeneous adaptation
variable w, it is possible to prove that exponential moment are not only propagated as in Propo-
sition A.2 but also created, thanks to the super-linear confining properties (2.1a)-(2.1b) of the
drift N . However, this approach does not work when considering the full model. Indeed, since the
dynamics are linear with respect to w, one can not expect any gain with respect to w. In addition,
due to the crossed terms between the v and the w variables displayed in equation (1.3) on µε, it
seems hard to estimate exponential moments with respect to the v and w variables separetely.
On top of that, one can see in the proof of Proposition A.2 that super-linear (or at least linear
with large enough coefficient) confining properties are required on N to control the term J2 (see
below) and particularly the crossed terms and the convolution term that it displays.

Proof. We multiply equation (1.3) by e|u|
2/2 and integrate with respect to u ∈ R2, after an

integration by part, it yields

d

dt
J [µεt,x] = J ,

where J is split into J = J1 + J2 + J3 , with

J1 =

(
1

ε
(ρε0 Vε) + Ψ ∗r (ρε0 Vε)

)
(t,x)

∫
R2

v e|u|
2/2 µεt,x(u) du ,

J2 =

∫
R2

(
wA(u) − v w − v2

(
ρε0(x)

ε
+ Ψ ∗r ρε0(x)− 1

)
+ 1

)
e|u|

2/2 µεt,x(u) du ,

J3 =

∫
R2

v N(v) e|u|
2/2 µεt,x(u) du .

The proof follows the same lines as the one given in Proposition 3.1 on the moment estimates
except that here the non-local term J1 can be roughly estimated. Indeed, applying Corollary 3.2
and assumptions (2.3) & (2.4), we first obtain

J1 ≤ C

∫
R2

|v| e|u|2/2 µεt,x(u) du ,

for some positive constant C > 0 that may depend on ε. Then we estimate J2 and J3 following
the computations in the proof of Proposition 3.1 and taking advantage of the confinement property
(2.1a) on N . In the end, we get

d

dt
J [µεt,x] ≤

∫
R2

((
C − ω−(v)

)
|v|2 − α|w|2 + C

)
e|u|

2/2 µεt,x(u) du ,

where C and α are two positive constants that may depend on ε and where ω− is defined as

ω−(v) =
(
ω(v) 1|v|≥1

)−
,

where ω is given in (2.1a). Finally, according to (2.1a), we have

lim
|u|→+∞

(
C − ω−(v)

)
|v|2 − α|w|2 + C = −∞ ,

hence it gives
d

dt
J [µεt,x] ≤ C − 1

C
J [µεt,x] .

We conclude the proof applying Gronwall’s lemma and using the first assumption in (2.7). �

Then we provide an entropy estimate of the solution µεt,x.

Proposition A.4 (Entropy estimates). For any ε > 0, suppose that assumptions (2.1a)-(2.1b)
and (2.2)-(2.4) are fulfilled whereas the initial condition µε0 verifies the second condition in (2.7).
Then, for any solution µε to equation (1.3), there exists a positive constant C > 0 that may
depend on ε such that

H[µεt,x] ≤ H[µε0,x] + C t , ∀ (t,x) ∈ R+ ×K .
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Remark A.5. The latter result raises the natural question of wether the entropy estimate holds
uniformly with respect to time. An answer was given in [19, Theorem 2.2] in a simplified setting:
authors consider a spatially homogeneous network and treat the case where N is a cubic function.
They provide uniform estimate for the norm of the solution to (1.3) in regular norms, namely in
H1 and H1 ∩H2

v spaces. It might be possible to adapt their argument to a low regularity setting
such as ours and to obtain some uniform in time estimates on the entropy. However, this is an
interesting question on its own and since the present work focuses on the asymptotic ε→ 0 rather
than on the long time behavior, we did not follow this path here.

Proof. We multiply equation (1.3) by ln
(
µεt,x
)

and integrate with respect to u ∈ R2. Then we
use conservation of mass for (1.3) and integrate by part. It yields

d

dt
H[µεt,x] + I

[
µεt,x

]
=

ρε0
ε

+ Ψ ∗r ρε0 + b +

∫
R2

N(v) ∂v
(
lnµεt,x

)
µεt,x du ,

where the Fisher information I is given by

I
[
µεt,x

]
=

∫
R2

∣∣∂v ln
(
µεt,x

)∣∣2 µεt,x du .

According to Young’s inequality, we have∫
R2

N(v) ∂v
(
lnµεt,x

)
µεt,x du ≤ C

η

∫
R2

|N(v)|2 µεt,x du + η I
[
µεt,x
]
,

for all positive η. We choose η = 1/2, apply Proposition 3.1, and assumptions (2.1b), (2.3) &
(2.4). This yields

d

dt
H[µεt,x] ≤ C ,

for some C > 0 that may depend on ε. Then we integrate the former inequality with respect to
time and obtain the result. �

We now turn to continuity estimates with respect to the spatial variable and close the estimates
in L1 making use of the modified relative entropy Hα [µ | ν ] given in (A.1).

Proposition A.6 (Continuity with respect to x). For any ε > 0, suppose that assumption (2.1a)
and (2.2)-(2.4) are fulfilled whereas the initial condition µε0 verifies the first condition of (2.7).
Then, for any solution µε to equation (1.3), the following estimate holds∥∥µεt,x − µεt,y

∥∥
L1(R2)

≤ C eCt γ(x,y), ∀ (x , y) ∈ K2 ,

for some positive constant C which may depend on ε and where γ is the following continuous
function

γ(x,y) =
∥∥µε0,x − µε0,y

∥∥1/2

L1(R2)
+ |ρε0(x) − ρε0(y)| + ‖Ψ(x, ·) − Ψ(y, ·)‖L1(K) .

Proof. Our strategy consists in estimating H1/2 instead of the L1 error in order to take advantage
of the entropy dissipation, then Lemma A.1 will ensure the continuity in L1.

We choose some x and y in K all along this proof and consider κ =
(
µεt,x + µεt,y

)
/2. It

satisfies the following equation

∂t κ + ∂v ( (N(v)− w) κ ) + ∂w (A(u)κ ) − ∂2
v κ −

1

2
∂v
(
Nx µ

ε
t,x + Ny µ

ε
t,y

)
= 0 ,

where N gathers the non-linear terms and is given by

Nx(t, v) :=
ρε0(x)

ε
(v − Vε(t, x)) + (Ψ ∗r ρε0(x) v − Ψ ∗r (ρε0Vε) (t, x)) .
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We compute the time derivative of H1/2

[
µεt,x |µεt,y

]
using the former equation, equation (1.3)

and conservation of mass for (1.3). After an integration by part, all the terms associated to linear
transport cancel and we obtain

d

dt
H1/2

[
µεt,x |µεt,y

]
+ I1/2

[
µεt,x |µεt,y

]
= H1 ,

where I1/2 [µ | ν] is given by (A.3) and corresponds to the dissipation due to the second order term
whereas H1 is given by

H1 = −
∫
R2

∂v

(
µεt,x
κ

) (
Nx κ −

1

2

(
Nx µ

ε
t,x + Ny µ

ε
t,y

))
du .

Exact computations yield

H1 = −1

2

∫
R2

∂v

(
ln

(
µεt,x
κ

))
(Nx − Ny )

µεt,y
κ

µεt,x du .

Then, we first notice that it holds

| Vε (t,x) − Vε (t,y) | ≤ 2W1

(
µεt,x, κ

)
.

Furthermore, from Proposition A.2, we get that µεt,x, µεt,y and therefore κ have exponential mo-
ments, hence we can apply Corollary 2.4 in [3], which ensures

W1

(
µεt,x, κ

)
≤ C H0

[
µεt,x |κ

]1/2
.

Since by definition it holds H0

[
µεt,x |κ

]
= H1/2

[
µεt,x |µεt,y

]
, we obtain

| Vε (t,x) − Vε (t,y) | ≤ C H1/2

[
µεt,x |µεt,y

]1/2
,

for some positive constant C > 0 which may depend on ε. Consequently, using assumption (2.4)
and Corollary 3.2, we obtain the following bound for H1

|H1| ≤ C
(
β(x,y) + H1/2

[
µεt,x |µεt,y

]1/2)∫
R2

∣∣∣∣∂v ln

(
µεt,x
κ

)∣∣∣∣ (1 + |v|)
µεt,y
κ

µεt,x du ,

where C is a positive constant that may depend on ε and where β is given by

β(x,y) = |ρε0(x) − ρε0(y)| + ‖Ψ(x, ·) − Ψ(y, ·)‖L1(K) .

Then we apply Young’s inequality, Proposition 3.1 and the bound
∣∣µεt,y / κ∣∣ ≤ 2. It yields

|H1| ≤ C η−1
(
β(x,y)2 + H1/2

[
µεt,x |µεt,y

])
+ η I1/2

[
µεt,x |µεt,y

]
,

for all positive η and where C may depend on ε. Therefore, taking η = 1/2, we obtain

d

dt
H1/2

[
µεt,x |µεt,y

]
+

1

2
I1/2

[
µεt,x |µεt,y

]
≤ C

(
β(x,y)2 + H1/2

[
µεt,x |µεt,y

])
.

We apply Gronwall’s lemma and Lemma A.1. It yields∥∥µεt,x − µεt,y
∥∥
L1(R2)

≤ C eCt
(∥∥µε0,x − µε0,y

∥∥1/2

L1(R2)
+ β(x,y)

)
.

�

We now turn to continuity with respect to the time variable and split the proof into two steps.
First we prove continuity at time t = 0 and then deduce continuity for all time t > 0.

Proposition A.7 (Continuity at time t = 0). Under the assumptions of Theorem 2.3, the fol-
lowing estimate holds

sup
x∈K

∥∥µεt,x − µε0,x
∥∥
L1(R2)

≤ C
√
t , ∀ t ∈ R+ ,

for some positive constant C which may depend on ε.

Remark A.8. It is the only time that we use assumption (2.8).
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Proof. All along this proof, we set κ =
(
µεt,x + µε0,x

)
/2. In order to simplify notation, we also

define Bε as follows

Bε(t,x,u) = N(v) − w − KΨ[ρε0 µ
ε] (t,x, v) − 1

ε
ρε0 (v − Vε) ,

and we point out that according to Corollary 3.2, assumptions (2.1b) on N , (2.3) & (2.4), there
exists a positive constant C > 0 that may depend on ε such that

|Bε(t,x,u)| ≤ C ( |u|p + 1 ) , ∀ (t,x,u) ∈ R+ ×K × R2 .

We compute the derivative of H1/2

[
µε0,x |µεt,x

]
using equation (1.3). It yields

d

dt
H1/2

[
µε0,x |µεt,x

]
= H1 + H2 + H3 ,

where 

H1 = −1

2

∫
R2

∂2
v µ

ε
t,x

µε0,x
κ

du ,

H2 =
1

2

∫
R2

∂v
[
Bε µεt,x

] µε0,x
κ

du ,

H3 =
1

2

∫
R2

∂w
[
Aµεt,x

] µε0,x
κ

du .

We start with H1. First, we integrate by part and rewrite the term as follows

H1 = − I1/2

[
µε0,x |µεt,x

]
+

∫
R2

∂v

(
ln
µε0,x
κ

)(
1 − 1

2

µε0,x
κ

)
∂v
(
lnµε0,x

)
µε0,x du .

Second, we apply the inequality |µε0 / κ| ≤ 2, Young’s inequality and assumption (2.8) on µε0.
It yields for all positive η

H1 ≤ −
(

1− η

2

)
I1/2

[
µε0,x |µεt,x

]
+ 8

mε

η
,

We turn to H2. After an integration by part, it rewrites as follows

H2 = −1

2

∫
R2

Bε ∂v

(
ln
µε0,x
κ

)
µεt,x
κ

µε0,x du .

Then we apply the inequality |µε / κ| ≤ 2, Young’s inequality, the bound on Bε and the first
assumption in (2.7). We obtain for some positive constant C and for all positive η

H2 ≤ η I1/2

[
µε0,x |µεt,x

]
+
C

η
.

To end with, we estimate H3. This term is a little trickier to estimate since we do not have
dissipation with respect to the adaptation variable. We rewrite H3 = H31 + H32, where

H31 =

∫
R2

∂w (A(u)) ψ

(
µε0,x
κ

)
µε0,x
κ

κ du ,

H32 = −
∫
R2

A(u)ψ

(
µε0,x
κ

)
∂w
(
lnµε0,x

)
µε0,x du ,

where ψ(x) = ln (x)−x/2. We notice that µε0,x/κ lies in [0, 2] and that (x 7→ xψ(x)) is bounded
on [0, 2]. Hence, using conservation of mass for equation (1.3), we obtain

H31 ≤ b sup
x∈[0,2]

|xψ(x)| .

We turn to H32. We apply Young’s inequality and use assumption (2.8) on µε0. It yields

H32 =
1

2

∫
R2

|A(u)|2
∣∣∣∣ψ(µε0,xκ

)∣∣∣∣2 µε0,xκ κ du + 2mε .
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We notice that
(
x 7→ x |ψ(x)|2

)
is bounded on [0, 2] and that µε0,x/κ lies in [0, 2]. Furthermore,

we apply Proposition 3.1 and assumption (2.5). It yields

H3 ≤ C .

Gathering former computations and taking η small enough, we obtain

d

dt
H1/2

[
µε0,x |µεt,x

]
+

1

2
I1/2

[
µε0,x |µεt,x

]
≤ C .

We integrate the former relation between 0 and t and apply Lemma A.1. Since the constant C
does not depend on x, we take the supremum over K. In the end, we obtain

sup
x∈K

∥∥µεt,x − µε0,x
∥∥
L1(R2)

≤ C
√
t .

�

Using Proposition A.7, we deduce strong continuity at all times for µε.

Proposition A.9 (Continuity at time t > 0). For any ε > 0, suppose that assumptions (2.1a)
and (2.2)-(2.4) are fulfilled whereas the initial condition µε0 verifies the first condition of (2.7),
the following estimate holds

sup
x∈K

∥∥µεt ,x − µεt+h ,x
∥∥
L1(R2)

≤ eCt sup
x∈K

∥∥µε0 ,x − µεh ,x
∥∥1/2

L1(R2)
, ∀ (t , h) ∈ (R+)2 ,

for some positive constant C which may depend on ε.

Proof. All along this proof, we consider some x ∈ K and h > 0. We introduce the following
notation κ =

(
µεt ,x + µεt+h ,x

)
/2, which satisfies the following equation

∂t κ = − ∂v

((
N(v)− w −

(
ρε0
ε

+ Ψ ∗r ρε0
)
v

)
κ

)
− ∂w (A(u)κ ) + ∂2

v κ

− 1

2
∂v
(
Nt µεt,x + Nt+h µεt+h,x

)
,

where N gathers the non-linear terms with respect to the time variable and is given by

Nt(x) =
ρε0(x)

ε
Vε(t, x) + Ψ ∗r (ρε0Vε) (t, x) .

We compute the derivative of H1/2

[
µεt,x |µεt+h,x

]
using the former equation, equation (1.3) and

conservation of mass for (1.3). After an integration by part, all the terms associated to linear
transport cancel and we obtain

d

dt
H1/2

[
µεt,x |µεt+h,x

]
+ I1/2

[
µεt,x |µεt+h,x

]
= H1 ,

where H1 is given by

H1 = (Nt − Nt+h)

∫
R2

∂v

(
ln
µεt ,x
κ

)
µεt ,x µ

ε
t+h ,x

κ
du .

We use Young’s inequality, assumptions (2.3) & (2.4) and the inequality |µε / κ | ≤ 2. It yields

|H1| ≤ η I1/2

[
µεt,x |µεt+h,x

]
+ Cη−1 sup

x∈K
|V(t,x) − V(t+ h,x)|2 ,

for all positive η and some constant C that may depend on ε. Then from Proposition A.2, we
get exponentional moments on κ and apply Corollary 2.4 in [3], which yields

sup
x∈K
|V(t,x) − V(t+ h,x)|2 ≤ C sup

x∈K
H1/2

[
µεt,x |µεt+h,x

]
,

28



for some constant C > 0 which may depend on ε. Gathering the former computations and taking
η = 1/2, it yields

d

dt
H1/2

[
µεt,x |µεt+h,x

]
+

1

2
I1/2

[
µεt,x |µεt+h,x

]
≤ C sup

x∈K
H1/2

[
µεt,x |µεt+h,x

]
.

We integrate this relation between 0 and t and take the supremum over all x in K. It yields

sup
x∈K

H1/2

[
µεt ,x |µεt+h ,x

]
≤ sup

x∈K
H1/2

[
µε0 ,x |µεh ,x

]
+ C

∫ t

0

sup
x∈K

H1/2

[
µεs ,x |µεs+h ,x

]
ds .

We apply Gronwall’s lemma to the former inequality and use Lemma A.1. We obtain

sup
x∈K

∥∥µεt ,x − µεt+h ,x
∥∥
L1(R2)

≤ CeCt sup
x∈K

∥∥µε0 ,x − µεh ,x
∥∥1/2

L1(R2)
.

�

A.2. Uniqueness. We turn to the proof of uniqueness for equation (1.3). We follow the same
method as in the proof of Proposition A.9. We consider two solutions µ1 and µ2 to equation (1.3)
in the sense of Definition 2.2 and with the same initial condition µε0. Then we take some T > 0
and prove that the following relative entropy

H1/2

[
µ1
t,x | µ2

t,x

]
,

is zero for all (t,x) ∈ [0 , T ] × K. All along this proof, we take some x ∈ K and omit the
dependence with respect to x and t when the context is clear. Furthermore we write(

V1 , V2
)

=

(∫
R2

v µ1 du ,

∫
R2

v µ2 du

)
,

and κ =
(
µ1 + µ2

)
/2. Since µ1 and µ2 are solution to (1.3), κ solves the following equation

∂tκ+ ∂v

((
N(v)− w −

(
ρε0
ε

+ Ψ ∗r ρε0
))

κ

)
+ ∂w (A(u)κ )− ∂2

v κ+
1

2
∂v
(
N 1 µ1 +N 2 µ2

)
= 0 ,

where N i, for i ∈ {1 , 2} , gathers the non-linear terms and is given by

N i(t, x) =
ρε0(x)

ε
V i(t, x) + Ψ ∗r

(
ρε0V i

)
(t, x) .

We compute the derivative of H1/2 [µ1 |µ2 ] using the former equation, equation (1.3) and conser-
vation of mass for (1.3). After an integration by part, all the terms associated to linear transport
cancel and we obtain

d

dt
H1/2

[
µ1 |µ2

]
+ I1/2

[
µ1 |µ2

]
= H1 ,

where H1 is given by

H1 =
N 1 − N 2

2

∫
R2

∂v

(
ln

(
µ1

κ

))
µ2

κ
µ1 du .

According to Theorem 2.3, µ1 and µ2 both have uniformly bounded exponential moments on [0, T ],
hence applying Corollary 2.4 in [3], we obtain that∣∣V1 − V2

∣∣ ≤ W1

(
µ1 , µ2

)
≤ C H1/2

[
µ1 |µ2

]1/2
,

for some positive constant C > 0 that may depend on T . Consequently, we use Young’s inequality,
the estimate

∣∣µ2/κ
∣∣ ≤ 2, assumptions (2.3) & (2.4) and we obtain

d

dt
H1/2

[
µ1
t ,x |µ2

t ,x

]
+

1

2
I1/2

[
µ1
t ,x |µ2

t ,x

]
≤ C sup

x∈K

(
H1/2

[
µ1
t ,x |µ2

t ,x

])
.
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We integrate the former relation between 0 and t and take the supremum over all x in K in the
left-hand side. It yields

sup
x∈K

(
H1/2

[
µ1
t ,x |µ2

t ,x

])
≤ C

∫ t

0

sup
x∈K

(
H1/2

[
µ1
s ,x |µ2

s ,x

])
ds .

We apply Gronwall’s lemma and conclude the proof.

A.3. Existence. In this section, we outline the main ideas in order to construct the solution to
equation (1.3) given by Theorem 2.3. Let us first point out that the continuity of the macroscopic
quantities Vε and Wε may be deduced from the continuity and the exponential moments of the
solution µε. Indeed, according to [3] (see Corollary 2.4), we have

(1− α) |Vε(t, x) − Vε(s, y)| ≤ C H1/2

[
µεt,x, µ

ε
s,y

]1/2
,

as soon as µεt,x and µεs,y both have exponential moments. Then we apply Lemma A.1 and deduce
continuity.
Hence, it is sufficient to prove that µε exists in order to complete the proof. For that matter, we
consider the following regularized equation
(A.4)

∂t µ
R + ∂v

((
NR(v)− w − ρε0

ε
(v − VR)−KΨ

[
ρε0 µ

R
])

µR
)

+ ∂w
(
A(u)µR

)
− ∂2

v µ
R = 0 ,

where

VR(t,x) =

∫
R2

v µRt ,x(u) du ,

and where
(
NR
)
R>0

is a suitable sequence of globally Lipschitz functions. We construct solutions

to (A.4) with an iterative scheme. In order to prove that the scheme converges, we use the exact
same method as in the proof for uniqueness (see Section A.2).
Then we let the truncation parameter R grow to infinity. Making use of the continuity estimates
in Section A.1, we check that Ascoli theorem applies here and prove that the sequence

(
µR
)
R> 0

is relatively compact. Furthermore, we prove that the limit of any subsequence of
(
µR
)
R> 0

which

converges in C 0 ([0, T ]×K , L1 (R2)) and which has uniformly bounded exponential moments is
a solution to (1.3).

Appendix B. Proof of Proposition 4.2

We provide an entropy estimate in order to ensure existence and a uniqueness estimate in order
to ensure that

πε(t, ·) ∈ Π
(
νεt,x,Mρε0

⊗ ν̄t,x
)
, ∀ t ∈ R+ .

We start with the uniqueness result.

Lemma B.1. Under the assumptions of Theorem 2.3, consider x ∈ K, ε > 0 and a solu-
tion πε to equation (4.1) in the sense of Definition 4.1 and with initial condition πε0 lying in
Π
(
νε0,x,Mρε0

⊗ ν̄0,x

)
. Then we have

πε(t, ·) ∈ Π
(
νεt,x,Mρε0

⊗ ν̄t,x
)
, ∀ t ∈ R+ .

Proof. We define π1 (resp. π2) the marginal of πε with respect to u (resp. u′) and we drop the
dependence with respect to time and space when the context is clear. We integrate equation (4.1)
with respect to u′. We obtain that the difference between π1 and νεt,x solves

∂t
(
π1 − νε

)
+ divu

[
bε0
(
π1 − νε

)]
=

1

ε
∂v
[
ρε0 v

(
π1 − νε

)
+ ∂v

(
π1 − νε

)]
.

Multiplying the former equation by sign (π1 − νε), we obtain that |π1 − νε| is a sub-solution to
the former equation. Then we integrate with respect to u and obtain

d

dt

∥∥π1 − νε
∥∥
L1(R2)

≤ 0 .
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We follow the method same for π2 and obtain the expected result. �

We end this section with an entropy estimate, which ensures existence for solutions to (4.1) in
the sense of Definition 4.1. We define the Fisher information associated to (4.1)

Iv,v′ [ π ] =

∫
R4

| ( ∂v + ∂v′ ) lnπ |2 π du du′ .

Lemma B.2. Under the assumptions of Theorem 2.3, consider x ∈ K, ε > 0 and a solution
πε to equation (4.1) with some initial condition πε0 lying in Π

(
νε0,x,Mρε0

⊗ ν̄0,x

)
, there exists a

positive constant C > 0 which may depend on ε, m∗, mp and mp such that

H [ πεt ] ≤ H [ πε0 ] + C t .

Proof. We integrate equation (4.1) with respect to u and u′ and deduce that mass is conserved
through time. Hence, we compute the derivative of H [ πεt ] multiplying equation (4.1) by ln (πεt ).
After an integration by part, it yields

d

dt
H [ πεt ] +

1

ε
Iv,v′ [ π

ε
t ] = Ψ ∗r ρε0(x) + 2

(
b +

ρε0
ε

)
+ A ,

where A is given by

A =
1√
ε

∫
R4

N
(
Vε +

√
ε v
)
∂v (lnπεt ) π

ε
t du du′ .

Since the Fisher information Iv,v′ is somehow degenerate, we can not apply directly Young’s
inequality to A. Hence, we re-write A as follows

A =
1√
ε

∫
R4

N
(
Vε +

√
ε v
)

( ∂v + ∂′v ) (ln πεt ) π
ε
t du du′ .

Then, we apply Young’s inequality to A and obtain

A ≤ Cη

ε
Iv,v′ [ π

ε
t ] + Cη

∫
R4

∣∣N (Vε +
√
ε v
)∣∣2 πεt du du′ ,

for all η in ]0, 1[. Applying Lemma B.1, assumption (2.1b), Proposition 3.3 and Corollary 3.2, it
yields ∫

R4

∣∣N (Vε +
√
ε v
)∣∣2 πεt du du′ ≤ C .

Hence, taking η small enough, we obtain

d

dt
H [ πεt ] +

1

2 ε
Iv,v′ [ π

ε
t ] ≤ C ,

where C may depend on ε, mp and mp. We integrate the former inequality between 0 and t and
obtain the result. �
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