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THE EXTREMAL POINT PROCESS OF BRANCHING BROWNIAN MOTION IN Rd

JULIEN BERESTYCKI, YUJIN H. KIM, EYAL LUBETZKY, BASTIEN MALLEIN, AND OFER ZEITOUNI

Abstract. We consider a branching Brownian motion in Rd with d ≥ 1 in which the position X(u)
t ∈ Rd of

a particle u at time t can be encoded by its direction θ(u)
t ∈ Sd−1 and its distance R(u)

t to 0. We prove that
the extremal point process

∑
δ
θ

(u)
t

,R
(u)
t
−m(d)

t

(where the sum is over all particles alive at time t and m(d)
t

is an explicit centring term) converges in distribution to a randomly shifted decorated Poisson point process
on Sd−1 × R. More precisely, the so-called clan-leaders form a Cox process with intensity proportional to
D∞(θ)e−

√
2rdrdθ, where D∞(θ) is the limit of the derivative martingale in direction θ and the decorations

are i.i.d. copies of the decoration process of the standard one-dimensional branching Brownian motion. This
proves a conjecture of Stasiński, Berestycki and Mallein (Ann. Inst. H. Poincaré 57:1786–1810, 2021), and
builds on that paper and on Kim, Lubetzky and Zeitouni (arXiv:2104.07698).

1. Introduction

A (binary) branching Brownian motion (BBM) in dimension d ≥ 1 is a continuous-time branching particle
system in which every particle moves independently as Brownian motions in dimension d, and branches at
rate 1 into two daughter particles. For all t ≥ 0 we write Nt for the set of particles alive at time t, and
for u ∈ Nt we set X(u)

t ∈ Rd to be the position at time t of particle u. In this article we will describe the
structure of the limit extremal point process, i.e. the particles that have travelled the furthest from the
origin.

The study of extremal particles in dimension d = 1 traces its roots to the work of Fisher [9], Kolmogorov,
Petrovskii and Piskunov [12] and McKean [15], and is by now well understood: indeed, using [12], McK-
ean [15] showed that the rightmost position M(t) = maxu∈Nt Xu(t), centred at the median of its law, con-
verges in distribution. The seminal work of Bramson [7] identified the centring m(1)

t =
√

2t− 3
2
√

2 log t+O(1),
and introduced the method of truncated second moment through barriers. Lalley and Sellke [13] were then
able to prove that

lim
t→∞

P(M(t)−m(1)
t ≤ x) = E exp{−CD∞e−

√
2x}

where C is a certain constant and D∞ is the limit of the so-called derivative martingale associated with the
branching Brownian motion. Hence, the limiting law of M(t)−m(1)

t is the law of a Gumbel random variable
with the random shift log(CD∞)/

√
2, and in fact, it follows from [13] that M(t) has Gumbel fluctuations

around m(1)
t − log(CD∞)/

√
2 (see also [1] for extensions to branching random walks).

Finally, it was shown (independently and around the same time) by [2] and [3] that the extremal point
process converges in distribution

lim
t→∞

∑
u∈Nt

δ
X

(u)
t −m

(1)
t

= L

where the limit point process L can be described as follows: Let (χi) be the atoms of a Poisson process on
R with (random) intensity CD∞e−

√
2x. It is shown in [3, 8] that conditionally on M(t) ≥

√
2t (which is

an unusually large displacement), the extremal point process seen from M(t) converges to a limit object D.
More precisely:

lim
t→∞

P

(∑
u∈Nt

δ
X

(u)
t −M(t) ∈ · |M(t) ≥

√
2t
)

= P(D ∈ ·) (1.1)

and D is called the decoration point process. Let {D(i)}i∈N be i.i.d. copies of D, then we have that in
distribution

L =
∑
i

∑
z∈D(i)

δχi+z ,

1
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Figure 1. A simulation of BBM, d = 2, at times t = 10 (orange) and t = 15 (blue). The green
curves depict (approximately) the centring term of the extremal process m(d)

t + logDt(θ).

which we call a randomly shifted decorated Poisson point process or SDPPP(CD∞, e−
√

2xdx, D), using the
notation from [18].

In words, L is obtained by decorating each atom χi of a randomly shifted Poisson point process by an
independent copy of D. Besides their intrinsic interest, the results for one-dimensional branching Brownian
motion (and their branching random walks counterparts) have in recent years provided a road map for the
analysis of other log-correlated fields, see e.g. [6] for a discussion of the two dimensional discrete GFF and [4]
for the (non-Gaussian) sine-Gordon field.

By contrast, the case of the branching Brownian motion in dimension d > 1 had until recently received far
less attention. To describe what is known, we introduce the polar decomposition for the position of particles,
writing

R
(u)
t = ‖X(u)

t ‖ ∈ [0,∞), θ
(u)
t = X

(u)
t

R
(u)
t

∈ Sd−1 ,

and R∗t := maxu∈Nt R
(u)
t for the largest distance travelled by a particle at time t. In [5], Biggins proved

that, whatever the dimension d,

lim
t→∞

R∗t
t

=
√

2 a.s.,

and Mallein [14] proved that, setting m(d)
t :=

√
2t+ d−4

2
√

2 log t, the process (R∗t −m
(d)
t , t ≥ 0) is tight. Then

Kim, Lubetzky and Zeitouni [11] proved that R∗t−m
(d)
t converges in law to a Gumbel random variable, shifted

by an independent random variable logZ∞, thus extending the aforementioned results of Bramson [7] and
Lalley-Sellke [13] in dimension 1 (however, in contrast with the situation for d = 1, the random variable Z∞
is not constructed as a measurable function of the branching Brownian motion – this matter is resolved here
in Corollary 1.6).
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The goal of the present paper is to obtain the full description of the limit extremal point process in
dimension d > 1, that is, to describe the limit of the random point measure on Sd−1 × R defined by

Et :=
∑
u∈Nt

δ(θ(u)
t ,R

(u)
t −m

(d)
t ) .

To do that, we first discuss what plays the role of the random shift D∞. In [17], Stasiński, Berestycki, and
Mallein introduced a multidimensional analogue of the derivative martingale: for all t ≥ 0 and θ ∈ Sd−1, set

Dt(θ) =
∑
u∈Nt

(
√

2t−X(u)
t · θ)e

√
2X(u)

t ·θ−2t and D∞(θ) = max(0, lim inf
t→∞

Dt(θ)),

where x ·y is the usual inner product in Rd. Observe that for each fixed θ, the process {X(u)
t ·θ, u ∈ Nt} (the

projection of the BBM on direction θ) is just a standard one-dimensional BBM, and thus Dt(θ) is the usual
associated derivative martingale. They proved that almost surely, there exists a random set Θ ⊂ Sd−1 of full
Lebesgue measure such that Dt(θ) converges to D∞(θ) for all θ ∈ Θ. Further, letting σ denote the Lebesgue
measure on Sd−1, they show that that the measure with density Dt(θ)σ(dθ) converges weakly to the measure
with density D∞(θ)σ(dθ), almost surely. Explicitly, for any bounded measurable functions f, g : Sd−1 → R,
define

〈f, g〉 :=
∫
Sd−1

f(θ)g(θ)σ(dθ) ;

then it is shown in [17] that for any bounded measurable f : Sd−1 → R,
lim
t→∞

〈Dt, f〉 = 〈D∞, f〉 a.s. (1.2)

As such, we will often view Dt and D∞ as measures on Sd−1 and write Dt(A) and D∞(A) (for A ⊂ Sd−1)
to denote 〈Dt,1A〉 and 〈D∞,1A〉, respectively.

Our main theorem builds on [11] and [17] and describes the limit extremal point process; it answers in
the affirmative Conjecture 1.4 from [17].

Theorem 1.1. The extremal process converges weakly almost surely in the topology of vague convergence,
Et → E∞,

where the limit is a decorated Poisson point process on Sd−1 × R+ with the following description: let γ > 0
be the positive constant defined in (2.10) below, and let αd := (d− 1)/2. Let {(ξi, θi)}i∈N be the atoms of a
Poisson point process on Sd−1 × R with intensity

D∞(θ)σ(dθ)× γπ−αd/2
√

2e−
√

2xdx .

Let {D(i)}i∈N be i.i.d. copies of the decoration point process D for the one-dimensional BBM as above. Then

E∞ =
∞∑
i=1

∑
r∈D(i)

δ(θi,ξi+r) .

Remark 1.2. Theorem 1.1, as well as the other results stated in this article also hold in dimension d = 1,
where they are usually immediate consequences of known results in [2, 3]. In this case, σ is the measure
δ1 + δ−1 on the sphere S0 = {1,−1}. In other words, in all dimension σ is the Haar measure on Sd−1.

Theorem 1.1 is an immediate consequence of the study of the convergence in law of the Laplace transform
of Et as t→∞, and the identification of the limit with the Laplace transform of E∞.

Proposition 1.3. Let φ : Sd−1 × R → R≥0 be a continuous, compactly-supported, non-negative function.
Then

lim
t→∞

E
[

exp
(
−
∑
u∈Nt

φ(θ(u)
t , R

(u)
t −m

(d)
t )
)]

= E
[

exp
(
− Cd

∫
Sd−1

C(φθ)D∞(θ)σ(dθ)
)]
,

where

Cd :=
√

2
π1+αd

, (1.3)

φθ(·) := φ(θ, ·), and C(φθ) is defined in (2.13).
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Remark 1.4. For any r ∈ (0, t) integer and u ∈ Nt we let [u]r = {v ∈ N (t) : u ∧ v ≥ t − r} where u ∧ v
is the time of the most recent common ancestor of u and v. In other words, [u]r is the set of particles that
have branched off u at most r units of time prior to t. We say that u ∈ Nt is an r-clan-leader if u is the
particle which is the furthest away from the origin among [u]r and we write Γr(t) ⊂ N (t) for the set of all
r-clan leaders at time t. Let r(t) be any function such that r(t)→∞ but r(t) = o(t), and let

Lt :=
∑

u∈Γr(t)(t)

δ(θ(u)
t ,R

(u)
t ) .

Then our proof of Theorem 1.1 will show that Lt converges in distribution to the Poisson point process on
Sd−1×R whose atoms are the {(ξi, θi)}i∈N from the statement of the theorem. Moreover, it also shows that,
writing ut an element of Γr(t)(t), we have

lim
t→∞

∑
v∈[ut]r(t)

δ
θ

(v)
t −θ

(ut)
t ,R

(v)
t −R

(ut)
t

=
∑
d∈D

δ0,d .

In other words, in the extremal process defined in Theorem 1.1, the Cox process can be identified with the
positions of t/2-clan-leaders of the branching Brownian motion at time t, and the decoration of each atom
with the positions of the clan associated to each clan leader.

A key step in proving Theorem 1.1 will be to be able to use the convergence in distribution of the
maximal displacement proved in [11]. However, there the analogue of the derivative martingale is not given
by D∞(Sd−1) but rather by certain random variable Z∞. We thus need to understand the relation between
Z∞ and the measure D∞(·). Let

N win
t := {u ∈ Nt : R(u)

t ∈
√

2t− [t1/6, t2/3]} ,
and, recalling that αd := (d− 1)/2, let

M
(u)
t := (R(u)

t )−αd(
√

2t−R(u)
t )e−(

√
2t−R(u)

t )
√

2 .

The variable Z∞ is defined in [11] as the limit in distribution of

Zt :=
∑

u∈N win
t

M
(u)
t .

We will show that

Theorem 1.5. Let f : Sd−1 → R be a continuous function. Then

(2π)αd/2
∑

u∈N win
L

f(θ(u)
L )M(u)

L

p−−−−→
L→∞

〈D∞, f〉 . (1.4)

In [11, Remark 1.2], a formal argument was made for the distributional equivalence of D∞(Sd−1) and a
positive constant times Z∞; the statement above is much stronger. In particular, it implies the following.

Corollary 1.6. Set Z∞ := (2π)−αd/2D∞(Sd−1). Then Zt converges to Z∞ in probability.

Observe that with this definition Z∞ is a measurable function of the branching Brownian motion.
An immediate consequence of the above convergence in probability and the proof of [11, Theorem 1] is a

Lalley-Sellke type description of the limiting law of R∗t −mt.

Corollary 1.7. Let γ∗ > 0 be the constant defined in (2.11). Then P(R∗t ≤ m
(d)
t + y

∣∣ FL) converges in
probability to exp(−γ∗Z∞e−y

√
2), as first t→∞, then L→∞.

We note that, as explained in Section 2.5, the constant γ∗ above is equal to a dimensional constant times
the constant γ appearing in Theorem 1.1.

The structure of the paper is as follows. In Section 2, we describe several technical results. These include:
the description by [11] of the trajectories of the norms of extremal particles (those reaching height within
constant distance of m(d)

t ); a simple but key stability result for the process of the angles of extremal particles;
and a recollection of convergence results for the F-KPP equation that will utilized throughout the rest of
the paper.
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In Section 3, we prove Theorem 1.5 by carefully examining the contribution of each particle v ∈ NL to
the integral 〈DL, f〉, which converges almost surely to the right-hand side of (1.4).

In Section 4, we prove Proposition 1.3 using a key leading-order tail asymptotic on the Laplace functional
(Proposition 4.1) in combination with the branching property, as well as Theorem 1.5. We then prove
Theorem 1.1 using Proposition 1.3 and the identification of the Laplace transform of E∞.

Proposition 4.1 is then proved in Section 5 using information on the trajectories of the extremal BBM
particles and a coupling with one-dimensional BBM similar to the one used in [11].

2. Preliminaries

2.1. Notation for asymptotics. For functions f(t) and g(t), we write f ∼ g to denote the relation f/g → 1
as t → ∞. When needed, we emphasize the dependence on t by writing f ∼t g. We write f . g to mean
there exists some constant C > 0 such that for all t sufficiently large, f(t) ≤ Cg(t). We write f � g to mean
f . g and g . f .

In what follows, we will consider time parameters t and L, where t is sent to infinity before L. We will
also consider a parameter z ∈ [L1/6, L2/3]. For functions f := f(t, L, z) and g := g(t, L, z), we write f ∼(u) g
to denote the relation

lim
L→∞

lim inf
t→∞

inf
z∈[L1/6,L2/3]

f

g
= lim
L→∞

lim sup
t→∞

sup
z∈[L1/6,L2/3]

f

g
= 1 .

We write f = ou(g) if

lim sup
L→∞

lim sup
t→∞

sup
z∈[L1/6,L2/3]

f

g
= 0 .

When functions have no dependency in the variable z, we still write ∼(u) and ou as above, ignoring the sup
or inf over z.

2.2. Trajectories of the norms of the extremal particles. A key step towards the convergence result
of [11] was the following characterization of the trajectories of the norms of particles that reach height
m

(d)
t + y at time t, where y ∈ R is a constant. Let L be a time parameter that is sent to infinity after t (so,

from the perspective of t, L is just a large constant), and let ` := `(L) be any function such that ` ∈ [1, L1/6]
and `→∞ as L→∞. Then, with probability 1− ou(1), any particle v ∈ Nt−` that produces a descendent
u ∈ Nt such that R(u)

t > m
(d)
t + y did the following:

(1) R(v)
L ∈ Iwin

L :=
√

2L− [L1/6, L2/3] ;
(2) for s ∈ [L, t− `], R(v)

s was bounded above by mts/t+ y and below by some explicit function ; and
(3) R(v)

t−` ∈
mt
t s+ y − [`1/3, `2/3] .

In words, the norm of v at a constant order time from the beginning and from the end lies in a small window;
in between these times, the norm of v stays in a sufficiently tight barrier. See Figure 2 for a depiction of
such a trajectory.

This characterization of the extremal trajectories will be key for the proof of Proposition 1.3. More pre-
cisely, Proposition 1.3 follows quickly from the tail estimate Proposition 4.1, the proof of which completely
relies on the above trajectory characterization. This proof is given in Section 5, where the trajectory char-
acterization is given in full detail along with genealogical information: see Propositions 5.1 and 5.2. Prior
to Section 5, we will use (1) multiple times, and so we state it precisely below.

Proposition 2.1 ([11, Theorem 3.1]). For any y ∈ R, we have

lim
L→∞

lim sup
t→∞

P
(
∃v ∈ Nt : R

(v)
L 6∈ Iwin

L , R
(v)
t > mt + y

)
= 0 .

2.3. Many-to-one lemma and multidimensional Brownian motions. Many-to-few lemmas are ubiq-
uitous tools in the study of spatial branching processes. They connect the moments of additive functionals of
the branching process with estimates related to a typical trajectory. In this article, we use a simple version
of the many-to-one lemma that relates the mean of an additive functional of the branching Brownian motion
with a Brownian motion estimate. We refer to [10] for the description of the general settings.
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m
(d)
t + y

0 L t− ` t

Figure 2. Trajectory of the norm of a particle considered in Et: at time L are at height in Iwin
L ,

stay in the shaded (green) region up to time t− `, at time t− ` are located in another window, and
then produce a descendant that reaches m(d)

t + y at time t.

Lemma 2.2 (Many-to-one lemma). Fix d ∈ N, and let X· denote a d-dimensional Brownian motion. For
any T ≥ 0 and y ∈ R, and for any measurable function f : Cd[0, T ]→ R, we have

Ex
[ ∑
v∈NT

f
(
(Xs)s≤T

)]
= eTEx

[
f
(
(X(v)

s )s≤T
)]
. (2.1)

Here, Cd[0, T ] denotes the set of continuous functions from [0, T ] to Rd.

Recall that the norm of a d-dimensional Brownian motion is a d-dimensional Bessel process. In particular,
{R(v)

s }s>0,v∈cNs is a branching Bessel process. Throughout, we will write R. to denote the process given by
the norm of standard d-dimensional Brownian motion, and we will write W. to denote a standard Wiener
process. When R0 > 0 and d ≥ 2, we have the following SDE (see [16, Chapter XI] for a treatment of Bessel
processes):

dRt = αd
Rt

dt+ dWt, (2.2)

where we recall that αd := (d− 1)/2.
We will also use the fact that ‖X(v)

L ‖
(d)= L1/2χd, where χd is a chi random variable with d degrees of

freedom. Letting pRL(x, y) denote the transition density of a d-dimensional Bessel process at time L and pχd
denote the density of χd, we have

pRL(0, x) = L
1
2 pχd

(
L−

1
2x
)

= cdL
−d/2xd−1e−

x2
2L . (2.3)

In particular, by integration by parts, there exists Cd > 0 such that for all a, L > 0 we have

P(RL ≥ a) = cd
L1/2

∫ ∞
a

( x

L1/2

)d−1
e−x

2/2Ldx ≤ Cd
( a

L1/2

)d−2
e−a

2/2L. (2.4)

It is worth noting that considering the polar decomposition of a Brownian motion B in Rd as the diffusion
((Rt, θt), t ≥ 0) on R+ × Sd−1, then (Rt, t ≥ 0) is a d-dimensional Bessel process, and conditionally on the
latter, (θt, t ≥ 0) is a time-inhomogeneous Brownian motion on the sphere, with diffusion constant 1/R2

t at
time t. In particular, θt converges in law as t→∞ to the uniform distribution on the sphere. However, note
that conditionally on {Rt ≥ εt, t ≥ 0}, θt converges almost surely to a random point of the sphere.

2.4. Stability of the angular process. As the radial part of the typical trajectory of a particle at distance
m

(d)
t at time t has grown linearly over time, we deduce from the above observation that its angular part θ(u)

t

should be converging, and in particular be close to θ(u)
s for s large enough. The main result of this section

confirms this heuristic by stating that the direction of extremal particles at time t are very close to the
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direction of their ancestor at time L with high probability. This proves that the direction of all individuals
in the same clan is identical.

Proposition 2.3. Fix y ∈ R. For all L large enough, we have

lim sup
t→∞

P
(
∃v ∈ Nt : ‖θvL − θvt ‖ ≥ 2L−1/12 , Rvt > m

(d)
t + y

)
≤ e−L

5/6
, (2.5)

where ‖ · ‖Sd−1 denotes the metric on Sd−1.

This proposition is an immediate consequence of the two following claims and Proposition 2.1.

Claim 2.4. For all L sufficiently large and t sufficiently large compared to L,

P
(
∃v ∈ N win

L , u ∈ N v
t−L : ‖X(u)

t −X(u)
L ‖ ≥ m

(d)
t−L + L5/6

)
≤ e−L

5/6
. (2.6)

Proof. By the Markov inequality, we have

P
(
∃v ∈ N win

L , u ∈ N v
t−L : ‖X(u)

t −X(u)
L ‖ ≥ m

(d)
t−L + L5/6

)
≤ E

[ ∑
v∈N win

L

1{∃u∈Nv
t−L:‖X(u)

t −X
(u)
L
‖≥m(d)

t−L+L5/6}

]
.

Observe that by the Markov property and the shift-invariance of the d-dimensional Brownian motion, the
process (X(u)

L+s − X
(v)
L , u ∈ N (v)

L+ss ≥ 0) is a branching Brownian motion started from 0, independent of
(X(v)

s , v ∈ Ns, s ≤ L) and therefore, by the many-to-one lemma,

P
(
∃v ∈ N win

L , u ∈ N v
t−L : ‖X(u)

t −X(u)
L ‖ ≥ m

(d)
t−L + L5/6

)
≤ E

[
#N win

L

]
P(R∗t−L ≥ m

(d)
t−L + L5/6) ≤ eLP(RL −

√
2L ∈ [−L2/3,−L1/6])P(R∗t−L ≥ m

(d)
t−L + L5/6), (2.7)

Using (2.4), we have

eLP(RL −
√

2L ∈ [−L2/3,−L1/6]) ≤ CdLd/2−1eL−
(
√

2L−L2/3)2
2L ≤ CdLd/2−1e

√
2L2/3

.

Additionally, applying [14, Equation 1.2], there exists Kd > 0 such that for all t, L > 0,

P(R∗t−L ≥ m
(d)
t−L + L5/6) ≤ Kde

−
√

2L5/6
.

As a consequence, (2.7) implies that for all L large enough,

lim sup
t→∞

P
(
∃v ∈ N win

L , u ∈ N v
t−L : ‖X(u)

t −X(u)
L ‖ ≥ m

(d)
t−L + L5/6

)
≤ e−L

5/6
,

completing the proof. �

The previous claim states that with high probability, extremal particles at time t stay within distance
mt−L + L5/6 from their ancestor at time L. We now use simple geometry to conclude that in this case, the
direction of extremal particles have to stay close to the direction of their ancestor at time L, as illustrated
in Figure 3.

Claim 2.5. Let L > 0 and x ∈ Rd such that L− L2/3 ≤ ‖x‖ ≤ L− L1/6. For all L large enough, we have

lim sup
R→∞

sup
z∈B(x,R+L5/6)\B(0,R+L)

∥∥∥∥ x

‖x‖
− z

‖z‖

∥∥∥∥ ≤ L−1/12 .

Proof. For z ∈ B(x,R+ L5/6) \B(0, R+ L), straightforward computations yield that
x

‖x‖
· z

‖z‖
= ‖z‖

2 − ‖x− z‖2

2‖x‖‖z‖ ≥ (R+ L)2 − (R+ L5/6)2

‖x‖‖z‖
≥ (2R+ L+ L5/6)(L− L5/6)

(L− L2/3)(R+ L)

≥ 1− L−1/6

1− L−1/3
1− L/2R
1− L/R .

We observe that for all L large enough,

lim inf
R→∞

1− L−1/6

1− L−1/3
1− L/2R
1− L/R ≥ 1− L−1/6/2 .
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m (d)t−
L +

L 5/6

m
(d)t

+
y

0

√
2L− z

Figure 3. The marked angle corresponds to ‖θ(v)
L − θ

(v)
t ‖Sd−1 .

As a result, using that ∥∥∥∥ x

‖x‖
− z

‖z‖

∥∥∥∥ =
√

2
√

1− x

‖x‖
· z

‖z‖
,

we conclude that for all L large enough,

lim sup
R→∞

sup
z∈B(x,R+L5/6)\B(0,R+L)

∥∥∥∥ x

‖x‖
− z

‖z‖

∥∥∥∥ ≤ L−1/12 . �

We can now complete the proof of Proposition 2.3.

Proof of Proposition 2.3. From Claim 2.5, we have that

P
(
∃v ∈ Nt : ‖θvL − θvt ‖ ≥ 2L−1/12 , Rvt > m

(d)
t + y

)
≤ P

(
∃v ∈ Nt : R(v)

L 6∈ Iwin
L , R

(v)
t > m

(d)
t + y

)
+ P

(
∃v ∈ Nt : R(v)

L ∈ Iwin
L , ‖X(v)

t −X(v)
L ‖ ≥ m

(d)
t−L + L5/6

)
.

From Proposition 2.1 and Claim 2.4, we obtain that both terms are ou(1), which concludes the proof. �

2.5. Convergence results for the F-KPP Equation. Branching Brownian motion is connected to the
F-KPP reaction-diffusion equation. More precisely, McKean’s representation connects multiplicative func-
tionals of the one-dimensional BBM to solutions of the F-KPP equation:

Proposition 2.6 ([15]). Let f : R→ [0, 1], and let {W (v)
s }s≥0,v∈Ns denote a one-dimensional BBM. Then,

for any w ∈ R, the F-KPP equation
∂tu = 1

2∂
2
xu− u+ u2

with initial conditions u(0, x) = 1− f(x) is solved by

u(t, x) := E
[
1−

∏
v∈Nt

f(x−W (v)
t )

]
. (2.8)

We will appeal to the following F-KPP convergence result several times.

Proposition 2.7 ([3, Proposition 3.2, Lemma 4.6, Lemma 4.8]). Let u(t, x) solve the F-KPP equation with
initial condition g(x) ∈ [0, 1] satisfying

sup{y : g(y) > 0} <∞ .

Then there exists a positive, finite constant Cg depending only on g such that for any constant c ∈ R, we
have

Cge
√

2c = lim
`→∞

∫ ∞
0

we
√

2wu(`,
√

2`+ w + c)dw = lim
`→∞

∫ `2/3

`1/3
we
√

2wu(`,
√

2`+ w + c)dw .

We make explicit how the Proposition 2.7 follows from [3]. Equation (3.3) of Proposition 3.2 of [3] tells
us that the following limit exists:

Cg := lim
`→∞

∫ ∞
0

we
√

2wu(`,
√

2`+ w)dw . (2.9)
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Lemma 4.6 of [3] tells us that Cg is equal to the limit as ` tends to infinity of the above integral taken only
over [`1/2−δ, `1/2+δ], for any δ ∈ (0, 1/2). The shift by c resulting in the e

√
2c pre-factor is now a direct

consequence of Lemma 4.8 of [3].
An important application of McKean’s theorem is to the case u(0, x) = 1{x<0}. Proposition 2.6 states

that P(W ∗` > x) solves the F-KPP equation, whence Proposition 2.7 yields the following positive constant:

γ := C1{x<0} = lim
`→∞

∫ ∞
0

we
√

2wP(W ∗` >
√

2`+ w)dw . (2.10)

This constant appears in the limiting law of the re-centered maximum of BBM in every dimension. In [13],
Lalley and Sellke showed that there exists some positive constant C > 0

lim
t→∞

P(W ∗t −m
(d)
t ≤ y) = E

[
exp

(
− CZ(1)e−y

√
2)] ,

where Z(1) denotes the derivative martingale from one-dimensional BBM. (The constant C was identified as
C = γ

√
2/π, see [3].) In [11], the main result (Theorem 1) states that

P(R∗t −m
(d)
t ≤ y) = E

[
exp

(
−
√

21+αd

π γZ∞e
−y
√

2
)]
.

In contrast to the above, in [11, Theorem 1], the constant in front of Z∞ is not written out explicitly. Instead
it is just called “γ∗”. The following expression for γ∗ is given by [11, Lemma 5.1 and Proposition 5.4]:

γ∗ =
√

21+αd

π lim
`→∞

∫ `2/3

`1/3
we
√

2wP(W ∗` >
√

2`+ w)dw =
√

21+αd

π γ. (2.11)

This is shown to be a positive constant in [11, Section 5.4] using purely probabilistic methods, without
reference to the F-KPP equation. Proposition 2.7 tells us that the above limit actually equals γ.

We will often consider the solution uφ to the F-KPP equation with initial conditions u(0, x) = 1−e−φ(−x),
for a non-negative, compactly supported function φ : R→ R≥0. Proposition 2.6 states that, for any w ∈ R,

uφ(`,
√

2`+ w) = E
[
1− exp

(
−
∑
u∈N`

φ(W (u)
` −

√
2`− w)

)]
. (2.12)

Furthermore, Proposition 2.7 states that the following limit exists, and is positive and finite:

C(φ) := lim
`→∞

∫ ∞
0

we
√
wE
[
1− exp

(
−
∑
u∈N`

φ(W (u)
` −

√
2`− w)

)]
dw . (2.13)

The constant C(φ) appears numerous times in the sequel.

3. Proof of Theorem 1.5 (equivalence of Z∞ and D∞)

We prove Theorem 1.5 by identifying the main contribution to D∞, and showing that it coincides with
the main contribution of Z∞. Towards this end, in the following lemma, for any L, x > 0 and ψ ∈ Sd−1, we
estimate the contribution of a particle located at xψ ∈ Rd to 〈DL, f(·)〉.

Lemma 3.1. Let f : Sd−1 → (0,∞) be a continuous function and fix constants K > 0 and ε > 0. Then,
uniformly in ψ ∈ Sd−1 and x ∈ [εL,

√
2L−K logL], we have that∫

Sd−1
f(θ)(

√
2L− xψ.θ)e

√
2(xψ.θ−

√
2L)σ(dθ) ∼L→∞ (2π)(d−1)/4f(ψ)x−αd(

√
2L− x)e

√
2(x−

√
2L) . (3.1)

Furthermore, there exists Cd > 0 such that for all L large enough and x ∈ [
√

2L−K logL,
√

2L+K logL],
we have that ∣∣∣∣∫

Sd−1
(
√

2L− xψ.θ)e
√

2(xψ.θ−
√

2L)σ(dθ)
∣∣∣∣ ≤ Cd(logL)L−αde

√
2(x−

√
2L) . (3.2)
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Proof. For ψ ∈ Sd−1 and δ > 0, define the subset B(ψ, δ) = {θ ∈ Sd−1 : θ.ψ > cos(δ)} ⊂ Sd−1. We first
bound∣∣∣∣∣
∫
Sd−1\B(ψ,δ)

f(θ)(
√

2L− xψ.θ)e
√

2xψ.θσ(dθ)

∣∣∣∣∣ ≤ ‖f‖∞
∫
Sd−1\B(ψ,δ)

|
√

2L− xψ.θ|e
√

2xψ.θσ(dθ)

= vol(Sd−2)‖f‖∞
∫ π

δ

|
√

2L− x cos(φ)| sin(φ)d−2e
√

2x cos(φ)dφ ,

where we used the change of variables θ 7→ (φ, ~y) ∈ [0, π] × Sd−2, so that the sphere Sd−1 is parametrized
by Rψ(cos θ, ~y sin θ), where Rψ is a fixed rotation sending e1 to ψ. Therefore, for all δ small enough that
cos(δ) ≤ 1− δ2/4, there exists a constant Kd > 0 such that for all L large enough and x ≥ εL, we have∣∣∣∣∣

∫
Sd−1\B(ψ,δ)

f(θ)(
√

2L− xψ.θ)e
√

2xψ.θ−
√

2Lσ(dθ)

∣∣∣∣∣ ≤ Kd‖f‖∞Le
√

2(x−
√

2L)−
√

2εδ2L/4 . (3.3)

Note that the right-hand side of (3.3) is dominated by the right-hand of (3.1). In particular, as L becomes
large, the mass of

∫
Sd−1 f(θ)(

√
2L− xψ.θ)e

√
2xψ.θσ(dθ) concentrates on B(ψ, δ)— we show this now.

The continuous function f on the compact space Sd−1 is uniformly continuous; hence, for all η > 0, there
is δ = δ(η) small enough so that

(f(ψ)− η)
∫
B(ψ,δ)

(
√

2L− xψ.θ)e
√

2xψ.θσ(dθ) ≤
∫
B(ψ,δ)

f(θ)(
√

2L− xψ.θ)e
√

2xψ.θσ(dθ) (3.4)

≤ (f(ψ) + η)
∫
B(ψ,δ)

(
√

2L− xψ.θ)e
√

2xψ.θσ(dθ) .

Therefore, to complete the proof, it is enough to compute the asymptotic behaviour for large x and L of

Id,δ(L, x) =
∫
B(ψ,δ)

(
√

2L− xψ.θ)e
√

2xψ.θσ(dθ) = vol(Sd−2)
∫ δ

0
(
√

2L− x cos(φ)) sin(φ)d−2e
√

2x cos(φ)dφ ,

which is done using Laplace’s method, as follows. Let η > 0, and fix Cd > 0 large enough and δ = δ(η) > 0
small enough such that for all 0 ≤ φ ≤ δ, we have

1− φ2/2 ≤ cos(φ) ≤ 1− (1− η)φ2/2 and φd−2 − Cdφd ≤ sin(φ)d−2 ≤ φd−2 .

With this notation, we observe that∣∣∣∣∣Id,δ(L, x)− vol(Sd−2)(
√

2L− x)
∫ δ

0
φd−2e

√
2x cos(φ)dφ

∣∣∣∣∣ ≤ (
√

2L + x)(2Cd + 1/2)
∫ δ

0
φde
√

2x cos(φ)dφ .

From Laplace’s method, we have that for all k ≥ 0,∫ δ

0
φke
√

2x cos(φ)dφ ∼x→∞ e
√

2x 1
2

(√
2
x

)(k+1)/2

Γ((k + 1)/2) .

As a result, uniformly over εL ≤ x ≤
√

2L−K logL, we have

(
√

2L− x)
∫ δ

0
φd−2e

√
2x cos(φ)dφ� (

√
2L+ x)

∫ δ

0
φde
√

2x cos(φ)dφ .

Thus, for any fixed K > 0 and uniformly in x ∈ [εL,
√

2L−K logL], we have

Id,δ(L, x) ∼L→∞ vol(Sd−2)(
√

2L− x)e
√

2xΓ((d− 1)/2)
2

(√
2
x

)(d−1)/2

= (2π)(d−1)/4x−(d+1)/2(
√

2L− x)e
√

2x .

Similarly, if x ∈ [
√

2L−K logL,
√

2L+K logL], we have that for some constant Cd > 0,

Id,δ(L, x) ≤ Cd(logL)L−(d−1)/2e
√

2x . (3.5)
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Finally, using (3.3) and (3.4), we obtain that∫
Sd−1

f(θ)(
√

2L− xψ.θ)e
√

2(xψ.θ−
√

2L)σ(dθ) ∼L→∞ f(ψ)Id,δ(L, x)e−2L

∼L→∞ f(ψ)(2π)(d−1)/4x−(d+1)/2(
√

2L− x)e
√

2(x−
√

2L) ,

uniformly in ψ ∈ Sd−1 and x ∈ [εL,
√

2L−K logL]. The upper bound for x ∈ [
√

2L−K logL,
√

2L+K logL]
is obtained using (3.5) and (3.4). �

Next, we show that particles that are not in the window Iwin
L (defined in Section 2.2) at time L do not

contribute to the left-hand side of (1.4).

Lemma 3.2. ∑
u∈NL

1{R(u)
L
6∈Iwin
L
}(R

(u)
L )−αd(1 + |

√
2L−R(u)

L |)e
−(
√

2L−R(u)
L

)
√

2 p−−−−→
L→∞

0 .

Proof. Let Z ′L denote the expression on the left-hand side of the above display, and fix ε > 0. From a union
bound, the many-to-one lemma (Lemma 2.2), the Bessel density at time L (2.3), and standard estimates of
Gaussian integrals, it follows that there exists a constant Kd > 0 depending only on the dimension d such
that

P(∃u ∈ NL : R(u)
L >

√
2L+Kd logL) ≤ E

[ ∑
u∈NL

1{R(u)
L
>
√

2L+Kd logL}

]
= eLP(RL >

√
2L+Kd logL) . L−1/2 . (3.6)

For brevity, let us write B(L) :=
√

2L+Kd logL. Then, using the Markov inequality and the many-to-one
lemma (Lemma 2.2), we have

P(|Z ′L| > ε) ≤ ε−1eLE
[
1{RL 6∈Iwin

L
,RL∈[0,B(L)]}(RL)−αd(1 + |

√
2L−RL|)e−(

√
2L−RL)

√
2
]

+ oL(1) ,

where the oL(1) term comes from (3.6). We now integrate over the density pRL(0, ·) of RL, so that the last
display is given by

ε−1eL
∫

[0,B(L)]\[L1/6,L2/3]

pRL(0, B(L)− w)
(B(L)− w)αd (1 + |w −Kd logL|)e−

√
2(w−Kd logL)dw + oL(1)

= cdL
− d2 ε−1

∫
[0,B(L)]\[L1/6,L2/3]

(B(L)− w)αd(1 + |w −Kd logL|)e−
(Kd logL−w)2

2L dw + oL(1) . (3.7)

The Gaussian term in the right-hand side of (3.7) ensures that the latter is dominated by the integral over
the interval [0, L1/6]. The integral over this interval (including the cdL−d/2ε−1 pre-factor) is bounded by
ε−1L−1/2L1/6L1/6 = oL(1). Thus, we have shown that for any ε > 0, P(|Z ′L| > ε) tends to 0 as L tends to
∞, which concludes the proof. �

Proof of Theorem 1.5. In this proof, the term “with high probability” means “with probability approaching
1 as L→∞”. Recall from (1.2) that∑

u∈NL

∫
Sd−1

f(θ)(
√

2L− θ.X(u)
L )e

√
2θ.X(u)

L
−2Lσ(dθ) a.s.−−→ 〈f,D∞〉 . (3.8)

We proceed by restricting the locations of the contributing particles at time L. To start, by (3.6) with high
probability, all norms of particles at time L are bounded by

√
2L+Kd logL, for some large, positive constant

Kd. Furthermore, we can show that∣∣∣∣E[ ∑
u∈NL

1{R(u)
L
≤
√

2L−L2/3}

∫
A

f(θ)(
√

2L− θ.X(u)
L )e

√
2θ.X(u)

L
−2Lσ(dθ)

]∣∣∣∣ . L1/6e−
L1/3

2 . (3.9)
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Indeed, (3.9) follows by applying the triangle inequality and the many-to-one lemma to its left-hand side,
yielding an upper-bound of

eL|max f |E
[∣∣√2L−WL

∣∣e−√2(
√

2L−WL)
1{WL≤

√
2L−L2/3}

]
, (3.10)

where WL denotes a standard Brownian motion at time L, and we have used the fact that θ.X(u)
L is equal

to WL in distribution for any θ and u. Taking W̃L :=
√

2L−WL and applying the Girsanov transform gives
that (3.10) equals E[|W̃L|1{W̃L≥L2/3}], from which (3.9) follows.

We can further restrict the locations of the R(u)
L by observing that∑

u∈NL

1{R(u)
L
∈[
√

2L−Kd logL,
√

2L+Kd logL]}

∫
Sd−1

f(θ)(
√

2L− θ.X(u)
L )e

√
2θ.X(u)

L
−2Lσ(dθ)

converges to 0 in probability due to the triangle inequality, the upper bound (3.2), and Lemma 3.2. Together
with (3.9) and (3.6), we have thus far shown that

〈D′L, f〉 :=
∑
u∈NL

1{R(u)
L
∈[
√

2L−L2/3,
√

2L−Kd logL]}

∫
Sd−1

f(θ)(
√

2L− θ.X(u)
L )e

√
2θ.X(u)

L
−2Lσ(dθ)

converges to 〈D∞, f〉 in probability as L tends to infinity. The uniform asymptotic in equation (3.1) of
Lemma 3.1 shows that the above expression is equal to

(1 + o(1))(2π)(d−1)/4
∑
u∈NL

M
L,R

(u)
L

1{R(u)
L
∈[
√

2L−L2/3,
√

2L−Kd logL]} .

Now, Lemma 3.2 shows that ∑
u∈N win

L

M
L,R

(u)
L

1{R(u)
L
6∈Iwin
L
}

(p)−−−−→
L→∞

0 ,

which concludes the proof. �

4. Proof of Theorem 1.1 and Proposition 1.3

Proposition 1.3 will follow from Theorem 1.5 and the following estimate, which can be seen as a two-fold
extension of [11, Theorem 3.2].

Proposition 4.1. Let φ : Sd−1×R→ R≥0 be a compactly supported, continuous function. For any θ ∈ Sd−1,
define the (positive) constant

Cd(φθ) :=
√

21+αd

π
C(φθ) , (4.1)

where φθ(x) := φ(θ, x), and C(φθ) is defined in (2.13). Then

lim
L→∞

lim sup
t→∞

sup
z∈[L1/6,L2/3],

θ∈Sd−1

∣∣∣∣∣Eθ(√2L−z)
[
1− exp

(
−
〈
EL,t, φ

〉)]
ML,z

− Cd(φθ)

∣∣∣∣∣ = 0, (4.2)

where
• Iwin

L = [
√

2L− L2/3,
√

2L− L1/6] ,

• EL,t =
∑
u∈Nt−L δ

(
R

(u)
t−L−m

(d)
t , θ

(u)
t−L

) , and

• ML,z = (
√

2L− z)−αdze−z
√

2.

Remark that when compared to Theorem 3.2 in [11], Proposition 4.1 adds information on the direction of
large particles. It states that, if the initial particle is close to θz for large z ∈ R+, then with high probability,
the direction of the farthest particle from the origin will be in a small neighbourhood of θ. Additionally, while
the former result only deals with the tail of R∗t−L, which can be seen as the Laplace functional computed
with φ(x) =∞1{x>0}, equation (4.2) extends the Laplace functional to a broader class of functions.

In what follows, we show how Theorem 1.5 and Proposition 4.1 imply Proposition 1.3. We then use
Proposition 1.3 to prove Theorem 1.1. The proof of Proposition 4.1 is postponed to Section 5.
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4.1. Proof of Proposition 1.3 using Proposition 4.1.

Proof of Proposition 1.3. Fix some φ : Sd−1×R→ R≥0 satisfying the conditions of Proposition 1.3. Let −y
be the infimum of the support of φ on R. We are interested in the quantity

gt(φ) := E
[

exp
(
−
∑
u∈Nt

φ(θ(u)
t , R

(u)
t −m

(d)
t )
)]

.

Since φ(θ(u)
t , R

(u)
t − m(d)

t − y) is nonzero only if R(u)
t > m

(d)
t + y, we see from Proposition 2.1 that only

particles u ∈ Nt that are descendants of particles in N win
L contribute. Thus, applying the branching property

at time L as well as the Markov property shows that

gt(φ) = E
[ ∏
u∈N win

L

E
X

(u)
L

(
exp

(
−
〈
EL,t, φ

〉)) ]
+ ou(1) .

Set zL(u) :=
√

2L−R(u)
L . Then, using Proposition 4.1, we can follow the steps leading up to [11, Equation 3.7]

to obtain a non-negative sequence εL tending to 0 as L tends to infinity such that for all L large and t large
enough compared to L, we have∣∣∣∣∣gt(φ)− E

[
exp

(
−
∑

u∈N win
L

Cd(φθ(u)
L

)ML,zL(u)

)]∣∣∣∣∣ ≤ εL .
From Theorem 1.5, we have convergence of the above Laplace transform to

E
[

exp
(
− (2π)−αd/2

∫
Sd−1

Cd(φθ)D∞(θ)σ(dθ)
)]
,

as L tends to infinity. Recalling now the definition of Cd(φθ) from (4.1) and of C(φ) from (2.13), the previous
two displays yield a non-negative sequence ε′L tending to 0 as L tends to infinity such that for all L large
and t large enough compared to L, we have∣∣∣∣∣gt(φ)− E

[
exp

(
−
√

2
π1+αd

∫
Sd−1

C(φθ)D∞(θ)σ(dθ)
)]∣∣∣∣∣ ≤ ε′L .

Since gt(φ) has no L-dependence, it follows from the previous two displays that

gt(φ) −−−→
t→∞

E
[

exp
(
−
√

2
π1+αd

∫
Sd−1

C(φθ)D∞(θ)σ(dθ)
)]
, (4.3)

as desired. �

4.2. Proof of Theorem 1.1. We recall that as observed in Remark 1.2, the statement of Proposition 1.3
is valid in all dimensions, including d = 1, where for d = 1, we have Sd−1 = {−1, 1}, and σ = δ1 + δ−1 (in
other words, in all dimensions σ is the Haar measure on Sd−1).

Proof of Theorem 1.1. We note that Proposition 1.3 already gives the claimed convergence, so that we only
need to prove the claimed identification of the limit.

By [2] or [3], in dimension 1, for all continuous compactly supported function ϕ on R, we have that

lim
t→∞

E
(
e
−
∑

u∈Nt
ϕ(X(u)

t −m
(1)
t )
)

= E
(
e−〈E

(1)
∞ ,ϕ〉

)
,

with E(1)
∞ an SDPPP(

√
2γD∞,e−

√
2x, D), where m(1)

t denotes mt corresponding to dimension d = 1 and D∞
is the same as D∞(θ) for d = 1 with θ = 1, i.e. it is the standard one dimensional derivative martingale.
Using Campbell’s formula on the right hand side of the last display, we obtain that

E
(
e−〈E

(1)
∞ ,ϕ〉

)
= E

(
exp

(
−
√

2γD∞
∫
R

(
1− E

(
e−〈D,ϕ(x+·)〉

))
e−
√

2xdx
))

.

Then using Proposition 1.3 in dimension d = 1 with ϕ(x)1{θ=1}, we obtain that

lim
t→∞

E
(
e−〈E

1
t ,ϕ〉

)
= E

[
exp

(
− C1C(ϕ)D∞

)]
, (4.4)
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where C1 =
√

2/π. (Alternatively, (4.4) is obtained in [3, Proposition 3.2].) As a result, we have

E
[

exp
(
− C1C(ϕ)D∞

)]
= E

(
exp

(
−
√

2γD∞
∫
R

(
1− E

(
e−〈D,ϕ(x+·)〉

))
e−
√

2xdx
))

.

and therefore
C1C(ϕ) =

√
2γ
∫
R

(
1− E

(
e−〈D,ϕ(x+·)〉

))
e−
√

2xdx, (4.5)

using that the Laplace transform of D∞ is strictly decreasing as D∞ is non-negative and non-degenerate.
Returning to d > 1, thanks to this identification, we can then compute for φ continuous compactly

supported on Sd−1 × R, again by Campbell’s formula,

E
[
e−〈E∞,φ〉

]
= E

[
exp

(
−
√

2γπ−αd/2
∫
Sd−1

D∞(θ)
∫
R

(
1− E

[
e−〈D,φθ(x+·)〉

])
e−
√

2xdxσ(dθ)
)]

= E
[

exp
(
− Cd

∫
Sd−1

C(φθ)D∞(θ)σ(dθ)
)]
,

by (4.5), using that Cd = π−αd/2C1. �

5. Proof of Proposition 4.1

We finish this article with a proof of Proposition 4.1, which uses the geometrical result Proposition 2.3 to
take care of the directional constraint, the results of [11] to characterize the typical trajectories of particles
contributing to the Laplace functional, and a coupling with one-dimensional branching Brownian motion on
the last time interval of length `. Throughout this section, let ` := `(L) satisfy the properties

1 ≤ ` ≤ L1/6 and lim
L→∞

` =∞ . (5.1)

The precise dependence of ` on L does not play a role. For convenience, we will write t̃ := t− L. Since we
will send t to infinity before L, the parameter L should be thought of as an order one quantity (compared
to t). Also, we fix a constant y ∈ R in what follows until further specified.

5.1. Description of the extremal particles by [11]. The (modified) second moment method used to
prove [11, Theorem 3.2] implies the following: for a branching Bessel process started from the window Iwin

L

(at time 0), particles u ∈ Nt̃ that reach height m(d)
t +y or higher at time t̃ follow a well-controlled trajectory

until time t̃− `; furthermore, among particles v ∈ Nt̃−` that follow such a trajectory, at most one produces a
descendent that reaches height m(d)

t +y. These two results are reproduced below as Propositions 5.1 and 5.2,
respectively. We will use these two ideas in the proof of Proposition 4.1 to great effect. Before we begin, let
us lay out some notation that will be familiar from [11].

Let y(b) := mt
t (t− `) + y − b. For any v ∈ Nt̃−`, we define the event

T(v) := Tt,L,y(v) =
{

max
u∈Nv

`

R
(u)
t̃

> m
(d)
t + y

}
. (5.2)

We will also make use of certain “barrier events” to restrict the paths of our BBM particles. For functions
f, g : [0,∞)→ R, a set I ⊂ [0,∞), and a real-valued process X·, we call events of the following form barrier
events:

BfI (X·) := {Xu ≤ f(u), ∀u ∈ I} and BfI (X·) := {Xu ≥ f(u), ∀u ∈ I} .

Recall the barriers B0(s) := B0(s; t, L) ([11, Equation 4.38]) and Qz(s) := Qz(s; t, L, y) ([11, Equation 5.5]),
whose precise definitions we will not use here. A crucial barrier event used throughout this subsection will
be the event that a process X· is bounded above by the linear barrier m

(d)
t

t (·+L)+y (where we write f(·+r)
to denote the function u 7→ f(u+ r)) and bounded below by Qz(·) on a certain time interval I ⊂ R≥0. We
will denote this event by BmI (X·) := BmI,y,z,L,t(X·); note that

BmI (X·) = B
m

(d)
t
t (·+L)+y

I (X·) ∩ BQzI (X·) . (5.3)
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m
(d)
t
t
L+ y

m
(d)
t + y

√
2L− L1/6

√
2L− L2/3

√
2L− 2L2/3

√
2L− z

y(0)

y(`1/3)

y(`2/3)

y(2`2/3)

Qz(s)

m
(d)
t
t

(s+ L) + y

`1 t̃− `− `1 t̃− ` t̃

Figure 4. The event GL,t(v)∩ T(v) from (5.5): the trajectory R(v)
. of a given particle v ∈ Nt̃−` is

bounded above by the blue line and below by the solid green curves that comprise Qz on [0, t̃− `],
R

(v)
t̃−` lies in the window [y(`2/3),y(`1/3)], and v produces a descendent in Nt̃ that exceeds m(d)

t +y.

Now, for any v ∈ Nt̃−`, define the events

FL,t(v) := BB0
[0,t̃−`](R

(v)
· ) ∩

{
R

(v)
t̃−` >

t√
d

}
, and (5.4)

GL,t(v) := Bm[0,t̃−`](R
(v)
· ) ∩

{
y
(
R

(v)
t̃−`

)
∈ [`1/3, `2/3]

}
. (5.5)

The event GL,t(v)∩T(v) is depicted in Figure 4. In Proposition 4.1, we consider a d-dimensional BBM started
from a point on the sphere of radius

√
2L− z, where z ∈ [L1/6, L2/3]. In particular, we seek to demonstrate

asymptotic statements uniformly over z in this interval. For such statements, we will use heavily the notation
set forth in Section 2.1.

The following results are from [11].

Proposition 5.1 ([11]).

E√2L−z

[ ∑
u∈Nt̃−`

1FL,t(v)c

]
= ou(ML,z) , and

E√2L−z

[ ∑
u∈Nt̃−`

1FL,t(v)\GL,t(v)1T(v)

]
= ou(ML,z) .

The above proposition follows from [11, Lemma 4.3 and Claim 5.5] respectively and their proofs.1 The
result below is from [11, Lemma 5.2] (see also there equation (7.2)).

Proposition 5.2 ([11]).

Eθ(√2L−z)

[ ∑
v 6=w∈Nt̃−`

1{GL,t(v)∩GL,t(w)}

]
= ou(ML,z)

1The upper-bounds in these results of [11] are stated for quantities of the form P(∪u∈Nt̃−`Av), while Proposition 5.1 bounds
(larger) first-moment quantities of the form E[

∑
u∈Nt̃−`

1Av ]. However, the first step in the proof of each result of [11] is to
bound P(∪u∈Nt̃−`Av) by the corresponding first-moment quantity, so that the results there are actually shown via upper-bounds
on the E[

∑
u∈Nt̃−`

1Av ]. Thus, we indeed have Proposition 5.1.
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In the proof of Proposition 4.1, we will use Proposition 5.1 to show that the only particles in Nt̃ con-
tributing to Eθ(√2L−z)[1− exp(−〈EL,t, φ〉)] are those that descended from particles v ∈ Nt̃−` that performed
the event GL,t(v). Proposition 5.2 shows that only one such particle in v ∈ Nt̃−` will perform GL,t(v).

5.2. Coupling with a one-dimensional BBM. Eventually, we will encounter an expression of the form

Ey(w)

[
exp(−〈E`, φ(· − c)〉)

]
= Ey(w)

[
1−

∑
u∈N`

φ(R(u)
` −m

(d)
t − y − c)

]
,

where φ : R→ R is a continuous function and w ∈ [`1/3, `2/3] (c.f. the definition of GL,t(v) in (5.5)). We will
approximate this expression via a coupling with the one-dimensional branching Brownian motion, which will
then via a famous formula of McKean [15] give an expression in terms of the solution to the F-KPP equation,
for which asymptotics are by now well-understood (see Proposition 2.7). Let us discuss these matters now.

In light of the SDE for the d-dimensional Bessel process,

dRs = αd
Rs

ds+ dWs ,

one might expect that since y(w) is of order t, a branching Bessel process on [0, `] started from y(w) may be
coupled to be “very close” with probability going to 1 as t goes to infinity with a one-dimensional branching
Brownian motion (for which many more results are known). Indeed, this was shown in [11]. Before stating
this result, let us state the coupling. Consider the natural coupling of a one-dimensional BBM and a d-
dimensional branching Bessel process obtained by using the same branching tree for both processes (hence
the same set of particles in both processes at all times), and the same driving Brownian motion for each
edge in the tree (to be used in each of the SDEs by the two processes for evaluating the location of the
corresponding particle). Thus, for all s > 0, each v ∈ Ns, is associated to a Bessel process R(v)

· and a 1-d
Brownian motion W (v)

· satisfying the SDE

dR(v)
r = αd

R
(v)
r

dr + dW (v)
r .

Note that R(v)
r ≥W (v)

r .

Proposition 5.3 ([11]). Consider the above-defined coupling of 1-dimensional BBM {W (v)
s }s≥0,v∈Ns and a

branching d-dimensional Bessel process {R(v)
s }s≥0,v∈Ns started at x, for some x > 0. Fix ` > 0, and let

Gx =
{

min
v∈N`

inf
0≤s≤`

R(v)
s ≥ x/4

}
.

Then there exists some constant Cd > 0 such that for large enough x (in terms of `),

sup
0≤s≤`

sup
v∈Ns

∣∣∣R(v)
s −W (v)

s

∣∣∣1Gx ≤ Cd`/x .
Furthermore, Px(Gcx) ≤ (2 + e`)e−x2/8`.

The first bound is given in [11, Claim 6.2], while the bound on Px(Gcx) is given in the proof of [11,
Corollary 6.3]. As a consequence of the coupling result in Proposition 5.3, we have the following corollary,
which shows that functionals of a branching Bessel process may be replaced by functionals of one-dimensional
BBM, up to a negligible error, if the time interval on which the process is considered is much shorter than
the initial position of the process.

Corollary 5.4. Fix φ : R → R a uniformly continuous function, y ∈ R, and c > 0. Let ` := `(L) be as
in (5.1). Couple {W (v)

s }s≥0,v∈Ns and {R(v)
s }s≥0,v∈Ns as above. Then uniformly over x := x(t) such that

x→∞ as t→∞, we have

Ex
[

exp(−〈E`, φ(· − c)〉)− exp
(
−
∑
u∈N`

φ(W (u)
` −m(d)

t − c)
)]

= ou(L−5/2) .

Remark 5.5. The uniform continuity assumption on φ in Corollary 5.4 may be removed if the range of x
is taken to be any ball around m(d)

t with radius given by a function of L.

Remark 5.6. Corollary 5.4 complements [11, Corollary 6.3], which may be thought of as Corollary 5.4 with
φ(a) :=∞1{a>0}.
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Proof of Corollary 5.4. Since φ is uniformly continuous, there exists some εt such that εt → 0 as t→∞ and
εt := sup

a∈R
|φ(a+ Cd`/t)− φ(a)| .

Further, by Markov, P(|N`| > exp(L3)) ≤ exp(`− L3) = o(−L5/2). Let

f(`, t) := exp
(
−
∑
u∈N`

φ(W (u)
` −m(d)

t − c)
)
.

On the event Gx ∩ {|N` ≤ exp(L3)}, we have

exp
(
− 〈E`, φ(· − c)〉

)
∈ f(`, t) · [exp(−εteL

3
), exp(εteL

3
)] .

The above implies∣∣∣∣Ex[ exp
(
− 〈E`, φ(· − c)〉

)
− f(`, t)

]∣∣∣∣ ≤ Ex
[
(1− e−εte

L3

)f(`, t)
]

+ 2
(
P(Gcx) + P(|N`| > eL

3
)
)
.

Here, we have used the fact that the quantity inside the expectation on the left hand side is bounded in
absolute value by 2. Since f(`, t) ≤ 1, the first term in the second line vanishes as t→∞; thus, it is ou(L5/2)
uniformly over x such that x→ 0 as t→∞. The same is true for P(Gcx) by Proposition 5.3. This concludes
the proof. �

5.3. Proof of Proposition 4.1. We are now ready to prove Proposition 4.1.

Proof of Proposition 4.1. Define −y to be the infimum of the (compact) support of φ in the real coordinate,
that is,

inf{x ∈ R : sup
θ∈Sd−1

φ(θ, x) > 0} .

Define the function φ : Sd−1 × R→ R≥0 as

φ(σ, x) := φ(σ, x+ y) ,

so that φ is supported on Sd−1 × R≥0. We seek the leading-order asymptotics of

Υ := Eθ(√2L−z)

[
1− exp

(
−

∑
v∈Nt̃−`

∑
u∈Nv

`

φ
(
θ

(u)
t̃
, R

(u)
t̃
−m(d)

t − y
))]

.

Note that only particles u ∈ Nt̃ such that R(u)
t̃
≥ m(d)

t +y contribute to the exponential, since φσ(x) := φ(σ, x)
is only supported on x ≥ 0; thus, we may add the indicator T(v) to the sum in the exponential without
change. Furthermore, Proposition 2.3 states that

sup
θ∈Sd−1

Pθ(√2L−z)

( ⋂
{u∈Nt̃ , R

(u)
t̃
>m

(d)
t +y}

{
dSd−1(θ, θ(u)

t̃
) < L−1/12

})
> 1− e−L

5/6

Define the function
ψθ(v) := ψθ,y,`,L,t(v) =

∑
u∈Nv

`

φθ(R
(u)
t̃
−m(d)

t − y) .

Then the above gives the following expression

Υ = (1 + ou(1))Eθ(√2L−z)

[
1− exp

(
−
∑

v∈Nt̃−`

ψθ(v)1T(v)

)]
+ ou(ML,z) ,

where the ou(·)’s hold uniformly in θ. Now,

Eθ(√2L−z)

∣∣∣ exp
(
−
∑

v∈Nt̃−`

ψθ(v)1T(v)

)
− exp

(
−
∑

v∈Nt̃−`

ψθ(v)1GL,t(v)∩T(v)

)∣∣∣
≤ 2Pθ(√2L−z)

(
∪v∈Nt̃−` GL,t(v)c ∩ T(v)

)
≤ 2Eθ(√2L−z)

[ ∑
v∈Nt̃−`

1FL,t(v)c + 1FL,t(v)\GL,t(v)1T(v)

]
= ou(ML,z) ,
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where the last step follows from Proposition 5.1. Thus, we have

Υ = (1 + ou(1))Υ̂ + ou(ML,z) , (5.6)

where

Υ̂ := Eθ(√2L−z)

[
1− exp

(
−
∑

v∈Nt̃−`

ψθ(v)1GL,t(v)∩T(v)

))]
.

Let Et̃−` denote the event that 1{GL,t(v)∩T(v)} = 1 for at most one v ∈ Nt̃−`. Using the identity 1 −
exp(

∑n
i=1 xi) =

∑n
i=1(1− exi) when at most one of the xi is nonzero, as well as the trivial bound e−x ≤ 1,

we find

Υ̂ ≤ Eθ(√2L−z)

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)∩T(v)

)
;E
]

+ Pθ(√2L−z)(E
c
t̃−`)

≤ Eθ(√2L−z)

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)∩T(v)

]
+ ou(ML,z)

(the last line follows from Proposition 5.2), as well as

Eθ(√2L−z)

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)∩T(v)

)]
≤ Υ̂ + Eθ(√2L−z)

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)∩T(v)

)
;Ect̃−`

]
≤ Υ̂ + 2Eθ(√2L−z)

[ ∑
v 6=w∈Nt̃−`

1{GL,t(v)∩T(v)∩GL,t(w)∩T(w)}

]
= Υ̂ + ou(ML,z)

(again, the last equality follows from Proposition 5.2). Equation (5.6) and the above inequalities then yield

Υ = (1 + ou(1))Eθ(√2L−z)

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)∩T(v)

)]
+ ou(ML,z) .

Note that the quantity inside of the expectation depends only on the norms of our BBM particles. Further,
since φθ is supported on R≥0, it follows that ψθ(v) is nonzero only on the event T(v). Thus, the proof of
Proposition 4.1 will be complete if we can show the following asymptotic, uniformly over θ:

E√2L−z

[ ∑
v∈Nt̃−`

(
1− e−ψθ(v)1GL,t(v)

)]
∼
(u)
Cd(φθ)ML,z (5.7)

With the identity 1−ex1A = (1−ex)1A and the many-to-one lemma (Lemma 2.2), the left-hand side of (5.7)
simplifies as

et̃−`E√2L−z

[(
1− e−ψθ(v))

1GL,t(v)

]
.

We can expand this expectation by applying the Girsanov transform (given by [11, Equation 2.7]) to convert
the Bessel process (R(v)

s )[0,t̃−`] to a Brownian motion (W (v)
s )[0,t̃−`], and then integrating over the (Brownian)

transition density pW
(v)
.

t̃−` . Letting x(z) :=
√

2L− z, this gives the previous display as

et̃−`E√2L−z

(W (v)
t̃−`

x(z)

)αd
exp

(∫ t̃−`

0

αd − α2
d

W
(v)
s

2 ds
)(

1− e−ψθ(v))
1GL,t(v)


∼
(u)
et̃−`

∫ `2/3

`1/3
pW

(v)

t̃−`
(
x(z),y(w)

)(y(w)
x(z)

)αd
Py(w)

x(z),t̃−`

(
Bm[0,t̃−`](W

(v)
· )

)
Ey(w)[Ψθ,`]dw ,

where
Ψθ,` := 1− exp(〈E`, φθ(· − y)〉) .
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In the last line, we have used the fact that on the event GL,t(v) (or, more specifically, on Bm[0,t̃−`](W
(v)
· )), we

have

exp
(∫ t̃−`

0

αd − α2
d

W
(v)
s

2 ds
)
∼
(u)

1 .

We have also used the Markov property at time t̃− `. Now, from equations (6.53), (6.54) and (6.60) of [11],
the last display is asymptotically equivalent (in the sense of ∼(u)) to√

21+αd

π
e−y
√

2ML,z

∫ `2/3

`1/3
wew

√
2Ey(w)[Ψθ,`]dw .

Corollary 5.4 and Proposition 2.7 tell us that∫ `2/3

`1/3
wew

√
2Ey(w)[Ψθ,`]dw ∼

(u)
e
√

2yC(φθ) ,

where C(φθ) is defined in (2.13). This concludes the proof. �
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