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Prescribed-time predictor control of LTI systems with distributed input
delay

Salim Zekraoui Nicolás Espitia Wilfrid Perruquetti

Abstract— This paper deals with prescribed-time stabiliza-
tion of controllable linear systems with distributed input delay.
We model the input delay as a transport PDE and reformulate
the original problem as a cascade PDE-ODE system while
accounting for the infinite dimensionality of the actuator. We
build on reduction-based and backstepping-forwarding trans-
formations to convert the system into a target system having the
prescribed-time stability property. Then, we prove the bounded
invertibility of the transformations and hence we show that the
prescribed-time stability property is preserved into the original
problem. To better illustrate the ideas of this approach, we
focus first on the scalar case. Then, we give a sketch of the
main lines for the general case. To this end, we choose the
ODE dynamics of the target system to be a Linear Time-Varying
system so that we can rely on recent developments which include
a polynomial-based Vandermonde matrix and the generalized
Laguerre polynomials that allow a compact formulation for the
stability analysis. A simulation example is presented to illustrate
the obtained results.

I. INTRODUCTION

During the last decade, several research contributions
have been reported on non-asymptotic concepts such as
finite-time, fixed-time, and prescribed-time stabilization and
estimation for linear and nonlinear ordinary differential equa-
tions (ODEs) (see e.g. [15], [4], [26], [22], [27], [17], [19],
to mention a few).

Finite–time convergence refers to a terminal time which
depends on the system’s initial conditions, whereas the
terminal time for fixed–time convergence is independent
on the system’s initial conditions insofar as the terminal
time is lower bounded by a bounded function of the initial
conditions. More recently, the prescribed–time convergence
concept has arisen to deal with a more demanding type of
convergence, which allows the terminal time to be prescribed
independently of initial conditions and parameters [27], [17],
[19], [29], [16], [31]. This type of convergence has emerged
for tactical and strategic missile guidance problems but many
numerous other applications (e.g. rendezvous, spacecraft
docking, trajectory tracking for nonholonomic mobile robots,
finite-time deployment and formation control for multi-agent
systems, weather forecasting) require the transient process
must occur within a given time.

For partial differential equations (PDEs), these non-
asymptotic concepts have become an attractive research area
since PDEs describe many complex systems (thermal and
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fluid dynamics, chemical reactions, batteries, etc). For in-
stance, finite–time stabilization has been studied in, e.g., [7],
[9]. For linear parabolic PDEs, null controllability/finite–time
stabilization [8] and prescribed–time stabilization [14], [28]
have been achieved by using the backstepping approach with
time–varying kernels.

Time–delay systems are ubiquitous in engineering, where
delays can appear e.g., in the inputs (point-wise or dis-
tributed) [23], [32], or in the outputs and network graph
communication topologies as in [30]. For linear systems
with input delays, exponential stabilization is performed
based on predictor feedback. In [21], [20], under an ODE-
PDE cascade setting, the classical predictor is related to the
backstepping approach. The backstepping PDE framework
for time–delay systems has been extended to deal with
delay–adaptive control, delay compensation and estimation
problems, nonlinear systems with input delay, time–varying
delays, and distributed input delays [6], [5], [2]. Neverthe-
less, results for finite–, fixed– and prescribed–time concepts
for time–delay systems remain sparse. Some pioneering con-
tributions on finite/fixed-time stability of time–delay systems
are [11], [18], [25]; more recent results are [10], [33], [24]
and [12], [13], where the latter deals with prescribed–time
predictor control for LTI systems with input delay. Although,
to best of our knowledge, prescribed-time stabilization for
LTI systems with distributed input delay has not been studied
yet in the literature.

In this paper, we combine the ideas of [34], [17], and [13]
to handle the problem of estimation of LTI systems in the
presence of distributed input delay. We model the input delay
as a transport PDE and reformulate the original problem as a
cascade PDE-ODE system while accounting for the infinite
dimensionality of the actuator. We build on the reduction-
based and backstepping-forwarding transformations to trans-
form the system into a target system having the prescribed-
time stability property. We relate back such a property
through a suitable study of the bounded invertibility of
the aforementioned transformations. The resulting predictor-
like feedback is made up of time-varying gains. To better
illustrate the ideas of this approach, we focus first on the
scalar case. Then, we give a sketch of the main lines for the
general case.

This paper is organized as follows. In Section II, we
introduce the LTI system with distributed input delay. In
Section III, we use a PDE-ODE setting and a suitable
transformations to come up with a prescribed-time predictor
controller. We focus on the scalar case to better communicate
the main ideas of our approach. Then, an overview of the



generalization to a LTI systems is provided in Section IV.
In Section V we consider a numerical example to illustrate
the results. Finally, conclusions and perspectives are given
in Section VI.

Notations: We denote by R+ the set of nonnegative
real numbers. For non zero integers m and n, let Jn =
((0(n−1)×1, In−1)>, 0n×1)> (Jordan matrix) and Ln(p) =
(0(n)×(n−1), p)

>, where 0m×n is the (m,n)−zero matrix
which is the matrix with all entries equal to zero, Im be
the identity matrix of dimension m, and p ∈ Rn. L(α)

m (·)
denotes the generalized Laguerre polynomials and σ̄n(·)
denotes the elementary symmetric polynomials. We denote
by L2((0, h),Rn) the set of all functions f : [0, h] → Rn
such that

∫ h
0
f(x)2dx < ∞, and for simplicity, we will use

the notation L2 instead of L2((0, h),Rn).

II. PROBLEM STATEMENT

We consider the following controllable linear system with
distributed input delay as stated in [34]:

Ẋ(t) = AX(t) +

∫ h

0

B(h− σ)u(t− σ)dσ, (1)

where X(t) ∈ Rn is the system state, u(θ) ∈ R for
θ ∈ [t − h, t] is the actuator state, u(t) ∈ R is the control
input, h > 0 is known constant delay, and A,B are the
system matrix and input vector of appropriate dimensions,
respectively. The input vector B(·) is a continuous real-
valued vector function defined on [0, h].

The objective of this paper is to design a predictor-like
feedback achieving "uniform fixed-time stability in a
prescribed time" (in short UPrTS) in the same spirit as in
[17], but whose specific notion is adapted to the current
problem (which is infinite dimensional) as we will see in
Section III-A.2 and Section IV-A.1. In order to better
communicate the key ideas in our approach, we are going
to deal first with the analysis and design for a simple linear
scalar equation with distributed input delay.

III. PRESCRIBED TIME PREDICTOR CONTROL:
A PDE-ODE SETTING AND REDUCTION-BASED AND

BACKSTEPPING-FORWARDING TRANSFORMATIONS

We reformulate the system (1) into a cascade PDE-
ODE setting (i.e. cascade linear hyperbolic PDE with an
LTI system) introduced in [3], [34], and that employed a
Backstepping-forwarding transformation, and a reduction-
based change of variable. As in [12], the main idea of our
approach is to transform the original system into a target
system that is UPrTS (in an appropriate sense) and that we
choose to satisfy the property of convergence in a prescribed
time T + h+ t0. Here, T is fixed a priori, h is the known
input delay and for simplicity of notations, we take the
initialization time t0 = 0.

As previously mentioned, in an attempt to better illustrate
the key ideas of our method, we first deal with a scalar

linear system with distributed input delay. The generalization
to the n-dimensional case (i.e. LTI systems of the form
(1)) follows the same strategy like the one we used in
the scalar case (which represent the heart of this paper
contribution) as well as some suitable changes of variables
and some transformations in the framework of linear time-
varying systems. Due to space limitation, only an outline of
the extension is given, in a very informative way, in Section
IV.

A. Scalar case
Let us consider the following scalar control system:

Ẋ(t) = aX(t) + b

∫ h

0

u(t− σ)dσ. (2)

which is a particular case of (1) in the problem statement.
Following [34], the system (2) can be rewritten as PDE-ODE
system:

Ẋ(t) = aX(t) + b

∫ h

0

ω(t, σ)dσ, (3)

ωt(t, x) = ωx(t, x), (4)
ω(t, h) = u(t), (5)

t ≥ 0, σ and x belong to [0, h]. ω(t, ·) is the transport PDE
state whose solution is given by ω(t, x) = u(t + x − h) =
u(t−σ), where σ = h−x. We aim at stabilizing (3)-(5) (in
turn (2)) in a prescribed time T + h.

1) Reduction-based and backstepping-forwarding trans-
formation: We consider the following reduction-based
change of variables:

Z(t) = X(t) +

∫ h

0

q(σ)ω(t, σ)dσ. (6)

where q(·) and its domain are yet to be characterized while
meeting the property q(0) = 0. In addition, consider the
following backstepping-forwarding transformation:

ζ(t, x) = ω(t, x)− γ(t, x)Z(t), (7)

where the function γ is time-varying. The inverse transfor-
mation is given as follows:

ω(t, x) = ζ(t, x) + γ(t, x)Z(t). (8)

Under (6) and (7), we want to transform (3) into the
following target system:

Ż(t) = −c(t)Z(t), (9)
ζt(t, x) = ζx(t, x), (10)
ζ(t, h) = 0, (11)

where ζ : [0,∞)× [0, h]→ R is the transport PDE state and
c is given by the following blow-up function :

c(t) =
c20T

2

(T − t)2
, c(0) = c20. (12)

Following the standard approach to find the kernel equations,
we can prove that the time-varying function γ and the
function q satisfy the following PDE system:

q′(σ) + aq(σ) = b, (13)
γx(t, x)− γt(t, x) = (a+ γ(t, h)q(h))γ(t, x), (14)



where q and γ are defined on the domains, respectively Tq :
{σ : 0 ≤ σ ≤ h} and Tγ : {(t, x) : 0 ≤ x ≤ h, 0 ≤ t <
T + x− h}.

Proposition 1: The system (13)-(14) has well-posed C∞
solutions on Tq and Tγ , given by

q(σ) =
b

a
(1− e−aσ), (15)

γ(t, x) = −a(a+ c(t− h+ x))

b(1− e−ah)
e
c0T

(√
c(t)−
√
c(t+x−h)

)
, (16)

where c is defined by (12).
Proof: From (13), since q(0) = 0, we find q(σ) =

b
a (1 − e−a(σ))). Concerning (14), we know, thanks to the
chosen Z-dynamics of target system (9), that

Ż(t)=−c(t)Z(t) = Ẋ(t) +

∫ h

0

q(σ)ωt(t, σ)dσ

= aX(t) + a

∫ h

0

q(σ)ω(t, σ)dσ + q(h)γ(t, h)Z(t)

= aZ(t) + q(h)γ(t, h)Z(t), (17)

then, we get

−c(t) = a+ q(h)γ(t, h). (18)

Using (18) and the following change of variables in (14)

γ(t, x) = e
∫ t
0
c(s)dsΓ(t, x), (19)

we get Γx(t, x) − Γt(t, x) = 0, whose solution is obtained
by the method of characteristics as follows:

Γ(t, x) = Γ(t− h+ x, h) = e−
∫ t+x−h
0

c(s)dsγ(t− h+ x, h),

then,

γ(t, x) = γ(t− h+ x, h)e−
∫ t+x−h
t

c(s)ds

= γ(t− h+ x, h)e
c0T

(√
c(t)−
√
c(t+x−h)

)
.

Now, let us calculate γ(t− h+ x, h). From (18) we get

γ(t, h) =
−a− c(t)
q(h)

=
−a− c(t)
b
a (1− e−ah)

, (20)

which finally yields

γ(t, x) =
−(a+ c(t+ x− h))

b
a

(1− e−ah)
e
c0T

(√
c(t)−
√
c(t+x−h)

)
. (21)

Prescribed-time predictor control: From (7) and (6), at
x = h, and using (15), (16) the boundary control is then,

u(t)=
−(a+ c(t))
b
a

(1− e−ah)

(
X(t)+

b

a

∫ h

0

(1− e−aσ)ω(t, σ)dσ

)
, (22)

2) Stability analysis: We first study the stability of the
target system and then we establish the bounded invertibility
of the transformations by a suitable norm equivalence.

Lemma 1: Let c be given by (12) with c0, T > 0 fixed.
Let h > 0 be a known delay. Then, the Z-dynamics of target
system (9) satisfies, for any Z0 ∈ R and for all t ∈ [0, T ),

|Z(t)|2 ≤ ηze−2c0T
√
c(t)|Z0|2. 1 (23)

where ηz = e2Tc
2
0 . In particular, |Z(t)|2 → 0, as t→ T and

|Z(t)| ≡ 0, for t ≥ T .
Moreover, the transport PDE ζ of target system (9) is fixed-
time stable and for any ζ(0, x) ∈ L2((0, h),R), it holds
that ‖ζ(t, ·)‖ ≡ 0 for all t ≥ h.

Proposition 2: For the transformations (6) and (7), the
following estimates hold:

‖ω(t, ·)‖2L2 ≤ 2‖ζ(t, ·)‖2L2 + 2‖γ(t, ·)‖2L2 |Z(t)|2, (24)
|X(t)|2 ≤

(
2 + 4‖γ(t, .)‖2L2‖q‖2L2

)
|Z(t)|2

+4‖q‖2L2‖ζ(t, ·)‖2L2 . (25)
Proof: On one hand, from (7), we have

|ω(t, x)| ≤ |ζ(t, x)|+ |γ(t, x)||Z(t)|,

then |ω(t, x)|2 ≤ 2|ζ(t, x)|2 + 2|γ(t, x)|2|Z(t)|2,
from which (24) is obtained. On the other hand, by the
Cauchy-Schwarz inequality, we get

|X(t)| ≤ |Z(t)|+
∫ h

0

|q(σ)||ω(t, σ)|dσ,

≤ |Z(t)|+ ‖q‖L2‖ω(t, .)‖L2 .

Using the Young’s inequality, we obtain

|X(t)|2 ≤ 2|Z(t)|2 + 2‖q‖2L2‖ω(t, .)‖2L2 ,

which combined with (24) leads to (25).

Lemma 2: Let γ be given by (16). Then, the following
holds true:

lim
t→T+h

‖γ(t, ·)‖2L2e−2c0T
√
c(t) = 0. (26)

Proof: Let I(t) = ‖γ(t, ·)‖2L2e
−2c0T

√
c(t). Using (16),

we obtain

I(t) =

∫ h

0

e−2c0T
√
c(t)|γ(t, x)|2dx

=

∫ h

0

e−2c0T
√
c(t) a

2(a+c(t+x−h))2
b2(1−e−ah)2

e
2c0T

(√
c(t)−
√
c(t−h+x)

)
dx

≤ 2δ

∫ h

0

(a2 + c(t+ x− h)2)e−2c0T
√
c(t−h+x)dx

≤ F1(t− h) + F2(t− h), (27)

where δ = a2

b2(1−e−ah)2
, and

F1(t− h) = 2δa2
∫ h

0

e−2c0T
√
c(t−h+x)dx, (28)

F2(t− h) = 2δ

∫ h

0

c(t+ x− h)2e−2c0T
√
c(t−h+x)dx. (29)

1e−2c0T
√
c(t) is a monotonically decreasing smooth ”bump-like” func-

tion having the property e−2c0T
√
c(t) ≡ 0, ∀t ≥ T (see e.g. [28]).



It can be shown that F1(t − h) and F2(t − h) goes to zero
in time T + h. Then, I(t)→ 0 as t→ T + h.

Proposition 3: Let q be given by (15). Then, the following
holds true:

|Z0|2 ≤ 2(1 + ‖q‖2L2)(|X0|2 + ‖ω(0, .)‖2L2). (30)

Proof: By replacing t = 0 in (6) and by the Cauchy-
Schwarz inequality, we get

|Z0| ≤ |X0|+
∫ h

0

|q(σ)||ω(0, σ)‖dσ,

≤ |X0|+ ‖q‖L2‖ω(0, .)‖L2 ,

(31)

by the Young’s inequality, we obtain

|Z0|2 ≤ 2|X0|2 + 2‖q‖2L2‖ω(0, .)‖2L2 , (32)

from which (30) is deduced.

Theorem 1: Let c be given by (12). Let h > 0, c0 > 0,
T > 0 fixed . Let γ be given by (16). Then, the solution of the
closed-loop system (3) with prescribed-time predictor control
(22) is UPrTS in the following sense: for any X0 ∈ R and
ω(0, ·) ∈ L2((0, h),R), the quantity |X(t)|2 + ||ω(t, ·)||2L2

remains bounded for t ∈ [0,max{T, h}], and for all t ∈
[max{T, h}, T + h), the following estimate holds:

|X(t)|2 + ||ω(t, ·)||2L2 ≤ ηzMe−2c0T
√
c(t)‖γ(t, ·)‖2L2

×
(
|X0|2 + ||ω(0, ·)||2L2

) (33)

with M = 4(1 + 2‖q‖2L2)(1 + ‖q‖2L2). In particular,

|X(t)|2 + ‖ω(t, ·)‖2L2 → 0, as t→ T + h (34)

Moreover, |u(t)| → 0 as t→ T .
Proof: By Proposition 2 we have for all t ∈ [0, T + h)

|X(t)|2+‖ω(t, ·)‖2L2 ≤M1‖ζ(t, ·)‖2L2 +M2(t)|Z(t)|2,

with M1 = 2 + 4‖q‖2L2 and M2(t) = 2 + M1‖γ(t, ·)‖2L2 .
Assume T ≥ h. By the fact that ‖ζ(t, ·)‖L2 → 0 as t → h,
then it holds for t ∈ [h, T + h),

|X(t)|2 + ‖ω(t, ·)‖2L2 ≤M2(t)|Z(t)|2

= 2|Z(t)|2 +M1‖γ(t, ·)‖2L2 |Z(t)|2,

and by Lemma 1, we have |Z(t)| ≡ 0 for t ≥ T , then it
holds for t ∈ [T, T + h),

|X(t)|2 + ‖ω(t, ·)‖2L2 ≤M1‖γ(t, ·)‖2L2 |Z(t)|2 (35)

≤ |Z0|2ηzM1e
−2c0T

√
c(t)‖γ(t, ·)‖2L2 .

Notice that ‖γ(t, ·)‖2L2 |Z(t)|2 does not vanish when t →
T , even though Z(t) vanishes. This is because, the rate of
the growth-in-time of γ(t, ·) is the same the rate of the
decreasing-time of Z, on the interval [0, T ].
On the other hand if T ≤ h, we use the fact that |Z(t)| ≡ 0
for t ≥ T , then it holds for t ∈ [T, T + h),

|X(t)|2+‖ω(t, ·)‖2L2 ≤M1

(
‖ζ(t, ·)‖2L2 +‖γ(t, ·)‖2L2 |Z(t)|2

)
,

Using the fact that ‖ζ(t, ·)‖L2 → 0 as t→ h, the inequality
(35) holds for t ∈ [h, T +h). Using Proposition 3, we obtain

|X(t)|2+‖ω(t, ·)‖2L2 ≤ ηzMe−2c0T
√
c(t)‖γ(t, ·)‖2L2

× (|X0|2+‖ω(0, .)‖2L2),

where M = M1(2 + 2‖q‖2L2). We finally obtain by Lemma
2, that |X(t)|2 + ‖ω(t, ·)‖2L2 → 0, as t→ T + h. It remains
to show that |u(t)| → 0. Indeed, from the transformation (7)
it holds

|u(t)| = |γ(t, h)||Z(t)| ≤ a|a+ c(t)|
b|1− e−a|

√
ηz|Z0|e−c0T

√
c(t), (36)

from which we can conclude that |u(t)| → 0 as t→ T .

IV. EXTENSION TO LTI SYSTEMS WITH SINGLE
DISTRIBUTED INPUT DELAY

In this section, we present a sketch of the results regarding
the general case for the design of the predictor-feedback pre-
scribe time stabilization of (1). Let us consider the cascade
PDE-ODE formulation of (1), i.e.

Ẋ(t) = AX(t) +

∫ h

0

B(σ)ω(t, σ)dσ,

ωt(t, x) = ωx(t, x),

ω(t, h) = u(t). (37)

Let B̄h =
∫ h
0
e−A(h−y)B(y)dy. We assume that the pair

(A, B̄h) is controllable:
Assumption 1: The controllability matrix Ch =[
B̄h, AB̄h, . . . , A

n−1B̄h
]

is of full rank n.
1) Reduction-based and backstepping-forwarding trans-

formation: We consider the following reduction-based
change of variables inspired from [34]:

Z(t) = P

(
X(t) +

∫ h

0

∫ σ

0

e−A(σ−y)B(y)dyω(t, σ)dσ

)
,

(38)
where P =

[
g>, (gA)>, . . . , (gAn−1)>

]>
, and g the

n-th row of the matrix C−1h (existence of the inverse comes
from Assumption 1).
In addition, consider the following backstepping-forwarding
transformation

ζ(t, x) = ω(t, x)− γ>(t, x)Z(t), (39)

where the function γ is time-varying. such that

γ>(t, x)Z(t) =

n∑
i=1

γi(t, x)Zi(t).

Then, the system (37) is mapped into the following target
system:

Ż(t) = C(t)Z(t),

ζt(t, x) = ζx(t, x),

ζ(t, h) = 0, (40)

where C(t) is a companion canonical matrix, i.e. C(t) =
Jn + Ln(−p(t)), where p(t) = (p0(t), . . . , pn−1(t)) with
functions pi−1, i = 1, . . . , n being defined by [12], [13]

p0(t) = σ̄n(r1, .., rn)cn(t), (41)



and for j = 1, . . . , n− 1,

pj(t) =
(
√
c(t))n−j

(c0T )n−j

n∑
k=j

(−1)k−j σ̄n−k(r1, ..., rn)

(
k − 1

j − 1

)
k!

j!

×
(
c0T

√
c(t)
)n−k

(42)
where c(·) is given by (12), ri > 0, ri 6= rj for i 6= j in
the range of n and σ̄n−k(·) are the elementary symmetric
polynomials defined by

σ̄0(r1, ..., rn) = 1, (43)

σ̄k(r1, ..., rn) =
∑

1≤i1≤i2≤...ik≤n

ri1ri2 . . . rik , (44)

σ̄n(r1, ..., rn) =

n∏
i=1

ri, (45)

and σ̄k(r1, ..., rn) = 0, for k ≥ n.

Similar computations to the scalar case prove that the PDE
equation of transformation (39) is as follows:

γx(t, x)− γt(t, x) =C(t)>γ(t, x), (46)

where γ is defined on Tγ .
Proposition 4: The system (46) has a well-posed C∞

solution on Tγ , given by

γ(t, x) = V −>(t)D−1(t)D(t− h+ x)V >(t− h+ x)

×γ(t− h+ x, h), (47)

where D(s) = diag
(
e−r1c0T

√
c(s), . . . , e−rnc0T

√
c(s)
)
,

γi(t− h+ x, h) = ai−1 − pi−1(t− h+ x), i = 1, . . . , n,
(48)

pi−1 defined by (41), (42), and V is polynomial-based
Vandermonde matrix given as follows:

V (t) =


1 · · · 1

(δ0(−r1c))(t) · · · (δ0(−rnc))(t)
...

. . .
...

(δn−2(−r1c))(t) · · · (δn−2(−rnc))(t)

 ,

(49)

with (δk(−ric))(t) =
−ric(t)(

√
c(t))k

(c0T )k
k!L

(1)
k

(
ric0T

√
c(t)
)
,

k = 0, . . . , n−2, where L(1)
k (.) are the generalized Laguerre

polynomials.

A. Prescribed-time predictor control

From 39, at x = h, and using (48), the boundary control
is then as follows:

u(t)=γ>(t, h)P

(
X(t)+

∫ h

0

∫ σ

0

eA(y−σ)B(σ)dyω(t, σ)dσ

)
.

(50)

1) Stability result:
Theorem 2: Let c be given by (12) and let rmin =

mini=1,...,n{ri} with ri > 0 involved in (41)-(42). Let
h > 0, c0 > 0, T > 0 fixed . Let γ be given by
(47). Then, the solution of the closed-loop system (37) with
prescribed-time predictor control (50) is UPrTS in the fol-
lowing sense: for any X0 ∈ Rn and ω(0, ·) ∈ L2((0, h),R),
the quantity ‖X(t)‖2 + ||ω(t, ·)||2L2 remains bounded for
t ∈ [0,max{T, h}], and for all t ∈ [max{T, h}, T + h),
the following estimate holds:

‖X(t)‖2 + ‖ω(t, ·)‖2L2 ≤Me−2rminc0T
√
c(t)‖γ(t, ·)‖2L2

×
(
‖X0‖2 + ‖ω(0, ·)‖2L2

)
,

with for some constant M > 0. In particular,

‖X(t)‖2 + ‖ω(t, ·)‖2L2 → 0, as t→ T + h.

Moreover, |u(t)| → 0 as t→ T .

V. SIMULATIONS

We consider a scalar linear equation with distributed input
delay (2), with a = 2, b = 0.5, c0 = 2 and h = 1s.
We fix T = 4s. Numerical simulations were done by
discretizing the cascade PDE-ODE system (3) and making
use of transformation (7). Figure 1 shows the evolution of the
L2−norm of the closed-loop system (plotted in logarithmic
scale) with the prescribed-time control u(t) in blue line (see
(22)). One can observe convergence to the origin as t→ 5s.
Figure 1 shows also the evolution of the L2−norm of the
closed-loop system in red dashed line using the following
predictor feedback for exponential stabilization (see [34],
[1]),

u(t) = k

(
X(t) + b

∫ h

0

∫ σ

0

ea(y−σ)dyw(t, σ)dσ

)
, (51)

where, we chose k = −18.5 such that a + b × k < 0.
On the other hand, Figure 2 shows us the evolution of
the solution X(t) of the closed-loop system (3), in blue
using the prescribed-time control (see (22)), and in red
dashed line using the predictor feedback (51) for exponential
stabilization. It shows also the evolution of ω the solution of
the transport PDE.

VI. CONCLUSION

In this paper, we were able to treat the problem of
prescribed-time stability of linear systems with distributed
input delay. The main ideas are developed for delay compen-
sation of a scalar linear equation with distributed input delay.
The prescribed-time predictor feedback design is achieved
based on the backstepping approach using a backstepping-
forwarding transformation and a reduction-based change of
variables. A sketch of the results for a more general case
(n-dimesnional LTI systems) is illustrated.

Future work includes prescribed-time observers of LTI
systems subject to distributed sensor delays.
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Fig. 1. The evolution of the L2−norm of the closed-loop system (3)
(logarithmic scale)

Fig. 2. The evolution of the solutions of the closed-loop system (3)
(logarithmic scale) , and also the numerical solution of the transport PDE
ω(t, x).
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