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#### Abstract

Given a triadic distance $[6,7] D$ on a $n$-set $S$, we consider the following two recognition problems: (i) determining if $D$ is a perimeter, i.e. if there exists a (ordinary) dissimilarity $d$ such that $\forall x, y, z \in S$, $D(x, y, z)=d(x, y)+d(y, z)+d(x, z)$ and (ii) determining if $D$ is a diameter, i.e. if there exists a dissimilarity $d$ such that $\forall x, y, z \in S, D(x, y, z)=\max \{d(x, y), d(y, z), d(x, z)\}$.

In this note, we give optimal $O\left(n^{3}\right)$ algorithms for these problems. Algorithms for Problem (i) can be extended, with the same complexity, to problems like determining if there exist a dissimilarity $d$ such that (iii) $\forall x, y, z \in S, D(x, y, z)=\sqrt[p]{d(x, y)^{p}+d(y, z)^{p}+d(x, z)^{p}}$ or (iv) $\forall x, y, z \in S, D(x, y, z)=$ $\sqrt{d(x, y) \cdot d(y, z) \cdot d(x, z)}$. In addition, all these algorithms can be extended to $k$-way dissimilarities, with complexity $O\left(n^{k}\right)$.

From the algorithm for Problem (ii), we derive algorithms to approximate a dissimilarity into a distance, an ultrametric or a Robinson dissimilarity. The general frame of these algorithms is the following: if the dissimilarity is closed to a distance (resp. an ultrametric, resp. a Robinson dissimilarity), return a solution to the approximation problem, otherwise return None.


keywords : triadic distances, $k$-way dissimilarities, dissimilarities, diameter, perimeter, approximation, ultrametrics, Robinson dissimilarities.

## 1 Introduction

A dissimilarity on a finite set $S$ is a symmetric function $d: S \times S \rightarrow \mathbb{R}^{+}$such that $d(x, y)=0$ if $x=y$. Dissimilarities can be seen as a generalization of distances; they are equivalent to symmetric matrices with null diagonal.

Triadic distances or cubes were introduced in $[6,7]$ as a generalization of dissimilarities. A triadic distance, three-way distance or (dissimilarity) cube on a $n$-set $S=\left\{x_{1}, \ldots, x_{n}\right\}$ is function $D: S \times S \times S \rightarrow \mathbb{R}^{+}$such that, if we denote $D\left(x_{i}, x_{j}, x_{k}\right)$ by $b_{i, j, k}$ :
$b_{i j k}=b_{i k j}=b_{j i k}=b_{j k i}=b_{k i j}=b_{k j i}$
$b_{i j i}=b_{i j j}$

[^0]$$
b_{i i i}=0
$$

The two first conditions are a generalization to a 3-dimensional array of the symmetry condition for dissimilarities $(d(x, y)=d(y, z))$. The equivalent of rows and columns in a matrix are, for a cube, rows, columns and tubes: for $i, j \in\{1, \ldots, n\}$, the ( $i, j$ )-th row (resp. column, resp. tube) is the set $\left\{b_{i j k}, k \in\{1, \ldots, n\}\right\}$ (resp. $\left\{b_{i k j}, k \in\{1, \ldots, n\}\right\}$, resp. $\left\{b_{k i j}, k \in\{1, \ldots, n\}\right\}$ ).

In this note, we will only consider values $D(x, y, z)$ with $x \neq y \neq z \neq x$, so the first condition is the only one which will interest us. Similarly, for $k>3$, we define a $k$-way dissimilarity as a function $D: S^{k} \rightarrow \mathbb{R}^{+}$such that, for every $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} \subset S$ and every permutation $\sigma$ on $\{1, \ldots, k\}$, $D\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(k)}\right)=D\left(x_{1}, x_{2}, \ldots, x_{k}\right)$.

Our first goal in this note is to determinate if a triadic distance $D$ can be "linked" with an (ordinary) dissimilarity $d$. The two most natural links are:

- $D$ is the diameter of $d$, i.e. $\forall x, y, z \in S, D(x, y, z)=\max \{d(x, y), d(y, z), d(x, z)\}$
- $D$ is the perimeter of $d$, i.e. $\forall x, y, z \in S, D(x, y, z)=d(x, y)+d(y, z)+d(x, z)$

In Section 2, we give two $O\left(n^{3}\right)$ algorithms for the Perimeter problem and, in Section 3, an $O\left(n^{3}\right)$ algorithm to solve the Diameter problem. Since the size of the data (a triadic distance on a $n$-set) is $\approx n^{3}$, these three algorithms are optimal. These algorithms can be extended, with complexity $O\left(n^{k}\right)$, to $k$-way dissimilarities. In Section 4, we derive, from the algorithm of Section 3, algorithms to approximate a dissimilarity into a distance, an ultrametric or a Robinson dissimilarity [8].

## 2 Optimal Algorithms for the Perimeter Problem

### 2.1 An analytic algorithm

In this section, we will see that if a triadic distance $D$ is the perimeter of a dissimilarity $d$, then $d$ can be analytically expressed from $D$.

Given a triadic distance $D$ on a $n$-set $S$, perimeter of a dissimilarity $d$. We define:

$$
\begin{equation*}
D(\cdot, \cdot, \cdot):=\sum_{\{x, y, z\} \subset S} D(x, y, z)=\sum_{\{x, y, z\} \subset S} d(x, y)+d(y, z)+d(x, z) \tag{1}
\end{equation*}
$$

$\forall x \in S:$

$$
\begin{equation*}
D(x, \cdot, \cdot):=\sum_{\{y, z\} \subset S \backslash\{x\}} D(x, y, z)=\sum_{\{y, z\} \subset S \backslash\{x\}} d(x, y)+d(y, z)+d(x, z) \tag{2}
\end{equation*}
$$

$\forall x, y \in S:$

$$
\begin{equation*}
D(x, y, \cdot):=\sum_{z \in S \backslash\{x, y\}} D(x, y, z)=\sum_{z \in S \backslash\{x, y\}} d(x, y)+d(y, z)+d(x, z) \tag{3}
\end{equation*}
$$

Similarly:

$$
\begin{equation*}
d(\cdot, \cdot):=\sum_{\{x, y\} \subset S} d(x, y) \tag{4}
\end{equation*}
$$

$\forall x \in S:$

$$
\begin{equation*}
d(x, \cdot):=\sum_{y \in S \backslash\{x\}} d(x, y) \tag{5}
\end{equation*}
$$

In equation (1), each $d(x, y)$ appears $n-2$ times (one for each $z \neq x, y$ ), so:

$$
\begin{equation*}
D(\cdot, \cdot, \cdot)=(n-2) \cdot d(\cdot, \cdot) \tag{6}
\end{equation*}
$$

In Equation 2, each $d(x, y)$ appears $n-2$ times. So:

$$
\begin{equation*}
D(x, \cdot, \cdot)=(n-2) \cdot d(x, \cdot)+\sum_{y, z \neq x} d(y, z) \tag{7}
\end{equation*}
$$

As $\sum_{y, z \neq x} d(y, z)=d(\cdot, \cdot)-d(x, \cdot)$, we have:

$$
\begin{equation*}
d(x, \cdot)=\frac{D(x, \cdot, \cdot)-d(\cdot, \cdot)}{n-3} \tag{8}
\end{equation*}
$$

In Equation 3, $d(x, y)$ appears $n-2$ times. In addition, $\sum_{z \neq x, y} d(x, z)=d(x, \cdot)-d(x, y)$. So, we have:

$$
\begin{equation*}
d(x, y)=\frac{D(x, y, \cdot)-d(x, \cdot)-d(y, \cdot)}{n-4} \tag{9}
\end{equation*}
$$

If $D$ is the perimeter of a dissimilarity $d$, Equations (6-8-9) yield an analytic expression of $d$ as a function of $D$ (Equation 10) which yields to an $O\left(n^{3}\right)$ Algorithm.

$$
\begin{equation*}
d(x, y)=\frac{D(x, y, \cdot)-\frac{D(x, \cdot \cdot \cdot)+D(y, \cdot \cdot)-2 \frac{D(\cdot, \cdot, \cdot)}{n-2}}{n-3}}{n-4} \tag{10}
\end{equation*}
$$

### 2.2 A recursive algorithm

We now present another algorithm for this problem, based on the fact that the perimeter problem can be settled as a system of $n(n-1)(n-2) / 6$ linear equations (each equation corresponds to a value $D(x, y, z))$ on $n(n-1) / 2$ unknowns (each unknown corresponds with a value $d(x, y)$ ), namely all the equations

$$
\begin{equation*}
d(x, y)+d(y, z)+d(x, z)=D(x, y, z) \tag{11}
\end{equation*}
$$

Solving this system would not yield to an efficient algorithm, but it can help to design one.
For $S^{\prime} \subset S$, we define $\mathfrak{S}\left(S^{\prime}\right)$ as the system of all equations (11) built on the elements of $S^{\prime}$. If $\left|S^{\prime}\right|=5$, $\mathfrak{S}\left(S^{\prime}\right)$ is a system of 10 equations on 10 unknowns; if $\left|S^{\prime}\right|<5, \mathfrak{S}\left(S^{\prime}\right)$ has more unknowns than equations and if $\left|S^{\prime}\right|>5, \mathfrak{S}\left(S^{\prime}\right)$ has more equations than unknowns.

The following Algorithm Perimeter_Inversion first partition $S$ into $n / 5$ sets of 5 points and solves $\mathfrak{S}$ on each of these subsets. Then it merges these subsets. The values of $D$ are not all used to compute $d$, so there is a final step of verification (Function Is_Perimeter).

```
Algorithm 1: Perimeter_Inversion
    Input: A 3 -way dissimilarity \(D\) on a \(n\)-set \(S=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}\)
    Output: A dissimilarity \(d\) on \(S\) such that \(D\) is the perimeter of \(d\), or None if such a dissimilarity
                does not exist
    begin
        forall \(x_{i} \in S\) do
            \(d\left(x_{i}, x_{i}\right) \leftarrow 0 ;\)
            \(\chi_{i} \leftarrow\left\{x_{i}\right\} ;\)
        \(\Theta \leftarrow\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{n}\right\} ;\)
        while \(|\Theta|>1\) do
            \((\Theta, d) \leftarrow\) Zone_Fusion \((S, D, \Theta, d)\);
        if Is_Perimeter \((d, D)\) then
            \(L\) return \(d\)
```

It is possible, in Algorithm Zone_Fusion, that $\left|I_{\lceil k / 5\rceil}\right|=a<5$; In this case, in order to have a system $\mathfrak{S}\left(\left\{p_{i}: i \in I_{j}\right\}\right)$ with as many unknowns that equations, we complete $\left\{p_{i}\right\}$ with $5-a$ other points.

```
Algorithm 2: Zone_Fusion
    Input: A 3-way dissimilarity \(D\) on a \(n\)-set \(S\)
                    A partition \(\Theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right\}\) of \(S\)
                    A dissimilarity \(d\) on \(S\) such that \(\forall \theta_{i} \in \Theta, \forall x, y \in \theta_{i}, d(x, y)\) is known
                    (the other values are yet undetermined)
    Output: A partition \(\Omega=\left\{\omega_{1}, \ldots, \omega_{\lceil k / 5\rceil}\right\}\) of \(S / /\) The dissimilarity \(d\) is now known \(\forall x, y \in \omega_{i}\),
                \(\forall \omega_{i} \in \Omega\)
    begin
        forall \(\theta_{i} \in \Theta\) do
            Chose \(p_{i} \in \theta_{i}\);
        forall \(j \in\{1, \ldots\lceil k / 5\rceil\}\) do
            \(I_{j} \leftarrow\{j, j+1, j+2, j+3, j+4\} ;\)
            \(\omega_{j} \leftarrow \cup_{i \in I_{j}} \theta_{i} ;\)
            Solve \(\mathfrak{\Im}\left(\left\{p_{i}: i \in I_{j}\right\}\right)\);
            forall \(\left\{l, l^{\prime}\right\} \subset I_{j}\) do
                    forall \(x \in \theta_{l}\) do
                    if \(x \neq p_{l}\) then
                        \(d\left(x, p_{l^{\prime}}\right) \leftarrow D\left(x, p_{l}, p_{l^{\prime}}\right)-d\left(x, p_{l}\right)-d\left(p_{l}, p_{l^{\prime}}\right) ;\)
                    forall \(y \in \theta_{l^{\prime}} \backslash\left\{p_{l^{\prime}}\right\}\) do
                    \(d(x, y) \leftarrow D\left(x, y, p_{l^{\prime}}\right)-d\left(x, p_{l^{\prime}}\right)-d\left(y, p_{l^{\prime}}\right) ;\)
    \(\operatorname{return}\left(\Omega:=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{\lceil k / 5\rceil}\right\}, d\right) ;\)
```

Property 1. Algorithm Perimeter_Inversion solves the perimeter problem.
Property 2. Algorithm Perimeter_Inversion runs in $O\left(n^{3}\right)$.
Proof. Each resolution of $\mathfrak{S}\left(\left\{p_{i}: i \in I_{j}\right\}\right)$ takes a constant time. There is less than $\sum_{i \geq 1} n / 5^{i}$ such systems. So, the resolution of all systems $\mathfrak{S}\left(\left\{p_{i}: i \in I_{j}\right\}\right)$ takes $O(n)$ time.

Each value which is not determined by a system $\mathfrak{S}\left(\left\{p_{i}: i \in I_{j}\right\}\right)$ takes $O(1)$ time to be computed. So the computation of all these values takes $O\left(n^{2}\right)$ time.

Finally, the verification runs in $O\left(n^{3}\right)$.
We remark that the $O\left(n^{3}\right)$ complexity of Algorithm 2 is entirely due to the verification step. The construction of $d$ takes only $O\left(n^{2}\right)$.

### 2.3 Extensions

Given two functions $f, g: \mathbb{R} \longrightarrow \mathbb{R}$, such that $f^{-1}$ exists, we say that a triadic distance $D$ is a $f g$-perimeter of a dissimilarity $d$ if $g(D(x, y, z))=f(d(x, y))+f(d(x, y))+f(d(x, y))$. Algorithm Perimeter_Inversion can be adapted to determine, with the same $O\left(n^{3}\right)$ complexity, if $D$ is a $f g$-perimeter of a a dissimilarity $d$. This extension of the Perimeter problem covers many links between triadic distance and dissimilarities. For instance:

- The harmonic mean $D(x, y, y)=\sqrt{d(x, y) \cdot d(y, z) \cdot d(x, z)}$, with $f(a)=\log (a)$ and $g(a)=\log ^{2}(a)$.
- The $L_{p}$-norm $D(x, y, z)=\sqrt[p]{d(x, y)^{p}+d(y, z)^{p}+d(x, z)^{p}}$ with $f(a)=g(a)=a^{p}$.

In addition, all these algorithms can be extended to $k$-way dissimilarities with complexity $O\left(n^{k}\right)$.

## 3 The Diameter Problem

In this section, we first give an optimal algorithm for the Diameter problem.

```
Algorithm 3: DIAMETER_INVERSION
    Input: A 3 -way dissimilarity \(D\) on a \(n\)-set \(S\)
    Output: A dissimilarity \(d\) on \(S\) such that \(D\) is the diameter of \(d\), or None if such a dissimilarity
                does not exist
    begin
        forall \(x, y \in S\) do
            \(d(x, y) \leftarrow \infty ;\)
        forall \(x, y, z \in S\) do
            \(d(x, y) \leftarrow \min (d(x, y), D(x, y, z)) ;\)
            \(d(x, z) \leftarrow \min (d(x, z), D(x, y, z)) ;\)
            \(d(z, y) \leftarrow \min (d(z, y), D(x, y, z)) ;\)
        forall \(x, y, z \in S\) do
            if \(\max (d(x, y), d(y, z), d(x, z)) \neq D(x, y, z)\) then
                    return None ;
        return \(d\);
```

Property 3. Algorithm DiAmeter_Inversion runs in $O\left(n^{3}\right)$.
Property 4. The output of Algorithm Diameter_Inversion is None if and only if $D$ is not the diameter of a dissimilarity.

Different dissimilarities may have the same diameter, even when structurally different. For instance, the dissimilarities $d$, defined by $\forall x, y \in S, d(x, y)=3$, and $d^{\prime}$, defined by $\forall x, y \in S, d^{\prime}(x, y)=3$ except $d^{\prime}\left(x_{1}, x_{2}\right)=$ $d^{\prime}\left(x_{1}, x_{3}\right)=1$, have the same diameter although $d$ is an ultrametric $(\forall x, y, z, d(x, y) \leq \max (d(x, z), d(y, z)))$ and $d^{\prime}$ is not a distance.

Given a dissimilarity $d$, we define the 3 -smoothing of $d$ by $d^{[3]}=$ DIAMETER_INVERSION(DiAmEtER $\left.(d)\right)$, i.e.:

$$
\forall x, y \in S, \quad d^{[3]}(x, y):=\min _{z \neq x, y} \max (d(x, y), d(y, z), d(x, z))
$$

As for the Perimeter problem, Algorithm 3 can be generalized to $k$-way dissimilarities with complexity $O\left(n^{k}\right)$ and similarly, we define, for $k \in\{2, \ldots, n\}$ the $k$-smoothing $d^{[k]}$ by:

$$
\forall x, y \in S, \quad d^{[k]}(x, y):=\min _{\substack{\{x, y\} \subset K \subset S \\|K|=k}} \max \{d(a, b): a, b \in K\}
$$

Note that $d^{[2]}=d$ and that $d^{[n]}$ is a constant.
Claim 1. Let $d$ be a dissimilarity on $S$ and $k<k^{\prime} \in\{2, \ldots, n\}$, then, $\forall x, y \in S$, $d^{[k]}(x, y) \leq d^{\left[k^{\prime}\right]}(x, y)$.
Property 5. Let $d$ be a dissimilarity on $S$ and $k \in\{2, \ldots, n-1\}$ such that $d^{[k]}$ is a distance. Then, for $k^{\prime} \in\{k+1, \ldots, n\}, d^{\left[k^{\prime}\right]}$ is a distance.

Proof. Let $x, y, z$ be three elements of $S$, and $K$ be a set of cardinality $k+1$, containing $x$ and $z$ and such that its diameter is $d^{[k+1]}(x, z)$. For all $t \in K, d(y, t) \leq d^{[k]}(y, t) \leq d^{[k]}(y, z)+d^{[k]}(z, t) \leq d^{[k+1]}(y, z)+d^{[k+1]}(x, z)$. The set $K \cup\{y\}$ contains $x$ and $y$, its cardinality is $\geq k+1$ and its diameter is $\leq d^{[k+1]}(y, z)+d^{[k+1]}(x, z)$. Thus $d^{[k+1]}(x, y) \leq d^{[k+1]}(y, z)+d^{[k+1]}(x, z)$ and so $d^{[k+1]}$ is a distance.

A dissimilarity $d$ on $S$ is Robinson [8] if there exists a order (which is said to be compatible) $\sigma$ on $S$ such that, when $S$ is sorted along $\sigma$, if $x<y<z$, then $d(x, y) \leq d(x, z)$ and $d(y, z) \leq d(x, z)$.
Property 6. Let $d$ be a dissimilarity on $S, \sigma$ a permutation of $S$ and $k \in\{2, \ldots, n-1\}$ such that $d^{[k]}$ is Robinson with $\sigma$ as a compatible order. Then, for $k^{\prime} \in\{k+1, \ldots, n\}, d^{\left[k^{\prime}\right]}$ is Robinson and admits $\sigma$ as a compatible order.

Proof. We suppose that $S$ is sorted along $\sigma$, and let $x<_{\sigma} y<_{\sigma} z$ be three elements of $S$. Let $K$ be a set of cardinality $k+1$, containing $x$ and $z$ and of diameter $d^{[k+1]}(x, z)$. For any $t \in S$, we have $d(y, t) \leq d^{[k]}(y, t) \leq$ $d^{[k]}(x, t)$ (if $t \geq_{\sigma} y$ ) or $d(y, t) \leq d^{[k]}(z, t)$ (if $t \leq_{\sigma} y$ ). So the diameter of $K \cup\{y\}$ is $\leq d^{[k+1]}(x, z)$ and thus we have $d^{[k+1]}(x, y) \leq d^{[k+1]}(x, z)$ and $d^{[k+1]}(y, z) \leq d^{[k+1]}(x, z)$.
Property 7. Let $d$ be a dissimilarity and $k \in\{2 \ldots, n-1\}$ such that $d^{[k]}$ is an ultrametric. Then $d^{\left[k^{\prime}\right]}$ is an ultrametric for every $k^{\prime} \in\{k+1, \ldots, n\}$.
Proof. Let $x, y, z \in S$; we suppose, with no loss of generality, that $d^{[k]}(x, y) \leq d^{[k]}(x, z)=d^{[k]}(y, z)$. The dissimilarity $d^{[k]}$ is Robinson [5]. Moreover, $d^{[k]}$ (as a Robinson dissimilarity) admits two compatible orders $\sigma_{1}$ and $\sigma_{2}$ such that $x<_{\sigma_{1}} y<_{\sigma_{1}} z$ and $y<_{\sigma_{2}} x<_{\sigma_{2}} z$. By Property $6, d^{[k+1]}$ is Robinson and admits $\sigma_{1}$ and $\sigma_{2}$ as compatible orders. So, $\max \left(d^{[k+1]}(x, y), d^{[k+1]}(y, z)\right) \leq d^{[k+1]}(x, z)$ and $\max \left(d^{[k+1]}(x, y), d^{[k+1]}(x, z)\right) \leq$ $d^{[k+1]}(y, z)$, i.e. $d^{[k+1]}(x, y) \leq d^{[k+1]}(x, z)=d^{[k+1]}(y, z)$.

Properties as 5, 6, 7 do not exist for any type of distances. For instance, there is no such properties for tree-distances ${ }^{1}$ or quasi-ultrametrics ${ }^{2}$, as shown in the example of Figure 1.


Figure 1: A dissimilarity $d$ which is a tree-distance and a quasi-ultrametric (for all $a, b, B_{d}(a, b)$ is the interval $[a, b]$ ), although $d^{[k]}$ is neither a tree-distance nor a quasi-ultrametric: $d^{[k]}(x, y)=d^{[k]}\left(x, t_{k-3}\right)=$ $d^{[k]}\left(y, t_{k-3}\right)=d^{[k]}\left(x, z_{k-3}\right)=d^{[k]}\left(y, z_{k-3}\right)=k-1$ and $d^{[k]}\left(z_{k-3}, t_{k-3}\right)=2 k-3$.

## 4 Approximation algorithms

The $k$-smoothing yields to a natural way to approximate a dissimilarity into a distance, an ultrametric or a Robinson dissimilarity is the following Algorithm 4, where the "desired property" can be be a distance, an ultramatric, a Robinson dissimilarity, or any property which is verified by the constant dissimilarity.

Algorithm 4 may have an exponential complexity. Its variant Algorithm 5 is of complexity $O\left(n^{3}\right)$.
Algorithm 5 gives a solution only if the 3 -smoothing of the input has the desired property. We can interpret this as "the input is closed to have the desired property". The interest of such an algorithm is that it has a good complexity and, if the input $d$ is "far" from having the property, it is not pertinent to approximate it.

The problem is that this notion of "far" actually means "far for the algorithm". Does this notion correspond with a natural one? We have tested that for Robinson dissimilarities. We have generated points in a $p \times q$ rectangle and taken for $d$ the distance between points. If $p=0$, then $d$ is Robinson. So, if $p \ll q$,

[^1]$$
\forall x, y, z, t \in S, d(z, x), d(z, y), d(t, x), d(t, y) \leq d(x, y) \Longrightarrow d(z, t) \leq d(x, y)
$$

```
Algorithm 4: NAÏVE_Approximation
    Input: A dissimilarity \(d\) on a \(n\)-set \(S\)
    Output: A dissimilarity \(d^{\prime}\) on \(S\) which has the desired property
    begin
        \(d^{\prime} \leftarrow d ;\)
        \(k \leftarrow 2\);
        while \(d^{\prime}\) has not the desired property do
                \(k \leftarrow k+1 ;\)
                \(d^{\prime} \leftarrow d^{[k]} ;\)
        return \(d^{\prime}\);
```

```
Algorithm 5: Partial_Approximation
    Input: A dissimilarity \(d\) on a \(n\)-set \(S\)
    Output: A dissimilarity \(d^{\prime}\) on \(S\) which has the desired property, or None if \(d\) is far from having
                this property
    begin
        if \(d\) has the desired property then
            return \(d\);
        if \(d^{[3]}\) has the desired property then
            return \(d^{[3]}\);
        return None;
```

$d$ is close to a Robinson dissimilarity and if $p=q, d$ is "absolutely not" Robinson. Results of this test are shown in Figure 2.


Figure 2: Results of tests for Robinson: sets of points (of size 20, 50 or 100) with integer coordinates have been generated into rectangles of length $10^{8}$ and we considered the Euclidean distance between these points. On the abscissas, we have indicated the proportion of the rectangle (" 5 " indicates that the breadth of the rectangle is $5 \%$ of its length); on the ordinate, we have indicated the percent of Robinson dissimilarities. The lower curve is for dissimilarities before 3 -smoothing, and the upper one for dissimilarities after 3 -smoothing. Each point on the curves correspond with the average value on 1000 trials. For instance, on 1000 sets of 20 points generated in a rectangle of size $10^{8} \times 5 \cdot 10^{6}$, the Euclidean distance between these points is Robinson for 134 sets before 3 -smoothing and for 288 sets after 3 -smoothing. The time taken by our algorithm on a laptop is 1.7 ms for a $20 \times 20$ matrix, 25 ms for a $50 \times 50$ matrix and 200 ms for a $100 \times 100$ matrix.

As expected, we can see the the proportion of Robinson dissimilarities after 3-smoothing decreases with the breadth of the rectangles.
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[^1]:    ${ }^{1}$ A dissimilarity $d$ on $S$ is a tree-distance [1] if there exists a valuated tree $T=(V, E)$ such that $S \subset V$ and for all $x, y \in S, d(x, y)$ is the length of the shortest path of $T$ between $x$ and $y$. Equivalently, for all $x, y, z, t \in S$ the two greatest of $d(x, y)+d(z, t), d(x, z)+d(y, t)$ and $d(x, t)+d(y, z)$ are equal.
    ${ }^{2}$ Let $d$ be a dissimilarity on $S$. For $x, y \in S$, the two-ball $B_{d}(x, y)$ is the set $\{z \in S: d(z, x), d(z, y) \leq d(x, y)\}$. The dissimilarity $d$ is a quasi-ultrametric $[3,4]$ if every two-ball of $d$ is a clique, i.e. if:

