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APPROXIMATE NULL-CONTROLLABILITY WITH UNIFORM COST

FOR THE HYPOELLIPTIC ORNSTEIN-UHLENBECK EQUATIONS

PAUL ALPHONSE AND JÉRÉMY MARTIN

Abstract. We prove that the approximate null-controllability with uniform cost of the
hypoelliptic Ornstein-Uhlenbeck equations posed on R

n is characterized by an integral
thickness geometric condition on the control supports. We also provide associated quan-
titative weak observability estimates. This result for the hypoelliptic Ornstein-Uhlenbeck
equations is deduced from the same study for a large class of non-autonomous elliptic
equations from moving control supports. We generalize in particular results known for
parabolic equations posed on R

n, for which the approximate null-controllability with
uniform cost is ensured by the notion of thickness, which is stronger that the integral
thickness condition considered in the present work. Examples of those parabolic equa-
tions are the fractional heat equations associated with the operator (−∆)s, in the regime
s ≥ 1/2. Our strategy also allows to characterize the approximate null-controllability
with uniform cost from moving control supports for this class of fractional heat equations.

1. Introduction

The study of the (rapid) stabilization and the (approximate) null-controllability of par-
abolic equations [4, 11, 13, 15, 19, 26] or hypoelliptic equations [3, 7, 8, 9] posed on R

n

and taking the following form

(EP )

{
∂tf(t, x) + Pf(t, x) = h(t, x)1ω (x), (t, x) ∈ (0,+∞) × R

n,

f(0, ·) = f0 ∈ L2(Rn),

has been much addressed recently. The purpose of this line of research is to provide geo-

metric characterizations for the control support ω ⊂ R
n that ensure the above notions

for the equations (EP ). At the present time, the stabilization and the null-controllability
properties are well-understood for a large class of parabolic equations posed on R

n, as we
will detail just after. The case is similar for the parabolic equations posed on bounded do-
mains, as for the heat equation whose null-controllability properties are known for decades
and whose stabilization properties have been recently investigated [17, 27]. However, the
situation is different for the hypoelliptic equations of the form (EP ), whose study is only
at an early stage. For this class of equations, we currently do not have any necessary
and sufficient geometric characterization on ω ⊂ R

n that ensure their null-controllability,
even on particular examples. The hypoelliptic equations posed on bounded domains or on
manifolds are also widely studied, and the situation is quite different for them. Although
these equations have not been studied in a general setting, some particular examples as
the Grushin equation, the Kolmogorov equation or the heat equation on the Heisenberg
group are now quite well-understood [5, 6, 10, 16].

In this work, we study the cost-uniformly approximate null-controllability properties of
the equation (EP ) associated with the following hypoelliptic Ornstein-Uhlenbeck operator

(1.1) P = QDx ·Dx +Bx · ∇x, x ∈ R
n,

where B and Q are n × n real matrices, Q being moreover symmetric. Let us recall from
the seminal work [12] that the hypoellipticity of the operator P is characterized by a simple
algebraic condition on the matrices B and Q known as the Kalman rank condition (2.4)
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presented shortly after. Precisely, we prove that for all positive time T > 0, the evolution
equation (EP ) is cost-uniformly approximately null-controllable from the control support
ω in time T if and only if there exist a radius r > 0 and a rate γ ∈ (0, 1] such that

(1.2) ∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
(etBω) ∩B(x, r)

)
dt ≥ γVr,

where Vr stands for the volume of a Euclidean ball of radius r in R
n. This above geometric

condition will be called integral thickness condition, since it generalizes the notion of thick-
ness which corresponds to the case where the matrix B is zero, that is, to the elliptic case.
This notion of thickness has turned out to play a key role in the theory of stabilization
and the (approximate) null-controllability, since it was proven to be a necessary and suffi-
cient geometric condition that ensures these notions for large classes of parabolic equations
posed on R

n, as the fractional heat equations for instance, see e.g. [3, 4, 11, 13, 20, 25, 26].
The thickness condition is also involved in the study of the exact null-controllability of the
free and harmonic Schrödinger equations, as highlighted in [22]. Moreover, the geometric
condition (1.2) has already been introduced in [7], where the authors proved that this is a
necessary condition for the exact null-controllability of the hypoelliptic Ornstein-Uhlenbeck
equation (EP ). They actually consider a quite more general class of equations, which will
be presented later. As a consequence of their work, we know that many hypoelliptic equa-
tions, as the Kolmogorov equation or the Kolmogorov equation with a quadratic external
force, require a minimal time to be possibly exactly null-controllable from specific control
supports, as cones for instance. In the present work, we check that these minimal times are
also required to obtain positive approximate null-controllability with uniform cost results
for the very same equations.

In fact, the result of approximate null-controllability with uniform cost obtained in this
work for the hypoelliptic Ornstein-Uhlenbeck equation (EP ) is deduced from the study of
the same notion for non-autonomous diffusive equations of the form

(EQt)

{
∂tf(t, x) +QtDx ·Dxf(t, x) = h(t, x)1ω(t)(x), (t, x) ∈ (0,+∞) × R

n,

f(0, ·) = f0 ∈ L2(Rn),

where (Qt)t∈R is a family of real n×n matrices and (ω(t))t≥0 is a moving control support.
This class of equations has also been considered in the work [7], where the authors in-
vestigate their exact null-controllability (again, they consider a larger class of equations).
Under an ellipticity assumption on the matrices Qt, we prove that the equation (EQt)
is cost-uniformly approximately null-controllable on the time interval [0, T ] if and only if
there exist a radius r > 0 and a rate γ ∈ (0, 1] such that

(1.3) ∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γVr.

As before for the equation (EP ), the above geometric condition was proven in [7] to be
necessary for the exact null-controllability of the non-autonomous diffusive equation (EQt).

The strategy of proof implemented in the present paper also allows to consider fractional
diffusive models. More precisely, by adapting the study of the equation (EQt), we get
that the geometric condition (1.3) is necessary and sufficient to obtain a positive result
of approximate null-controllability with uniform cost for the fractional heat equation from
moving control supports in a high diffusion setting, that is, for the evolution equation posed
on R

n and associated with the operator (−∆)s, in the regime s ≥ 1/2. This generalizes in
particular our previous result [4] (Example 2.8).

Notations. The following notations and conventions will be used all over this work:

1. The canonical Euclidean scalar product of R
n is denoted by · and | · | stands for the

associated canonical Euclidean norm.
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2. For all measurable subset ω ⊂ R
n, the inner product of L2(ω) is defined by

〈u, v〉L2(ω) =

ˆ

ω
u(x)v(x) dx, u, v ∈ L2(ω),

while ‖ · ‖L2(ω) stands for the associated norm.

3. For all function u ∈ S(Rn), the Fourier transform of u is denoted û or Fu and is defined
by

û(ξ) = (Fu)(ξ) =

ˆ

Rn

e−ix·ξu(x) dx, ξ ∈ R
n.

With this convention, Plancherel’s theorem states that

∀u ∈ L2(Rn), ‖û‖L2(Rn) = (2π)n/2‖u‖L2(Rn).

4. We denote by ∇x the gradient and we set Dx = −i∇x.

5. For all measurable subsets ω ⊂ R
n, 1ω denotes the characteristic function of ω.

6. Given some r ≥ 1, the notation Vr stands for the volume of a Euclidean ball of radius
r in R

n with respect to the Lebesgue measure, which is denoted Leb.

2. Statement of the main results

This section is devoted to present in details the main results contained in this work.
Before stating those results, given some positive time T > 0, let us define the different
concepts related to the control system we are interested in:

(i) A moving control support on [0, T ] is a family (ω(t))t∈[0,T ] of subsets of Rn such that
the map (t, x) ∈ [0, T ]× R

n 7→ 1ω(t)(x) is measurable.

(ii) The control system (EQt) is said to be exactly null-controllable in time T from the
moving control support (ω(t))t∈[0,T ] when for all f0 ∈ L2(Rn), there exists a control

h ∈ L2((0, T ) × R
n) such that the mild solution of (EQt) satisfies f(T, ·) = 0.

(iii) The control system (EQt) is said to be approximately null-controllable with uniform

cost in time T from the moving control support (ω(t))t∈[0,T ] if for all ε > 0, there

exists a positive constant Cε,T > 0 such that for all f0 ∈ L2(Rn), there exists a
control h ∈ L2((0, T ) × R

n) such that the mild solution of (EQt) satisfies

‖f(T, ·)‖L2(Rn) ≤ ε‖f0‖L2(Rn),

with moreover
ˆ T

0
‖h(t, ·)‖2L2(ω(t)) dt ≤ Cε,T‖f0‖2L2(Rn).

We define similarly the notions of exact null-controllability and approximate null-
controllability with uniform cost of the equation (EP ) in time T > 0 from a fixed control
support ω ⊂ R

n.

2.1. Non-autonomous diffusive evolution equations. We are first interested in study-
ing the cost-uniform approximate null-controllability of the evolution equation (EQt) in a
diffusive setting. Precisely, fixing some positive time T > 0, we assume that the following
ellipticity condition holds for the family of time-dependent matrices (Qt)t∈R: there exist
a positive integer k ≥ 1 and a positive constant cT > 0 such that for all t ∈ [0, T ] and
ξ ∈ R

n,

(AT )

ˆ T

t
Qsξ · ξ ds ≥ cT (T − t)k|ξ|2.

The main result of this work is the following
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Theorem 2.1. Let (Qt)t∈R be a family of real symmetric n × n matrices depending ana-

lytically on the time variable t ∈ R and T > 0 be a positive time. Assume the ellipticity

condition (AT ) holds. Then, for all moving control support (ω(t))t∈[0,T ], the diffusive equa-

tion (EQt) is cost-uniformly approximately null-controllable in time T if and only if there

exist a radius r > 0 and a rate γ ∈ (0, 1] such that

(2.1) ∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γVr.

Remark 2.2. The above geometric condition (2.1) has already been considered in the work
[7], where a more general class of equations associated with non-autonomous Ornstein-
Uhlenbeck operators is studied, which takes the form

(EBt,Qt)

{
∂tf(t, x) + Ptf(t, x) = h(t, x)1ω(t)(x), (t, x) ∈ (0, T ]× R

n,

f(0, ·) = f0 ∈ L2(Rn),

where the time-dependent operator Pt is given by

Pt = QtDx ·Dx +Btx · ∇x, x ∈ R
n.

In the present work, we took the decision to consider only the equations (EQt), since our
main objectif is to obtain a positive cost-uniform approximate null-controllability result
for the hypoelliptic Ornstein-Uhlenbeck equations (EP ), whose study can be deduced from
the one of (EQt) for the particular matrices Qt defined by (2.3). However, the strategy
implemented in this paper can be easily adapted to deal with the equations (EBt,Qt). By
the way, notice that those matrices (2.3) turn out to be analytic with respect to the time
variable t ∈ R. This is the reason why we made the same assumption in Theorem 2.1. In
fact, this regularity condition is crucial in the proof of this result, and we do not currently
know how to relax it.

Remark 2.3. It follows from [7] (Theorem 1.5) that if the equation (EBt,Qt) is exactly
null-controllable on [0, T ] from the moving control support (ω(t))t∈[0,T ], then there exist a
radius r > 0 and a rate γ ∈ (0, 1] such that

(2.2) ∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
R(0, T − t)ω(t) ∩B(x, r)

)
dt ≥ γVr,

where R stands for the resolvent of the following time-varying linear system

Ẋ(t) = BT−tX(t), t ∈ [0, T ].

The integral thickness condition (2.1) considered in this work corresponds to (2.2) when
the matrices Bt are all equal to zero. A natural question, asked in [7], is then to wonder if
the condition (2.1) is sufficient to derive exact null-controllability for the equation (EQt).
This is a very interested point that will not be tackled here, and therefore remains open.
However, we provide a partial answer to the authors of [7] by proving that the integral
thickness condition (2.1) is a necessary and sufficient geometric condition to ensure the
cost-uniform approximate null-controllability of the equation (EQt).

2.2. Hypoelliptic Ornstein-Uhlenbeck evolution equations. As an application of
Theorem 2.1, we perform the study of the cost-uniform approximate null-controllability of
the hypoelliptic Ornstein-Uhlenbeck equation (EP ). We check in Section 3 that the study
of the equation (EP ) reduces to the one of the equation (EQt) where the time-dependent
matrices Qt are given for all t ∈ R by

(2.3) Qt = e(T−t)BQe(T−t)BT

.

Moreover, we work in a hypoelliptic setting by assuming that the following Kalman rank
condition holds

(2.4) Rank
[
B |

√
Q
]
= n,
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where [
B |

√
Q
]
=

[√
Q,B

√
Q, · · · , Bn−1

√
Q
]
,

is the n×n2 matrix obtained by writing consecutively the columns of the matrices Bj
√
Q.

This condition is known to be one of the characterization of the hypoellipticity of the oper-
ator P , see e.g. the introduction of [3]. In Section 3, we also check that under the Kalman
rank condition (2.4), an ellipticity condition of the form (AT ) holds for the matrices Qt

given by (2.3). As a consequence, we obtain a geometric necessary and sufficient geomet-
ric condition on the support control ω ⊂ R

n that ensures the cost-uniform approximate
null-controllability of the hypoelliptic Ornstein-Uhlenbeck equation (EP ), presented in the

Corollary 2.4. Let P be the Ornstein-Uhlenbeck operator defined in (1.1). We assume

that the Kalman rank condition (2.4) holds. Then, for all positive time T > 0, the evolution

equation (EP ) is cost-uniformly approximately null-controllable from the control support ω
in time T if and only if there exist a radius r > 0 and a rate γ ∈ (0, 1] such that

(2.5) ∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
(etBω) ∩B(x, r)

)
dt ≥ γVr.

Remark 2.5. Let us recall that a Borel set ω ⊂ R
n is called thick when there exist a

radius r > 0 and a rate γ ∈ (0, 1] such that

(2.6) ∀x ∈ R
n, Leb

(
ω ∩B(x, r)

)
≥ γVr.

As explained in the introduction, the thickness condition is known to be a geometric
necessary and sufficient condition to ensure the stabilization and the exact or approximate
null-controllability with uniform cost of a large class of purely diffusive evolution equations,
see e.g. [3, 4]. The above integral thickness condition (2.5) generalizes the thickness
property (2.6) and is well-adapted for the study of the null-controllability of hypoelliptic
evolution equations, as illustrated in Corollary 2.4. Following the discussion started in
Remark 2.2, one could legitimately wonder if the condition (2.5) allows to obtain positive
exact null-controllability results for the equation (EP ). This is still an interesting question
that will not be tackled in the present work. However, let us recall from [3] (Theorem 1.12)
that when ω ⊂ R

n is thick, there exists a positive constant C > 0 such that for all T > 0
and g ∈ L2(Rn), the following exact observability estimate holds

∥∥e−TPcog
∥∥2
L2(Rn)

≤ C exp

(
C

T 1+2r

)
ˆ T

0

∥∥e−tPcog
∥∥2
L2(ω)

dt,

where we set Pco = P+Tr(B)/2, and where 0 ≤ r ≤ n−1 is an integer intrinsically linked to
the Kalman rank condition (2.4), see (3.5) in Section 3. By the Hilbert Uniqueness Method,
this implies that the equation is exactly null-controllable from thick control supports in
any positive time T > 0.

2.3. Examples. Let us now illustrate Theorem 2.1 and Corollary 2.4 by considering the
same three examples as in the work [7].

The first two examples considered in this work are the Kolmogorov equation (2.7) and the
Kolmogorov equation with an external quadratic force (2.8) in two dimensions, for which
the flows generated by the matrix B are respectively translations and rotations. Consider-
ing cones as control supports and using the fact that the integral thickness condition (2.5) is
necessary to obtain positive exact null-controllability results for these two evolution equa-
tions, the authors of [7] exhibit a minimal time T0 > 0 for which the equations (2.7) and
(2.8) are not exactly null-controllable in [0, T ] whenever 0 < T ≤ T0. However, they can
not conclude that these particular equations are exactly null-controllable on [0, T ] when
T > T0. In the present paper, we give a partial answer by proving that these equations
are cost-uniformly approximately null-controllable on [0, T ] under the condition T > T0.

Example 2.6 (Translation). We consider the Kolmogorov equation

(2.7)

{
(∂t − ∂2

v + v∂x)f(t, x, v) = h(t, x, v)1ω (x, v), (t, x, v) ∈ (0,+∞)× R
2,

f(0, ·) = f0 ∈ L2(R2).
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This is the equation (EP ) associated with the matrices

Q =

(
0 0
0 1

)
and B =

(
0 1
0 0

)
.

Notice that the Kalman rank condition (2.4) holds, and that the flow associated with the
matrix B is composed of translations given by

∀t ≥ 0, etB =

(
1 t
0 1

)
.

Let 0 < θ0 < π/2 be an angle and ωθ0 ⊂ R
2 be the following cone

ωθ0 =
{
(x, αx) ∈ R

2 : − tan θ0 < α < tan θ0
}
.

It follows from [7] (Proposition 2.3) that ωθ0 satisfies the integral thickness condition (2.5)
associated with the above matrix B if and only if T > 2/ tan θ0, and so the equation (2.7)
is not exactly null-controllable from ωθ0 when T ≤ 2/ tanh θ0. However, we deduce from
Corollary 2.4 that for all positive time T > 0, the Kolmogorov equation (2.7) is cost-
uniformly approximately null-controllable from the control support ωθ0 in time T if and
only if T > 2/ tan θ0.

Example 2.7 (Rotation). Let us now consider the Kolmogorov equation with external
force

(2.8)

{
(∂t − ∂2

v + v∂x − x∂v)f(t, x, v) = h(t, x, v)1ω (x, v), (t, x, v) ∈ (0,+∞)× R
2,

f(0, ·) = f0 ∈ L2(R2).

This is the equation (EP ) associated with the matrices

Q =

(
0 0
0 1

)
and B =

(
0 1
−1 0

)
.

Notice that the Kalman rank condition (2.4) holds, and that the flow associated with the
matrix B is composed of rotations given by

∀t ≥ 0, etB =

(
cos t sin t
− sin t cos t

)
.

Let 0 < θ < π/4 be an angle and ωθ0 ⊂ R
2 be the following cone

ωθ0 =
{
(x, αx) ∈ R

2 : 0 < α < tan θ0
}
.

As proven in [7] (Proposition 2.4), the set ωθ0 satisfies the geometric condition (2.5) asso-
ciated with the matrix B if and only if T > π−θ0 and as a consequence, the equation (2.8)
is not exactly null-controllable from ωθ0 when T < π− θ0. Corollary 2.4 then implies that
for all positive time T > 0, the Kolmogorov equation with quadratic external force (2.8)
is cost-uniformly approximately null-controllable from the control support ωθ0 in time T if
and only if T > π − θ0.

The last example considered in [7] deals with the heat equation in one dimension with a
dilating moving control support which has the particularity to be constituted of non-thick
subsets of R

n, but which satisfies the integral thickness condition (2.5) for any positive
time T > 0. As before, the question stated by the authors of [7] is to know whether this
equation is exactly null-controllable or not. As in the two first examples, we give a partial
answer by checking that this equation is cost-uniformly approximately null-controllable in
any positive time T > 0 (there is no minimal time there).

Example 2.8 (Dilatation). In this last example, we consider the heat equation in dimen-
sion 1 with a moving control support

(2.9)

{
(∂t − ∂2

x)f(t, x) = h(t, x)1ω(t)(x), (t, x) ∈ (0,+∞)× R,

f(0, ·) = f0 ∈ L2(R),
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where, setting µ > 0 a positive real number, the Borel subsets ω(t) ⊂ R are defined for all
t ≥ 0 by

ω(t) =
√

1 + 2µt ω, ω = [−1, 1] ∪
⋃

n≥1

(n2, n2 + n) ∪ (−n2 − n,−n2).

This is of course the equation (EQt) when Qt = 1 for all t ≥ 0, and the ellipticity condition
(AT ) is satisfied. It is proven in [7] (Subsection 2.5) that for all t ≥ 0, the set ω(t) is not
thick, and also in Proposition 2.5 of the same work that for all T > 0, the moving control
support (ω(t))t∈[0,T ] satisfies the integral thickness condition (2.5). Theorem 2.1 therefore
implies that the heat equation (2.9) associated with the moving control support (ω(t))t∈[0,T ]

is cost-uniformly approximately null-controllable on the time interval [0, T ]. Notice that as
a consequence of Proposition 2.9, stated in the next paragraph, the same result holds for
the equation (2.9) where −∂2

x is replaced by the fractional Laplacian (−∂2
x)

s, with s ≥ 1/2
a positive real number.

2.4. Heuristics. Let us now present the strategy of the proof of Theorem 2.1. The key
step consists in using the fact that the cost-uniform approximate null-controllability of the
equation (EQt) in time T > 0 is equivalent to the following weak observability estimate,
see Proposition 7.1 in the appendix

(2.10) ∀ε ∈ (0, 1),∃Cε,T > 0,∀g ∈ L2(Rn),

∥∥U(T, 0)g
∥∥2

L2(Rn)
≤ Cε,T

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn),

where the Fourier multiplier U(T, t) is given by

(2.11) U(T, t) = exp

(
−
ˆ T

t
QsDx ·Dx ds

)
.

On the one hand, by propagating a Gaussian function in this observability estimate, we
check in Section 4 that the geometric condition (2.5) is necessary to obtain a positive
cost-uniform approximate null-controllability result for the equation (EQt).

In order to prove that this geometric condition is also sufficient, we adapt the strategy
used in [4] (Subsection 5.2) where the authors proved that the thickness property (2.6)
is a necessary and sufficient condition that ensures the cost-uniform approximate null-
controllability for a large class of parabolic equations. In the present work, we begin by
noticing that the geometric condition (2.5) implies that the set Ω ⊂ [0, Tγ ]×R

n defined as
follows

Ω =
{
(t, x) ∈ [0, Tγ ]× R

n : x ∈ ω(t)
}
,

is a thick subset of [0, Tγ ] × R
n, with Tγ = (1 − γ/2)T and where the rate γ ∈ (0, 1) is

the one appearing in (2.5). Notice that we have to get strictly far from the final time T in
order to avoid blow-up phenomena. This is the precise reason why we can use the same
strategy as in the work [4]. First, we need to establish smoothing estimates in the time
and space variables of the following form, by using the ellipticity condition (AT ),

(2.12)
∥∥∂m

t ∂α
x (U(T, t)g)

∥∥
L2(Rn)

≤ c
m+|α|
0

(
CT

T − t

) k
2
(2m+|α|)

m!
√
α! ‖g‖L2(Rn).

These estimates are obtained in Section 5. Notice that when we work with the thickness
condition (2.6), which does not depend on time, as in the work [4], we only had to consider
the smoothing properties in space of the evolution equation at play. Then, by using the
above estimates and elements of harmonic analysis, and more precisely the unique con-
tinuation property stated in Proposition 6.2, coming essentially from the second author’s
work [21], we obtain the following quantitative unique continuation property in Section 6:
ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(Rn)

dt ≤
(
Kn(2− γ)

γ

)KnC ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn),
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where the positive constant Kn > 0 only depends on the dimension n, and where the other
positive constant C = Cε,γ,r,k,T > 0 is given by

C =

(
1− log(εrn) + log

(
1 +

C2k
T

γ2kT 2(k−1)
+

r2Ck
T

γkT k

))
exp

(
KnC

k
T

γkT k−1

)
+

r2Ck
T

γkT k
.

The weak observability estimate (2.10) is then deduced from a monotonicity argument.
Notice that our strategy can be adapted to deal with other equations than the one

considered in the present work, and in particular fractional diffusive models. Indeed, let us
consider s > 0 a positive real number and the following associated fractional heat equation
posed on the whole Euclidean space

(Es)

{
∂tf(t, x) + (−∆)sf(t, x) = h(t, x)1ω(t)(x), t ∈ [0, T ], x ∈ R

n,

f(0, ·) = f0 ∈ L2(Rn),

where T > 0 is a final time and (ω(t))t∈[0,T ] is a moving control support. By passing to the
Fourier side and using the same estimates as in Section 5, one can easily check that there
exists a positive constant c > 0 such that for all m ≥ 0, α ∈ N

n, t > 0 and g ∈ L2(Rn),

∥∥∂m
t ∂α

x (e
−t(−∆)sg)

∥∥
L2(Rn)

≤ cm+|α|

tm+ |α|
2s

m! (α!)
1
2s ‖g‖L2(Rn).

As a consequence, by assuming that s ≥ 1/2 while using Proposition 6.2 and the same
steps as in Section 6, one can obtain an uncertainty principle of the form (2.10) for the
semigroup generated by the fractional Laplacian (−∆)s, and therefore conclude to the
following proposition (the necessary part follows exactly the same steps as in Section 4)

Proposition 2.9. Let s ≥ 1/2 be a positive real number. For all positive time T > 0 and

all moving control support (ω(t))t∈[0,T ], the fractional heat equation (Es) is cost-uniformly

approximately null-controllable on the time interval [0, T ] if and only if the integral thickness

condition (2.1) holds.

More generally, the authors conjecture that Theorem 2.1 could be extended to the more
general class of fractional diffusive equations, where s ≥ 1/2 is a positive real number,

{
∂tf(t, x) + (QtDx ·Dx)

sf(t, x) = h(t, x)1ω(t)(x), t ∈ [0, T ], x ∈ R
n,

f(0, ·) = f0 ∈ L2(Rn).

This would extend Corollary 2.4 for the class of hypoelliptic fractional Ornstein-Uhlenbeck
operators

(QDx ·Dx)
s +Bx · ∇x, x ∈ R

n.

However, the strategy implemented in the present paper does not allow to treat this general
class of equations, since we can not obtain the smoothing estimates (2.12) in the fractional
setting (except for the fractional heat equations as explained, or when s ∈ N

∗ is a positive
integer), due to the fact that a priori, there is a lack of regularity with respect to the time
variable t > 0 for the associated fractional Fourier multipliers

Us(T, t) = exp

(
−
ˆ T

t
(QτDx ·Dx)

s dτ

)
.

3. From the hypoelliptic Ornstein-Uhlenbeck equations to

non-autonomous diffusive equations

Let P be the Ornstein-Uhlenbeck operator defined in (1.1). This section is devoted to
check that that the study of the cost-uniform approximate null-controllability of the equa-
tion (EP ) can be deduced from the study of a specific time-dependent diffusive equation
(EQt). The strategy is to use the interpretation of the cost-uniform approximate null-
controllability in terms of weak observability estimate. In the following, we consider the
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maximal realization of the operator P on L2(Rn), that is, the operator P is equipped with
the domain

D(P ) =
{
u ∈ L2(Rn) : Pu ∈ L2(Rn)

}
.

First of all, we deduce from a straightforward change of unknown that the cost-uniformly
approximate null-controllability of the equation (EP ) is equivalent to the one of the equa-
tion

(EPco)

{
∂tf(t, x) + Pcof(t, x) = h(t, x)1ω (x), (t, x) ∈ (0,+∞)× R

n,

f(0, ·) = f0 ∈ L2(Rn),

where the operator Pco is given by

Pco = QDx ·Dx +Bx · ∇x +
1

2
Tr(B), x ∈ R

n.

It follows from Proposition 6 in [25] that the equation (EPco) is cost-uniformly approxi-
mately null-controllable from the control support ω ⊂ R

n if and only if for all ε ∈ (0, 1),
there exists a positive constant Cε,T > 0 such that for all g ∈ L2(Rn),

(3.1)
∥∥e−TP ∗

cog
∥∥2
L2(Rn)

≤ Cε,T

ˆ T

0

∥∥e−tP ∗
cog

∥∥2
L2(ω)

dt+ ε‖g‖2L2(Rn),

where P ∗
co stands for the adjoint of the operator Pco in L2(Rn). The first author proved in

collaboration with J. Bernier in [3] (Corollary 2.2) that this adjoint is given by

P ∗
co = QDx ·Dx −Bx · ∇x −

1

2
Tr(B), x ∈ R

n,

with domain

D(P ∗
co) =

{
u ∈ L2(Rn) : P ∗

cou ∈ L2(Rn)
}
.

Moreover, in the same work [3] (Theorem 1.1), we proved that the evolution operators
e−tP ∗

co are given by the following explicit formulas for all t ≥ 0,

e−tP ∗
co = e−

1
2
Tr(B)t exp

(
−
ˆ t

0

∣∣√Qe−sBT

Dx

∣∣2 ds
)

etBx·∇x .

By using that for all u ∈ L2(Rn),

(3.2) etBx·∇xu = u(etB ·), and therefore, F(etBx·∇xu) = e−Tr(B)t(Fu)(e−tBT ·),

where F denotes the Fourier transform, the above formula can be rewritten in the following
way

(3.3) e−tP ∗
co = e−

1
2
Tr(B)tetBx·∇x exp

(
−
ˆ t

0

∣∣√QesB
T

Dx

∣∣2 ds
)
.

It is this representation that will be useful for us in the present work. Let us plug the
formula (3.3) into the weak observability estimate (3.1). On the one hand, by using the
first equality in (3.2), we deduce from successive change of variables that for all T ≥ 0 and
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g ∈ L2(Rn),
ˆ T

0

∥∥e−tP ∗
cog

∥∥2
L2(ω)

dt =

ˆ T

0

∥∥∥∥e
− 1

2
Tr(B)tetBx·∇x exp

(
−
ˆ t

0

∣∣√QesB
T

Dx

∣∣2 ds
)
g

∥∥∥∥
2

L2(ω)

dt

=

ˆ T

0

∥∥∥∥ exp
(
−
ˆ t

0

∣∣√QesB
T

Dx

∣∣2 ds
)
g

∥∥∥∥
2

L2(etBω)

dt

=

ˆ T

0

∥∥∥∥ exp
(
−
ˆ T−t

0

∣∣√QesB
T

Dx

∣∣2 ds
)
g

∥∥∥∥
2

L2(e(T−t)Bω)

dt

=

ˆ T

0

∥∥∥∥ exp
(
−
ˆ T

t

∣∣√Qe(T−s)BT

Dx

∣∣2 ds
)
g

∥∥∥∥
2

L2(e(T−t)Bω)

dt.

=

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

,

where we set ω(t) = e(T−t)Bω, and where the Fourier multipliers U(T, t) are the ones
defined in (2.11) and associated with the matrices Qt given by

(3.4) Qt = e(T−t)BQe(T−t)BT

, t ∈ [0, T ].

On the other hand, since the operators e−Tr(B)t/2etBx·∇x are unitary on L2(Rn), we get
that for all T > 0 and g ∈ L2(Rn),

∥∥e−TP ∗
cog

∥∥2
L2(Rn)

=

∥∥∥∥ exp
(
−
ˆ T

0

∣∣√QesB
T

Dx

∣∣2 ds
)
g

∥∥∥∥
2

L2(Rn)

=
∥∥U(T, 0)g

∥∥2

L2(Rn)
.

As a consequence, the weak observability estimate (3.1) can be rewritten in the following
way

∥∥U(T, 0)g
∥∥2
L2(Rn)

≤ Cε,T

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn),

and Proposition 7.1 implies that the cost-uniformly approximate null-controllability of the
Ornstein-Uhlenbeck equation (EP ) is equivalent to the cost-uniformly approximate null-
controllability of the following non-autonomous equation

{
∂tf(t, x) +QtDx ·Dxf(t, x) = h(t, x)1ω(t)(x), t > 0, x ∈ R

n,

f(0, ·) = f0 ∈ L2(Rn).

It now only remains to check that the Kalman rank condition (2.4) implies the ellipticity
condition (2.4) for the above matrices Qt. To that end, let us introduce the vector space
S ⊂ R

n defined by

S =

+∞⋂

j=0

Ker
(√

Q(BT )j
)
.

On the one hand, it can be checked, see e.g. [3] (Lemma 6.1), that the Kalman rank
condition (2.4) is equivalent to the fact that S is reduced to {0}. Moreover, it follows from
[2] (Proposition 4.2) that there exist some positive constants c0 > 0 and T0 > 0 such that
for all T ∈ [0, T0] and ξ ∈ R

n,
ˆ T

0

∣∣√QesB
T

ξ
∣∣2 ds ≥ c0

r∑

k=0

T 2j+1
∣∣√Q(BT )jξ

∣∣2,

where the integer 0 ≤ r ≤ n− 1 is defined by

(3.5) r = min

{
k ≥ 0 : S =

k⋂

j=0

Ker(
√

Q(BT )j)

}
.
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Notice that the fact that 0 ≤ r ≤ n − 1 is a consequence of Cayley-Hamilton’s theorem.
As a consequence, when the Kalman rank condition (2.4) holds, or equivalently, when the
space S is reduced to {0}, there exists another positive constant c1 > 0 such that for all
T ∈ [0, T0] and ξ ∈ R

n,

(3.6)

ˆ T

0

∣∣√QesB
T

ξ
∣∣2 ds ≥ c1T

2r+1|ξ|2.

Let us now consider T > 0 and t ∈ [0, T ]. When 0 ≤ T − t ≤ T0, then the estimate (3.6)
holds at time T − t. In the situation where T − t > T0, we deduce from (3.6) that
ˆ T−t

0

∣∣√QesB
T

ξ
∣∣2 ds ≥

ˆ T0

0

∣∣√QesB
T

ξ
∣∣2 ds ≥ c1T

2r+1
0 |ξ|2 ≥ C1

(
T0

T

)2r+1

(T − t)2r+1|ξ|2.

By setting cT = c1 min(1, (T0/T )
2r+1), we therefore obtain that for all T > 0 and t ∈ [0, T ],

ˆ T−t

0

∣∣√QesB
T

ξ
∣∣2 ds ≥ cT (T − t)2r+1|ξ|2.

Performing the change of variable s′ = T − s in the integral and using the definition (3.4)
of the matrices Qt, we therefore deduce that the ellipticity condition (AT ) holds for the
family (Qt)t∈R with k = 2r + 1 ≥ 1.

4. Necessary condition for approximate null-controllability from moving

control supports

This section is devoting to the proof of the reciprocal part of Theorem 2.1, which provides
a necessary geometric condition on the moving control support (ω(t))t∈[0,T ] so that the
time-dependent diffusive equation (EQt) is cost-uniformly approximately null-controllable
on the time interval [0, T ]. Notice that we do not make any assumption of regularity in
time on the family (Qt)t∈R, and we do not assume that the ellipticity assumption (AT )
holds. Precisely, we will establish the following

Theorem 4.1. Let T > 0 and (ω(t))t∈[0,T ] be a moving control support. If the evolution

equation (EQt) is cost-uniformly approximately null-controllable on the time interval [0, T ],
then there exist some positive constants r > 0 and γ ∈ (0, 1] such that

∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γVr.

Proof. According to Proposition 7.1, assuming that the equation (EQt) is cost-uniformly
approximately null-controllable on the time interval [0, T ] is equivalent to assuming that
for all ε ∈ (0, 1), there exists a positive constant Cε,T > 0 such that for all g ∈ L2(Rn),

(4.1)
∥∥U(T, 0)g

∥∥2
L2(Rn)

≤ Cε,T

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn).

The strategy, which is very classical, consists in applying this observability estimate for
well-chosen functions g ∈ L2(Rn). Fixing ε ∈ (0, 1), x0 ∈ R

n and considering l ≫ 1 whose
value will be adjusted later, we consider the Gaussian function gl defined by

∀x ∈ R
n, gl(x) =

1

ln
exp

( |x− x0|2
2l2

)
.

Classical results concerning Fourier transform of Gaussian functions show that

(4.2) ∀ξ ∈ R
n, ĝl(ξ) = (2π)n/2 exp

(
− ix0 · ξ −

l2|ξ|2
2

)
.

In the following, we will use the notation

K(t, t0, ξ) = exp

(
−
ˆ t

t0

Qsξ · ξ ds
)
.
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On the one hand, it follows from Plancherel’s theorem that the left-hand side of the in-
equality (4.1) applied to the functions gl is a positive constant independent on the point
x0, denoted δl > 0 in the following and given by

δl =
∥∥U(T, 0)gl

∥∥2
L2(Rn)

=

ˆ

Rn

∣∣e−ix0·ξK(T, 0, ξ)e−l2|ξ|2/2
∣∣2 dξ(4.3)

=
1

ln

ˆ

Rn

∣∣K(T, 0, ξ/l)e−|ξ|2/2
∣∣2 dξ > 0.

On the other hand, we get that the L2-norm of the function gl also does not depend on
the point x0 ∈ R

n and is given by the following Gaussian integral

(4.4) ‖gl‖2L2(Rn) =
1

l2n

ˆ

Rn

e−|x|2/l2 dx =

(
π

l2

)n/2

.

Let us check that the large positive parameter l ≫ 1 can be adjusted so that δl −
ε‖gl‖2L2(Rn) > 0, that is, by (4.3) and (4.4),

(4.5)

ˆ

Rn

∣∣K(T, 0, ξ/l)e−|ξ|2/2
∣∣2 dξ > επn/2.

Since the function K(T, 0, ·) is bounded and continuous, the dominated convergence theo-
rem together with the fact that ε ∈ (0, 1) and K(T, 0, 0) = 1 implies that

lim
l→+∞

ˆ

Rn

∣∣K(T, 0, ξ/l)e−|ξ|2/2
∣∣2 dξ = K(T, 0, 0)2

ˆ

Rn

∣∣e−|ξ|2/2
∣∣2 dξ

= K(T, 0, 0)2πn/2 > επn/2.

The parameter l ≫ 1 can therefore be adjusted so that (4.5) holds. The value of l ≫ 1 is
now fixed. We therefore deduce from (4.1) and (4.5) that

(4.6) Ml ≤ Cε,T

ˆ T

0

∥∥U(T, t)gl
∥∥2
L2(ω(t))

dt,

with
Ml = δl − ε‖gl‖2L2(Rn) > 0.

Moreover, by introducing F
−1
ξ the partial inverse Fourier transform with respect to the

variable ξ ∈ R
n and using (4.2), the right-hand side of this inequality (up to the constant

Cε,T ) writes
ˆ T

0

∥∥U(T, t)gl
∥∥2
L2(ω(t))

dt = (2π)n
ˆ T

0

ˆ

ω(t)

∣∣F−1
ξ (e−ix0·ξK(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt

= (2π)n
ˆ T

0

ˆ

ω(t)

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x− x0)

∣∣2 dxdt

= (2π)n
ˆ T

0

ˆ

ω(t)−x0

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt.

Given r > 0 a positive radius whose value will be chosen later, we split the previous integral
in two parts and obtain the following estimate:

(4.7)

ˆ T

0

∥∥U(T, t)gl
∥∥2
L2(ω(t))

dt

≤ (2π)n
ˆ T

0

ˆ

(ω(t)−x0)∩B(0,r)

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt

+ (2π)n
ˆ T

0

ˆ

|x|>r

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt.
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Now, we study one by one the two integrals appearing in the right-hand side of (4.7). First,
notice that for all 0 ≤ t ≤ T ,

∥∥F
−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)

∥∥
L∞(Rn)

≤ 1

(2π)n

∥∥K(T, t, ξ)e−l2|ξ|2/2
∥∥
L1(Rn)

≤ 1

(2π)n

∥∥e−l2|ξ|2/2
∥∥
L1(Rn)

=
1

(2π)n

(
2π

l2

)n/2

.

It therefore follows from the invariance by translation of the Lebesgue measure that

(4.8) (2π)n
ˆ T

0

ˆ

(ω(t)−x0)∩B(0,r)

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt

≤ 1

l2n

ˆ T

0
Leb

(
(ω(t)− x0) ∩B(0, r)

)
dt =

1

l2n

ˆ T

0
Leb

(
ω(t) ∩B(x0, r)

)
dt.

In order to control the second integral, we use the dominated convergence theorem which
justifies the following convergence

ˆ T

0

ˆ

|x|>r

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt →
r→+∞

0,

since

F
−1
ξ (K(T, t, ξ)e−l2|ξ|2/2) ∈ L2([0, T ] × R

n).

Thus, we can choose the radius r ≫ 1 large enough so that

(4.9) (2π)nCε,T

ˆ T

0

ˆ

|x|>r

∣∣F−1
ξ (K(T, t, ξ)e−l2|ξ|2/2)(x)

∣∣2 dxdt ≤ Ml

2
.

Gathering (4.6), (4.7), (4.8) and (4.9), we obtain the following expected estimate

∀x0 ∈ R
n,

Ml

2
≤ 1

l2n

ˆ T

0
Leb

(
ω(t) ∩B(x0, r)

)
dt.

This ends the proof of Theorem 4.1. �

5. Smoothing properties of the adjoint system

In order to prove that when that ellipticity condition (AT ) holds for some positive time
T > 0 and that the moving control support (ω(t))t∈[0,T ] satisfies the geometric condition
(2.1), then the evolution equation (EQt) is cost-uniformly approximately null-controllable
in time T , we need to study the regularity of the solutions of the adjoint system of (EQt),
which is given by

{
∂tg(t, x) +QtDx ·Dxg(t, x) = 0, t > 0, x ∈ R

n,

g(0, ·) = g0 ∈ L2(Rn).

Precisely, in this section, we prove the following

Theorem 5.1. Let T > 0 be a positive time. Assume that the ellipticity condition (AT )
holds. Then, there exists a positive constant c0 > 1 not depending on the time T such that

for all m ≥ 0, α ∈ N
n, 0 ≤ t < T and g ∈ L2(Rn),

(5.1)
∥∥∂m

t ∂α
x (U(T, t)g)

∥∥
L2(Rn)

≤ c
m+|α|
0

(
max(1, T )

c
2/k
T (T − t)

) k
2
(2m+|α|)

m!
√
α! ‖g‖L2(Rn),

where cT > 0 and k ≥ 1 are the ones appearing in (AT ), and U(T, t) is the Fourier

multiplier defined in (2.11).
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The rest of this section is devoted to the proof of this result. We first use Plancherel’s
theorem to get that

(5.2)
∥∥∂m

t ∂α
x (U(T, t)g)

∥∥
L2(Rn)

= (2π)−n/2
∥∥ξα∂m

t (e−At(ξ))ĝ
∥∥
L2(Rn)

,

where we set

At(ξ) =

ˆ T

t
Qsξ · ξ ds.

Now, we therefore have to estimate the time-derivatives of the function exp ◦At. To that
end, we shall use Faà di Bruno’s formula in one variable, see e.g. Formula (4.3.2) page
304 in [18], whose statement is the following: Given U, V,W ⊂ R some open sets, and
f : U → V , g : V → W some smooth functions, we have that for all integer m ≥ 0,

(5.3)
(g ◦ f)(m)

m!
=

∑

l1+2l2+···+mlm=m

g(l1+···+lm) ◦ f
l1! · · · lm!

m∏

j=1

(
f (j)

j!

)lj

.

We get from Faà di Bruno’s formula that for all t > 0, ξ ∈ R
n and m ≥ 1,

∂m
t (e−At(ξ))

m!
= e−At(ξ)

∑

l1+2l2+···+mlm=m

1

l1! · · · lm!

m∏

j=1

(
∂j
t (−At(ξ))

j!

)lj

= e−At(ξ)
∑

l1+2l2+···+mlm=m

1

l1! · · · lm!

m∏

j=1

(
(∂j−1

t Qt)ξ · ξ
j!

)lj

.

Moreover, the matrices Qt are assumed to depend analytically on the time-variable t ∈ R,
so there exists a positive constant c0 > 0 such that for all t ∈ (−T, T ) and m ≥ 0,

∥∥∂m
t Qt

∥∥ ≤ c1+m
0 m!,

where ‖ · ‖ stands for the norm induced by the canonical Euclidean norm on R
n. As a

consequence of this estimate, we obtain that for all 0 < t < T , ξ ∈ R
n and m ≥ 1,

∣∣∣∣
∂m
t (e−At(ξ))

m!

∣∣∣∣ ≤ e−At(ξ)
∑

l1+2l2+···+mlm=m

1

l1! · · · lm!

m∏

j=1

(
cj0(j − 1)!|ξ|2

j!

)lj

(5.4)

= e−At(ξ)
∑

l1+2l2+···+mlm=m

cl1+2l2+···+mlm
0 |ξ|2(l1+···+lm)

1l1 l1! · · ·mlm lm!

= cm0 e−At(ξ)
∑

l1+2l2+···+mlm=m

|ξ|2(l1+···+lm)

1l1 l1! · · ·mlmlm!
.

In order to estimate the above sum, we shall use the following lemma, which is quite a
straightforward consequence of Faà di Bruno’s formula.

Lemma 5.2. We have that for all non-negative real number a ≥ 0,

(5.5)
∑

l1+2l2+···+mlm=m

al1+···+lm

1l1 l1! · · ·mlmlm!
=

1

m!

m−1∏

j=0

(a+ j).

Proof. Let a ≥ 0 be a fixed non-negative real number. We consider the function

F : x ∈ (−1, 1) 7→ −a ln(1− x).

The strategy to establish the formula (5.5) is to compute the derivatives of the function
exp ◦F at 0 with two different methods. On the one hand, we have that this function is
given by

∀x ∈ (−1, 1), (exp ◦F )(x) =
1

(1− x)a
= 1 +

+∞∑

m=1

(−1)m
(−a

m

)
xm,
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where
(−a

m

)
=

−a(−a− 1) · · · (−a− (m− 1))

m!
=

(−1)m

m!

m−1∏

j=0

(a+ j).

We therefore deduce that

∀m ≥ 1, (exp ◦F )(m)(0) =

m−1∏

j=0

(a+ j).

On the other hand, let us recall that the derivatives of the function F are given by

∀j ≥ 1, F (j)(0) = a(j − 1)!.

As a consequence of this formula and (5.3), we get that for all m ≥ 1,

(exp ◦F )(m)(0)

m!
=

∑

l1+2l2+···+mlm=m

eF (0)

l1! · · · lm!

m∏

j=1

(
F (j)(0)

j!

)lj

=
∑

l1+2l2+···+mlm=m

1

l1! · · · lm!

m∏

j=1

(
a(j − 1)!

j!

)lj

=
∑

l1+2l2+···+mlm=m

al1+···+lm

1l1 l1! · · ·mlmlm!
.

This ends the proof of Lemma 5.2. �

Resuming the proof of (5.1), we deduce from (5.4), Lemma 5.2 and the following classical
convexity inequality

∀N ≥ 1,∀a, b ≥ 0, (a+ b)N ≤ 2N−1(aN + bN ),

that for all m ≥ 1, 0 < t < T and ξ ∈ R
n,

∣∣|ξ||α|∂m
t (e−At(ξ))

∣∣ ≤ cm0 |ξ||α|e−At(ξ)
m−1∏

j=0

(|ξ|2 + j) ≤ cm0 |ξ||α|e−At(ξ)(|ξ|2 +m)m

≤ 2m−1cm0 (|ξ|2m +mm)|ξ||α|e−At(ξ).

There are now two terms to consider. In order to control them, we will use two easy
estimates. The first, which comes from a straightforward study of function, states that

∀p, q > 0,∀x ≥ 0, xpe−cxq ≤
(

p

ecq

)p/q

.

The second one is a consequence of the log-convexity of the function x ≥ 0 7→ xx:

∀x, y ≥ 0,

(
x+ y

2

)(x+y)/2

≤ xx/2yy/2.

As a consequence of the ellipticity condition (AT ) and the above two estimates, we therefore
have that for all N ≥ 0, α ∈ N

n, 0 ≤ t < T and ξ ∈ R
n,

|ξ|2N+|α|e−At(ξ) ≤ |ξ|2N+|α|e−cT (T−t)k |ξ|2 ≤
(

2N + |α|
2ecT (T − t)k

)(2N+|α|)/2

≤ (2N)N |α||α|/2
(ecT (T − t)k)(2N+|α|)/2

,
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where cT > 0 is the constant appearing in (AT ). Moreover, since mm ≤ emm! and

|α|! ≤ n|α|α! (consequence of the definition of the exponential function and generalized
Newton’s formula), we obtain that for all m ≥ 0, α ∈ N

n, 0 ≤ t < T and ξ ∈ R
n,

∣∣|ξ||α|∂m
t (e−At(ξ))

∣∣ ≤ 2m−1cm0
(2m)m|α||α|/2

(ecT (T − t)k)(2m+|α|)/2
+ 2m−1cm0

mm|α||α|/2
(ecT (T − t)k)|α|/2

≤ 2m−1cm0
(2e)mm!(en)|α|/2

√
α!

(ecT (T − t)k)(2m+|α|)/2
+ 2m−1cm0

emm!(en)|α|/2
√
α!

(ecT (T − t)k)|α|/2
.

There are now two cases to consider. First, when 0 < T − t ≤ 1, we obtain the following
bound

∣∣|ξ||α|∂m
t (e−At(ξ))

∣∣ ≤ c
m+|α|
1

c
2m+|α|
T (T − t)

k
2
(2m+|α|)

m!
√
α!,

where c1 > 0 is a positive constant only depending on c, c0, e and n. In the other case
where T − t > 1, we use the fact that

1

(T − t)
k
2
|α|

≤ 1 =
(T − t)

k
2
(2m+|α|)

(T − t)
k
2
(2m+|α|)

≤ T
k
2
(2m+|α|)

(T − t)
k
2
(2m+|α|)

,

which implies that

∣∣|ξ||α|∂m
t (e−At(ξ))

∣∣ ≤ c
m+|α|
2

T
k
2
(2m+|α|)

c
2m+|α|
T (T − t)

k
2
(2m+|α|)

m!
√
α!,

where c2 > 0 is another positive constant only depending on c, c0, e and n. These two
estimates on |ξ||α|∂m

t (e−At(ξ)) combined with (5.2) and Plancherel’s theorem imply that
(5.1) holds. This ends the proof of Theorem 5.1.

6. Sufficient condition for approximate null-controllability with

uniform cost

This section is devoted to the proof of the direct implication in Theorem 2.1. Anew,
we assume that the matrices Qt depend analytically on the time variable t ∈ R. We also
keep using the notation U(T, t) to denote the Fourier multiplier (2.11). Precisely, we aim
at establishing the following quantitative unique continuation property:

Theorem 6.1. Let T > 0 be a positive time and (ω(t))t∈[0,T ] be a moving control support

satisfying the following integral thickness condition:

(6.1) ∃γ ∈ (0, 1],∃r > 0,∀x ∈ R
n,

1

T

ˆ T

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γVr.

When the ellipticity condition (AT ) holds, there exist some positive constants Cn > 0 and

Kn > 0 only depending on the dimension n such that for all 0 < ε ≤ ε0 and g ∈ L2(Rn),
ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(Rn)

dt ≤
(
Kn(2− γ)

γ

)KnC ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn),

where we set

(6.2) Tγ =
(
1− γ

2

)
T and ε0 = Cn

√
TγV1

rn
,

and where the constant C = Cε,γ,r,k,T > 0 is given by

(6.3) C =

(
1− log(εrn) + log

(
1 +

C2k
T

γ2kT 2(k−1)
+

r2Ck
T

γkT k

))
exp

(
KnC

k
T

γkT k−1

)
+

r2Ck
T

γkT k
,

with CT = max(1, T )/c
2/k
T , cT > 0 and k ≥ 1 being the ones involved in (AT ).
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Before proving Theorem 6.1, let us check that the direct implication in Theorem 2.1 is a
consequence of this result. Recall from Theorem 7.1 that proving that the equation (EQt) is
cost-uniformly approximately null-controllable from any moving control support satisfying
the geometric condition (6.1), when the ellipticity condition (AT ) holds, is equivalent
in obtaining a weak observability estimate of the following form for all ε ∈ (0, 1) and
g ∈ L2(Rn),

∥∥U(T, 0)g
∥∥2
L2(Rn)

≤ Cε,T

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn).

In fact, such an inequality is an immediate consequence of Theorem 6.1, since the norm
‖U(T, t)g‖L2(Rn) is increasing with respect to t, which provides that

∥∥U(T, 0)g
∥∥2

L2(Rn)
=

1

Tγ

ˆ Tγ

0

∥∥U(T, 0)g
∥∥2

L2(Rn)
dt

≤ 1

Tγ

ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(Rn)

dt

≤ 1

Tγ

(
Kn(2− γ)

γ

)KnC ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+
ε

Tγ
‖g‖2L2(Rn).

Instrumental in the proof of Theorem 6.1 are the following quantitative unique contin-
uation estimates, whose proof is postponed in the Subsection 7.2 of the appendix.

Proposition 6.2. Let A,B ≥ 1 be positive constants, n ∈ N
∗ be a dimension, 0 < t ≤ 1

be a rate, 0 < s < 1 be a positive real number and 0 < γ ≤ 1 be another rate. We also

consider E ⊂ (−1, 1)×B(0, 1) ⊂ R
n+1 a measurable subset such that LebE ≥ 2γV1. Then,

there exists a constant Ks,n ≥ 1 such that for all f ∈ C∞((−1, 1) ×B(0, 1)) satisfying

(6.4) ‖f‖L∞((−1,1)×B(0,1)) ≥ t,

and

(6.5) ∀m ∈ N,∀α ∈ N
n, ‖∂m

u ∂α
x f‖L∞((−1,1)×B(0,1)) ≤ AmB|α|m! (|α|!)s,

the following estimate holds

(6.6) ‖f‖2L2((−1,1)×B(0,1)) ≤
(
Ks,n

γ

)Ks,n((1−log t)eKs,nA+B
1

1−s )

‖f‖2L2(E).

We can now tackle the proof of Theorem 6.1, which is divided in five steps.

⊲ Step 1: A thick set in time and space. The first step consists in claiming that the
condition (6.1) is a thickness condition for a subset of [0, T ] × R

n. Before checking this
fact, we notice that

(6.7) ∀x ∈ R
n,

ˆ Tγ

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γ

2
TVr,

where we set Tγ = (1− γ/2)T . Indeed, we deduce from (6.1) that for all x ∈ R
n,

γTVr ≤
ˆ T

0
Leb

(
ω(t) ∩B(x, r)

)
dt

≤
ˆ Tγ

0
Leb

(
ω(t) ∩B(x, r)

)
dt+

ˆ T

Tγ

Leb
(
ω(t) ∩B(x, r)

)
dt

≤
ˆ Tγ

0
Leb

(
ω(t) ∩B(x, r)

)
dt+

γ

2
TVr.

By now, we consider the following measurable subset of [0, Tγ ]× R
n

Ω =
{
(t, x) ∈ [0, Tγ ]× R

n : x ∈ ω(t)
}
.
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As a consequence of (6.7), we deduce that for all x ∈ R
n,

(6.8) Leb
(
Ω ∩ [0, Tγ ]×B(x, r)

)
=

ˆ Tγ

0
Leb

(
ω(t) ∩B(x, r)

)
dt ≥ γ

2
TVr.

This proves that Ω is a thick subset of [0, Tγ ]×R
n.

⊲ Step 2: Definition of good and bad cylinders. The remaining of the proof consists in
using elements of harmonic analysis. In order to divide the set [0, Tγ ]×R

n into cylinders,
we notice that since the ellipticity condition (AT ) holds, we get the following Bernstein
estimates from Theorem 5.1: there exists a positive constant c0 > 1 such that such that
for all m ≥ 0, α ∈ N

n, T > 0, and g ∈ L2(Rn),

(6.9)
∥∥∂m

t ∂α
x (U(T, ·)g)

∥∥
L2([0,Tγ ]×Rn)

≤
√

Tγ c
m+|α|
0

(
2CT

γT

) k
2
(2m+|α|)

m!
√
α! ‖g‖L2(Rn),

where we set

CT =
max(1, T )

c
2/k
T

.

Indeed, it follows from Theorem 5.1 that we have for all m ≥ 0, α ∈ N
n, T > 0, 0 ≤ t < T

and g ∈ L2(Rn),

∥∥∂m
t ∂α

x (U(T, t)g)
∥∥
L2(Rn)

≤ c
m+|α|
0

(
max(1, T )

c
2/k
T (T − t)

) k
2
(2m+|α|)

m!
√
α! ‖g‖L2(Rn).

By integrating in time, and using that
ˆ Tγ

0

dt

(T − t)k(2m+|α|)
≤
ˆ Tγ

0

dt

(T − Tγ)k(2m+|α|)
= Tγ

2k(2m+|α|)

(γT )k(2m+|α|)
,

we therefore deduce that the Bernstein estimates (6.9) hold.
For β ∈ rZn, let us now define the cylinder C(β) by

C(β) = [0, Tγ ]×B(β, r).

Notice that the family (C(β))β∈rZn covers the set [0, Tγ ]× R
n:

(6.10) [0, Tγ ]× R
n =

⋃

β∈rZn

C(β),

and also satisfies the following intersection property:

∀(β1, . . . , β10) ∈ rZn such that βk 6= βl when 1 ≤ k 6= l ≤ 10,

10⋂

k=1

C(βk) = ∅.

As a consequence, we have

(6.11) ∀x ∈ [0, Tγ ]× R
n, 1 ≤

∑

β∈rZ

1C(β)(x) ≤ 9.

For the remaining of this proof, we fix g ∈ L2(Rn) and ε > 0. A cylinder C(β) is said to
be good if it satisfies that for all m ∈ N and α ∈ N

n,
(6.12)

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥
L2(C(β))

≤ 3
√

2Tγ√
ε

c
m+|α|
0

(
4CT

γT

) k
2
(2m+|α|)

m!
√

|α|!
∥∥U(T, ·)g

∥∥
L2(C(β))

.

Naturally, a cylinder C(β) is said to be bad if it is not good, that is, when there exist a
non-negative integer m0 ∈ N and a multiindex α0 ∈ N

n such that
(6.13)

∥∥∂m0
t ∂α0

x (U(T, ·)g)
∥∥
L2(C(β))

>
3
√

2Tγ√
ε

c
m0+|α0|
0

(
4CT

γT

) k
2
(2m0+|α0|)

m0!
√

|α0|!
∥∥U(T, ·)g

∥∥
L2(C(β))

.
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Notice from the covering property (6.10) that

(6.14)
∥∥U(T, ·)g

∥∥2
L2([0,Tγ ]×Rn)

≤
∑

g.c.

∥∥U(T, ·)g
∥∥2
L2(C(β))

+
∑

b.c.

∥∥U(T, ·)g
∥∥2
L2(C(β))

,

where g.c. stands for “good cylinders” and b.c. stands for “bad cylinders”.

⊲ Step 3: Estimates for the bad cylinders. We shall estimate independently the two terms
in the right-hand side of the inequality (6.14). Let us begin with the second one. It follows
from the definition (6.13) that if C(β) is a bad cylinder, there exist a non-negative integer
m0 ∈ N and a multiindex α0 ∈ N

n such that

∥∥U(T, ·)g
∥∥2
L2(C(β))

≤ ε(γT )k(2m0+|α0|)

18Tγc
m0+|α0|
0 (4CT )k(2m0+|α0|)(m0!)2|α0|!

∥∥∂m0
t ∂α0

x (U(T, ·)g)
∥∥2
L2(C(β))

(6.15)

≤
∑

m∈N, α∈Nn

ε(γT )k(2m+|α|)

18Tγc
m+|α|
0 (4CT )k(2m+|α|)(m!)2|α|!

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥2

L2(C(β))
.

By summing over all the bad cylinders and using the fact that α! ≤ |α|!, we obtain from
the Bernstein estimate (6.9), the covering property (6.11) and (6.15) that

∑

b.c.

∥∥U(T, ·)g
∥∥2
L2(C(β))

(6.16)

≤ ε
∑

b.c.

∑

m∈N, α∈Nn

(γT )k(2m+|α|)

18Tγc
m+|α|
0 (4CT )k(2m+|α|)(m!)2|α|!

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥2

L2(C(β))

≤ ε

2

∑

m∈N, α∈Nn

(γT )k(2m+|α|)

Tγc
m+|α|
0 (4CT )k(2m+|α|)(m!)2|α|!

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥2

L2([0,Tγ ]×Rn)

≤ ε

2

∑

m∈N, α∈Nn

1

42m+|α|
‖g‖2L2(Rn) ≤ ε‖g‖2L2(Rn).

⊲ Step 4: Estimates for the good cylinders. It remains to estimate the first term in the
right-hand side of the inequality (6.14). To that end, we will use Proposition 6.2. This
step is the most technical part of the paper. In order to alleviate the writing, we denote by
Cn a positive constant depending only on the dimension n, and whose value may change
from a line to an other. Let C(β) be a good cylinder. As a first step, we establish that
there exists a positive constant Cn > 0 such that for all m ≥ 0 and α ∈ Nn,

(6.17)
∥∥∂m

t ∂α
x (U(T, ·)g)

∥∥2

L∞(C(β))
≤ 1

εrn

(
1 +

C2k
T

γ2kT 2(k−1)
+

r2Ck
T

γkT k

)n+1

C1+2m+|α|
n

×
(

Ck
T

γkT k−1

)2m(
r2Ck

T

γkT k

)|α|

(m!)2 |α|!
∥∥U(T, ·)g

∥∥2
L2(C(β))

.

To that end, we begin by noticing that since the cylinder C = (−1, 1) × B(0, 1) satisfies
the cone condition, the following Sobolev embedding holds, see e.g. [1] (Theorem 4.12),

W n+1,2(C) →֒ L∞(C).

This implies that there exists a positive constant Cn > 0 such that

∀u ∈ W n+1,2(C), ‖u‖L∞(C) ≤ Cn‖u‖Wn+1,2(C).
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It follows from this estimate and a change of variable that for all m ≥ 0, α ∈ N
n, and

T > 0,

∥∥∂m
t ∂α

x (U(T, Tγ(1 + ·)/2)g(β + r ·))
∥∥2
L∞(C)

≤ C2
n

∑

m̃+|α̃|≤n+1

∥∥∂m+m̃
t ∂α+α̃

x (U(T, Tγ(1 + ·)/2)g(β + r ·))
∥∥2
L2(C)

=
2C2

n

Tγrn

∑

m̃+|α̃|≤n+1

T 2(m+m̃)
γ r2|α+α̃|

∥∥∂m+m̃
t ∂α+α̃

x (U(T, ·)g)
∥∥2
L2(C(β))

≤ 2C2
n

Tγrn

∑

m̃+|α̃|≤n+1

T 2(m+m̃)r2|α+α̃|
∥∥∂m+m̃

t ∂α+α̃
x (U(T, ·)g)

∥∥2
L2(C(β))

,

where the the sums are taken over m̃ ∈ N and α̃ ∈ N
n. By using the definition (6.12) of

good cube, we deduce that there exists a new constant Cn,c,k ≥ 1 depending on n, c and
k such that for all m ≥ 0, α ∈ N

n, and T > 0,

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥2

L∞(C(β))
≤ 2C2

n

εTγrn

∑

m̃+|α̃|≤n+1

18Tγ T
2(m+m̃)r2|α+α̃|

× c
2(m+m̃+|α+α̃|)
0

(
4CT

γT

)k(2(m+m̃)+|α+α̃|)

((m+ m̃)!)2 |α+ α̃|!
∥∥U(T, ·)g

∥∥2
L2(C(β))

.

Using the fact that when m̃+ |α̃| ≤ n+ 1,

(m+ m̃)! |α+ α̃|! ≤ 2m+m̃+|α+α̃|m! m̃! |α|! |α̃|! ≤ 4n+1((n + 1)!)2 2m+|α|m! |α|!,

we deduce that there exists a new positive constant Cn > 0 such that the above estimates
rewrite in the following way

∥∥∂m
t ∂α

x (U(T, ·)g)
∥∥2

L∞(C(β))
≤ 1

εrn

( ∑

m̃+|α̃|≤n+1

(
Ck
T

γkT k−1

)2m̃(
r2Ck

T

γkT k

)|α̃|)
C1+2m+|α|
n

×
(

Ck
T

γkT k−1

)2m(
r2Ck

T

γkT k

)|α|

(m!)2 |α|!
∥∥U(T, ·)g

∥∥2
L2(C(β))

.

Moreover, the sum can be estimated as follows

∑

m̃+|α̃|≤n+1

(
Ck
T

γkT k−1

)2m̃(
r2Ck

T

γkT k

)|α̃|

≤ Cn

(
1 +

C2k
T

γ2kT 2(k−1)
+

r2Ck
T

γkT k

)n+1

.

This proves that the estimate (6.17) actually holds. Assuming that the function U(T, ·)g
is not identically equal to zero on the cylinder C(β), we define the function ϕ : (−1, 1) ×
B(0, 1) → C for all (u, z) ∈ (−1, 1) ×B(0, 1) by

(6.18) ϕ(u, z) =
εrn(U(T, Tγ(1 + u)/2)g)(β + rz)

Cn

(
1 +

C2k
T

γ2kT 2(k−1) +
r2Ck

T

γkT k

)n+1
‖U(T, ·)g‖L2(C(β))

.

It follows from (6.17) that the function ϕ satisfies the following estimates for all m ∈ N

and α ∈ N
n,

(6.19)
∥∥∂m

u ∂α
z ϕ

∥∥2
L∞((−1,1)×B(0,1))

≤
(

CnC
k
T

γkT k−1

)2m(
r2CnC

k
T

γkT k

)|α|

(m!)2 |α|!.
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Moreover, the L∞-norm of the function ϕ is also bounded from below as follows

‖ϕ‖L∞((−1,1)×B(0,1)) =
εrn‖U(T, ·)g‖L∞(C(β))

Cn

(
1 +

C2k
T

γ2kT 2(k−1) +
r2Ck

T

γkT k

)n+1
‖U(T, ·)g‖L2(C(β))

(6.20)

≥ εrn

Cn

(
1 +

C2k
T

γ2kT 2(k−1) +
r2Ck

T

γkT k

)n+1√
LebC(β)

=: t.

Notice that considering ε0 = ε0,n,γ,r,T > 0 defined in (6.2), we get that 0 < t ≤ 1 provided
0 < ε ≤ ε0. This is due to the fact that by definition of t,

0 < t =
εrn

Cn

(
1 +

C2k
T

γ2kT 2(k−1) +
r2Ck

T

γkT k

)n+1√
LebC(β)

≤ εrn/2

Cn

√
TγV1

.

Let us now define the following measurable set

E =
{
(u, z) ∈ (−1, 1) ×B(0, 1) : (Tγ(1 + u)/2, β + rz) ∈ Ω

}
.

We deduce from (6.8) that the measure of E satisfies

(6.21) LebE =
Leb

(
Ω ∩ C(β)

)

(Tγ/2)rn
≥ (γ/2)TVr

(Tγ/2)rn
=

γ

2− γ
2V1, with

γ

2− γ
∈ (0, 1].

As a consequence of (6.19), (6.21) and Proposition 6.2 applied to the function ϕ, there
exists a positive constant Kn ≥ 1 only depending on the dimension n, such that

‖ϕ‖2L2((−1,1)×B(0,1)) ≤
(
Kn(2− γ)

γ

)Kn((1−log t)eKnA+B2)

‖ϕ‖2L2(E),

where 0 < t ≤ 1 is the one appearing in (6.20), and where we set

A =
CnC

k
T

γkT k−1
and B =

(
r2CnC

k
T

γkT k

)1/2

.

Up to slightly modifying the positive constant Kn, the above estimate can be rewritten in
the following form

(6.22) ‖ϕ‖2L2((−1,1)×B(0,1)) ≤
(
Kn(2− γ)

γ

)KnC

‖ϕ‖2L2(E),

where the positive constant C = Cε,γ,r,k,T > 0 is given by (6.3). By changing variables, it
directly follows from the definition (6.18) of the function ϕ and the estimate (6.22) that

(6.23)
∥∥U(T, ·)g

∥∥2
L2(C(β))

≤
(
Kn(2− γ)

γ

)KnC∥∥U(T, ·)g
∥∥2
L2(Ω∩C(β))

.

This inequality also holds when the function U(T, ·)g is identically equal to zero on the
cylinder C(β). By summing over all the good cylinders, we therefore deduce from (6.11)
and (6.23) that

∑

g.c.

∥∥U(T, ·)g
∥∥2
L2(C(β))

≤ 9

(
Kn(2− γ)

γ

)KnC∥∥U(T, ·)g
∥∥2
L2(Ω∩∪g.c.C(β))

(6.24)

≤ 9

(
Kn(2− γ)

γ

)KnC∥∥U(T, ·)g
∥∥2
L2(Ω)

.

⊲ Step 5: End of the proof. Gathering the estimates (6.14), (6.16) and (6.24), and slightly
modifying the constant Kn, we obtain that for all g ∈ L2(Rn),

∥∥U(T, ·)g
∥∥2
L2([0,Tγ ]×Rn)

≤
(
Kn(2− γ)

γ

)KnC ˆ Tγ

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn).

This is the expected estimate. The proof of Theorem 6.1 is therefore now ended.
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7. Appendix

7.1. Weak observability. Let us begin this appendix by stating the cost-uniform approx-
imate null-controllability of the equation (EQt) in term of a weak observability estimate. In
this subsection, we keep using the notation U(T, t) to denote the Fourier multiplier (2.11).
Moreover, there is no particular assumption on the family (Qt)t∈R. The following result is
taken from the work [23], and its proof is given for the sake of completeness of the present
paper.

Proposition 7.1 (Lemma 3.4 in [23]). Given the time T > 0, the cost C > 0 and the

approximation rate ε > 0, the two following properties

∀f0 ∈ L2(Rn),∃h ∈ L2((0, T )× R
n),

1

C

ˆ T

0
‖h(t, ·)‖2L2(ω(t)) dt+

1

ε
‖f(T, ·)‖2L2(Rn) ≤ ‖f0‖2L2(Rn),

where f stands for the mild solution of the equation (EQt) with initial datum f0 and control

h, and

∀g ∈ L2(Rn),
∥∥U(T, 0)g

∥∥2
L2(Rn)

≤ C

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn),

are equivalent.

Proof. Consider T > 0, C > 0 and ε > 0. We first assume that for all f0 ∈ L2(Rn) there
exists a control h ∈ L2((0, T ) × R

n) such that

(7.1)
1

C

ˆ T

0
‖h(t, ·))‖2L2(ω(t)) dt+

1

ε
‖f(T, ·)‖2L2(Rn) ≤ ‖f0‖2L2(Rn).

Notice that the function f(T, ·) is given (by definition) by

f(T, ·) = U(T, 0)f0 +

ˆ T

0
U(T, t)(h(t, ·)1ω(t)) dt.

Let g ∈ L2(Rn). We deduce from the selfadjointness of the operators U(T, t) and the above
equality that for all f0 ∈ L2(Rn),

〈f0, U(T, 0)g〉L2(Rn) = 〈U(T, 0)f0, g〉L2(Rn)

= 〈f(T, ·), g〉L2(Rn) −
ˆ T

0

〈
U(T, t)(h(t, ·)1ω(t)), g

〉
L2(Rn)

dt

= 〈f(T, ·), g〉L2(Rn) −
ˆ T

0

〈
h(t, ·), U(T, t)g

〉
L2(ω(t))

dt.

Cauchy-Schwarz’ inequality in the space L2((0, T )×R
n)×L2(Rn) then implies that for all

f0 ∈ L2(Rn),

|〈f0, U(T, 0)g〉L2(Rn)|2 ≤
(
1

ε
‖f(T, ·)‖2L2(Rn) +

1

C

ˆ T

0
‖h(t, ·)‖2L2(ω(t)) dt

)

×
(
ε‖g‖2L2(Rn) + C

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt

)
.

By using the estimate (7.1) and by choosing f0 = U(T, 0)g, we therefore obtain the follow-
ing weak observability estimate for all g ∈ L2(Rn),

(7.2)
∥∥U(T, 0)g

∥∥2

L2(Rn)
≤ C

ˆ T

0

∥∥U(T, t)g
∥∥2
L2(ω(t))

dt+ ε‖g‖2L2(Rn).

Conversely, let us assume that the weak observability estimate (7.2) holds for all g ∈
L2(Rn). Considering a fixed f0 ∈ L2(Rn), we consider the following C1 convex functional
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J : L2(Rn) → R defined for all f ∈ L2(Rn) by

J(f) =
C

2

ˆ T

0

∥∥U(T, t)f
∥∥2
L2(ω(t))

dt+
ε

2
‖f‖2L2(Rn) +

〈
U(T, 0)f, f0

〉
L2(Rn)

.

The functional J is immediately coercive since we have from Cauchy-Schwarz’ inequality
that for all f ∈ L2(Rn),

J(f) ≥ ε

2
‖f‖2L2(Rn) − ‖f‖L2(Rn)‖f0‖L2(Rn).

As a consequence, there exists a function h0 ∈ L2(Rn) such that

J(h0) = min
f∈L2(Rn)

J(f).

In particular, we have

∇J(h0) = C

ˆ T

0
U(T, t)(1ω(t)U(T, t)h0) dt+ εh0 + U(T, 0)f0 = 0.

It follows from the above equality that the mild solution f of the equation (EQt) with the
control

h(t, ·) = CU(T, t)h0,

satisfies

f(T, ·) = U(T, 0)f0 +

ˆ T

0
U(T, t)(h(t, ·)1ω(t)) dt

= U(T, 0)f0 + C

ˆ T

0
U(T, t)(1ω(t)U(T, t)h0) dt = −εh0.

On the other hand, we have

(7.3) 〈∇J(h0), h0〉L2(Rn) = C

ˆ T

0
‖U(T, t)h0‖2L2(ω(t)) dt

+ ε‖h0‖2L2(Rn) + 〈h0, U(T, 0)f0〉L2(Rn) = 0.

This implies that

1

C

ˆ T

0
‖h(t, ·)‖2L2(ω(t)) dt+

1

ε
‖f(T, ·)‖2L2(Rn) = −

〈
U(T, 0)h0, f0

〉
L2(Rn)

≤ ‖U(T, 0)h0‖L2(Rn)‖f0‖L2(Rn).

It only remains to estimate the term ‖U(T, 0)h0‖L2(Rn). We deduce from the weak observ-
ability estimate (7.2), the equality (7.3) and Cauchy-Schwarz’ inequality that

‖U(T, 0)h0‖2L2(Rn) ≤ C

ˆ T

0

∥∥U(T, t)h0
∥∥2
L2(ω(t))

dt+ ε‖h0‖2L2(Rn)

= −〈U(T, 0)h0, f0〉L2(Rn) ≤ ‖U(T, 0)h0‖L2(Rn)‖f0‖L2(Rn).

We therefore deduce that

‖U(T, 0)h0‖L2(Rn) ≤ ‖f0‖L2(Rn).

This ends the proof of Proposition 7.1. �
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7.2. Unique continuation. In this second subsection, we give the proof of Proposition
6.2, which was key in the proof of Theorem 6.1 in Section 6. To that end, we will rely
on the following multidimensional version of a theorem by Nazarov-Sodin-Volberg [24]
(Theorem B), proven by the second author in the work [21].

Proposition 7.2. [21, Example 5.11] Let A ≥ 1 be a positive constant, R > 0 be a

radius, d ≥ 1 be a dimension, 0 < t ≤ 1 be a rate, 0 < s ≤ 1 be a positive real number

and 0 < γ ≤ 1 be another rate. We also consider E ⊂ B(0, R) ⊂ R
d a measurable set

such that LebE ≥ γVR. Then, there exists a constant Cs,d,A,R,t ≥ 1 such that for all

f ∈ C∞(B(0, R)) satisfying

‖f‖L∞(B(0,R)) ≥ t,

and

∀α ∈ N
n, ‖∂α

x f‖L∞(B(0,R)) ≤ A|α| (|α|!)s,
the following estimate holds

‖f‖2L∞(B(0,R)) ≤ Cs,d,A,R,t ‖f‖2L∞(E).

Moreover:

. When 0 < s < 1, there exists a constant Ks,d ≥ 1, only depending on s and d, such that

Cs,d,A,R,t ≤
(
Ks,d

γ

)Ks,d(1−log t+(AR)
1

1−s )

.

. When s = 1, there exists a constant Kd ≥ 1, only depending on d, such that

C1,d,A,R,t ≤
(
Kd

γ

)Kd(1−log t)eKdRA

.

Let us now begin the proof of Proposition 6.2. In order to establish the estimate (6.6),
we follow the strategy implemented by B. Jaye and M. Mitkovski in the work [14]. Before
getting into the heart of the proof, notice that the assumption (6.5) implies that the
function f and all its derivatives are Lipschitz, so the estimates (6.4) and (6.5) can be

extended on the compact set [−1, 1] ×B(0, 1).

⊲ Step 1: Unique continuation in time. The first step consists in applying Proposition
7.2 with respect to the time variable. Precisely, we will apply this result to the function
u ∈ I 7→ f(u, x0), where x0 ∈ B(0, 1) will be chosen in a while, and the set I ⊂ (−1, 1) is
defined by

I =
{
u ∈ (−1, 1) : LebEu ≥ γ

2
V1

}
,

where the sets Eu are given for all u ∈ (−1, 1) by

Eu =
{
x ∈ B(0, 1) : (u, x) ∈ E

}
.

We first notice that Leb I ≥ γ. Indeed, we deduce from the assumption on E that

2γV1 ≤ LebE =

ˆ 1

−1
LebEu du

=

ˆ

I
LebEu du+

ˆ

(−1,1)\I
LebEu du ≤ (Leb I + γ)V1.

Moreover, the function f being continuous, we can now consider (u0, x0) ∈ [−1, 1]×B(0, 1)
such that

|f(u0, x0)| = ‖f‖L∞([−1,1]×B(0,1)).

Noticing from (6.4) and (6.5) respectively that the function u ∈ I 7→ f(u, x0) satisfies

‖f(·, x0)‖L∞(−1,1) ≥ |f(u0, x0)| = ‖f‖L∞([−1,1]×B(0,1)) ≥ t,

and
∀m ≥ 0, ‖∂m

u f(·, x0)‖L∞(−1,1) ≤ ‖∂m
u f‖L∞((−1,1)×B(0,1)) ≤ Amm!,
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we deduce from Proposition 7.2 that there exists a positive constant K1 ≥ 1 such that

(7.4) ‖f(·, x0)‖L∞(−1,1) ≤
(
K1

γ

)K1(1−log t)eK1A

‖f(·, x0)‖L∞(I).

⊲ Step 2: Unique continuation in space. The second step consists in applying Proposition
7.2 to the function x ∈ B(0, 1) 7→ f(u1, x), where u1 ∈ I is defined in the following way:
fixing ε > 0, we consider u1 ∈ I satisfying

|f(u1, x0)| ≥ ‖f(·, x0)‖L∞(I) − ε.

On the one hand, we get from the above inequality and (7.4) that

(7.5) ‖f(u1, ·)‖L∞(B(0,1)) ≥ |f(u1, x0)| ≥ ‖f(·, x0)‖L∞(I) − ε ≥ tε,

where we set

tε =

(
K1

γ

)−K1(1−log t)eK1A

t− ε.

We assume that 0 < ε ≪ 1 is small enough so that 0 < tε ≤ 1. On the other hand, it
follows from (6.5) that the function f(u1, ·) enjoys the following regularity

∀α ∈ N
n, ‖∂α

x f(u1, ·)‖L∞(B(0,1)) ≤ ‖∂m
u ∂α

x f‖L∞((−1,1)×B(0,1)) ≤ B|α| (|α|!)s.
Moreover, since u1 ∈ I, we have LebEu1 ≥ γV1/2 by definition of the set I, and Proposi-
tion 7.2 gives the existence of a positive constant Kn ≥ 1 such that

‖f(u1, ·)‖L∞(B(0,1)) ≤
(
Kn

γ

)Kn(1−log tε+B
1

1−s )

‖f(u1, ·)‖L∞(Eu1)
(7.6)

≤
(
Kn

γ

)Kn(1−log tε+B
1

1−s )

‖f‖L∞(E).

⊲ Step 3: Unique continuation in time and space. We now gather the two estimates
established in the two first steps. We deduce from (7.4), (7.5) and (7.6) that

‖f‖L∞((−1,1)×B(0,1)) ≤
(
K1

γ

)K1(1−log t)eK1A

‖f(·, x0)‖L∞(I)

≤
(
K1

γ

)K1(1−log t)eK1A

(‖f(u1, ·)‖L∞(B(0,1)) + ε)

≤
(
K1

γ

)K1(1−log t)eK1A((
Kn

γ

)Kn(1−log tε+B
1

1−s )

‖f‖L∞(E) + ε

)
.

By letting ε tend to 0+ and noticing that

0 ≤ 1− log t0 = 1− log

((
K1

γ

)−K1(1−log t)eK1A

t

)

= 1− log t+K1(1− log t)eK1A log

(
K1

γ

)

≤ (1− log t)eK1A +K1(logK1)(1− log t)eK1A,

it follows that there exists a new positive constant K1,n ≥ 1 such that

(7.7) ‖f‖L∞((−1,1)×B(0,1)) ≤
(
K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s )

‖f‖L∞(E).
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⊲ Step 4: From the L∞-norm to the L2-norm. In this last step, we check that the L∞-norm
can be replaced by the L2-norm in the estimate (7.7). To that end, we consider

Ẽ =

{
(u, x) ∈ E : |f(u, x)| ≤ 2

LebE

ˆ

E
|f |

}
.

It follows from the definition of Ẽ that

2Leb(E \ Ẽ)

LebE

ˆ

E
|f | ≤

ˆ

E\Ẽ
|f | ≤

ˆ

E
|f |.

If
´

E |f | 6= 0, we deduce that

2Leb(E \ Ẽ)

LebE
≤ 1,

and as a consequence,

Leb Ẽ ≥ LebE

2
.

In the case where
´

E |f | = 0, we deduce that Leb Ẽ = LebE and the above estimate holds

as well. It follows that (7.7) also holds when E is replaced by Ẽ and γ replaced by γ/2.
We therefore obtain that

‖f‖L∞((−1,1)×B(0,1)) ≤
(2K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s )
‖f‖L∞(Ẽ).

As a consequence of Cauchy-Schwarz’s inequality, the L2-norm of the function f is bounded
in the following way

‖f‖L2((−1,1)×B(0,1)) ≤ Leb((−1, 1) ×B(0, 1))1/2‖f‖L∞((−1,1)×B(0,1))

≤ Leb((−1, 1) ×B(0, 1))1/2
(
2K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s )

‖f‖L∞(Ẽ)

≤ 2Leb((−1, 1) ×B(0, 1))1/2

LebE

(
2K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s ) ˆ

E
|f |

≤ 2Leb((−1, 1) ×B(0, 1))1/2

(LebE)1/2

(
2K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s )

‖f‖L2(E).

Moreover, it follows from the assumption LebE ≥ 2γV1 that

2Leb((−1, 1) ×B(0, 1))1/2

(LebE)1/2
=

2(2V1)
1/2

(LebE)1/2
≤ 2

γ1/2
≤ 2

γ
.

Therefore, by slightly modifying the constant K1,n, we obtain that

‖f‖L2((−1,1)×B(0,1)) ≤
(
K1,n

γ

)K1,n((1−log t)eK1,nA+B
1

1−s )

‖f‖L2(E).

This ends the proof of Proposition 6.2.
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