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The effect of polydispersity on foam permeability is investigated by numerical simulations. Foam structures are first generated by Laguerre tessellations via the Neper software, and relaxed to minimize the surface energy via the Surface Evolver software. The fluid flow and permeability are then calculated by means of pore-network simulations, by considering either fully open-cell foams or foams with randomly-selected closed windows. Different configurations of window aperture are used, including identical window aperture size, identical window aperture ratio, or random window aperture ratio. The main results are obtained for the case of foams having identical and uniform window aperture ratios. For such foams and at constant mean pore size, foam permeability is found to strongly increase with the polydispersity degree. The numerical results are employed to discuss the validity of the mean pressure field assumption used to calculate the foam permeability, the effect of small pores, and the definition of an equivalent Kelvin foam size. We show that as long as the fluctuations of the window aperture ratio remain low, foam permeability can be estimated by using the mean pressure field hypothesis. The weak effect of small pores on permeability is related to their small contribution to the overall fluid volume fraction. Finally, various estimations of the equivalent Kelvin foam size based on pore-size distribution are proposed.


I. INTRODUCTION

Liquid foam microstructure is made of membranes (also called films for liquid foams), ligaments or Plateau’s borders (junction of three membranes), and vertices or nodes (junction of four ligaments). Solid foam microstructures inherit some properties of the original liquid foam microstructure (Fig. 1). In particular, the pore-size distribution and pore position in the solid foam are similar to the bubble size distribution and bubble position in the liquid foam (if coalescence and ripening stay limited). Whereas membranes are necessary closed in liquid foam, they can be open or totally absent in solid foam [Fig. 1(b)], hence allowing for the foam pores to be connected through windows [the term “window” will refer to the surface where a membrane is located before its possible opening, Fig. 1(b)]. As soon as the fraction of open membrane exceeds a certain amount, called the percolation threshold, a fluid flow through the solid foam is possible. Therefore, these materials can be used in various applications, such as heat-exchanger, catalysts, filter, and acoustic insulator [1]. For such applications, the permeability is a key parameter to control and to ensure the efficiency of foam material. For example, in the context of sound absorption of monodisperse open-cell foam, it was shown that modeling transport properties such as permeability is a key step to find the optimal microstructures defined by the pore size and the porosity [2, 3]. However, foams can have various degrees of polydispersity [4, 5] and/or various membrane contents [6, 7]. Therefore, polydispersity and membrane content can be taken into account to search for new optimal foam microstructures.

Figure 1. Microscopy images revealing the microstructure of solid foam: (a) ligaments (or Plateau borders, struts) and vertices, (b) open or closed windows (toner particles are spread over the foam sample to highlight the membrane surfaces).
Different works have focused on the effects of morphological parameters—pore or strut diameter, porosity, specific surface area, window aperture size, etc.—on the permeability of monodisperse open-cell foams [11, 12]. The effects of partially or fully closed membranes separating neighboring pores on foam permeability have recently been investigated [10].

Different approaches for modeling foam permeability can be found in the literature. A first approach is based on the so-called Carman-Kozeny equation [11, 12]:

\[ K = C \frac{\phi^3}{(1-\phi)^2} d_e^2 \]

where \( d_e \) is the inverse of the specific surface area \( a_e \) (pore surface/solid volume), \( \phi \) is the porosity, and \( C \) is a dimensionless constant depending on the microstructure geometry. This equation was introduced to estimate the permeability of granular material. In the case of foam permeability, some alternative choices for the characteristic micro-structure length \( d_e \) have been proposed in the literature, such as the pore size or the hydraulic radius \( d_h = 4\phi/a_e \) (see Ref. [2] for a recent review). As \( C \) depends on the microstructure geometry, these approaches cannot give a full analytical formulation and require numerical calculations to elucidate the relationship between \( C \) and the microstructure geometry.

A second approach, especially relevant for foams having membranes [10] or for porous media having small constrictions connecting large pores [11, 13], was suggested by Despois and Mortensen [1]. In this approach, the fluid flow passing through constrictions is supposed to be governed by the difference of fluid pressures between interconnected pores. The relationship between fluid flow and pressure drop used by Despois and Mortensen is due to Sampson [14]. For monodisperse foam, the foam permeability can be fully derived by considering the symmetries of the periodic unit cell in the case of ordered foams [10], or by considering a mean pore in the case of disordered foams [13]. This approach gives a very accurate estimation of foam permeability in a large range of constriction sizes. Moreover, this approach is similar to the pore-network approach introduced by Fatt [15] to study the permeability of a network of tubes. The pore-network approach is also very useful to study the permeability of percolating porous media [16] and can be easily implemented in numerical calculations with low computational costs compared to other numerical methods (finite element, finite volume, boundary element). If the permeability of monodisperse and ordered foam has been extensively studied, then the permeability of polydisperse and disordered foams has received much less attention to date.

Due to the natural polydispersity of soil, the effects of polydispersity on the permeability of granular material have been studied in the past. Different equations for permeability can be found in the literature. For example, the Hazen formula [17], cited in numerous geotechnical textbooks [18-20], links the permeability \( K \) to an effective size \( D_{10} \): \( K = C_{Hazen} D_{10}^2 \) where \( C_{Hazen} \) is an empirical constant, and \( D_{10} \) is the grain size for which the mass of particles smaller than \( D_{10} \) is equal to ten percent of the total mass of particles. However, Hazen formula is not very accurate to predict the permeability of granular material [21], and formulations derived from the Carman-Kozeny formula give better predictions. Carrier [21] proposed the expression \( d_{eff} = (\sum x_i/d_i)^{-1} \) for the effective grain size to be used in the Carman-Kozeny formula instead of \( d_e \), where \( x_i \) is the mass fraction of particles having a size \( d_i \). These formulas suggest that the sizes, \( D_{10} \) and \( d_{eff} \), may be interpreted as the grain size of an equivalent monodisperse granular media for the permeability. With a similar approach, formulas for the permeability of polydisperse foams involving the pore size of an equivalent monodisperse foam could perhaps be derived.

In this paper, pore-network simulations are used to study the permeability of random polydisperse foams with various membrane contents in the case of high porosity (corresponding to the “dry foam limit” in liquid foam, i.e., ligaments are lines, vertices are points and porosity \( \phi \) is equal to 1). In the first section, we detail the pore-network method used for the calculation of permeability and the procedure used to generate numerical foam microstructures. Results concerning polydispersity degree and morphological parameters are presented in this section. The following section presents the results of pore-network simulations performed on both fully open cell foam samples and foam structure having a fraction of closed membranes. The last section is devoted to the discussion of various points regarding the permeability of open cell foam samples: (i) the estimation of the permeability by assuming a mean pressure field, (ii) the effect of small pores and (iii) the estimate of the size of the equivalent monodisperse foam for the permeability, i.e., the pore size of a monodisperse Kelvin foam having the same permeability as the polydisperse foam sample.

II. METHODS

A. Pore-network model for permeability

Because most of the pressure drop is located in the vicinity of the membrane aperture, a simplified calculation of the fluid flow based on the pore-network hypothesis is possible [10]. In this framework, a value of fluid pressure is associated with each pore and the flow between two connected pores is based on a local fluid flow conductance [Figs. 2(a) and (b)]. Therefore, in the pore-network model, the details of local velocity and pressure fluctuations within a single pore are not described in detail. In the case of circular aperture aperture \( r_{o,i} = d_{o,i}/2 \), the volume fluid flow rate \( q_i \) passing through the window aperture \( i \) depends on the pressure difference \( (P_{i2} - P_{i1}) \) and on a local fluid flow conductance \( G_i \), as established by Sampson [14]:

\[ q_{i2\rightarrow i1} = G_i (P_{i2} - P_{i1}) \quad \text{with} \quad G_i = \frac{r_{o,i}^3}{3\mu} \]

(1)
A macroscopic pressure difference $\Delta P_{\text{macro}}$, between upper and lower boundaries. When the pores are connected from top to bottom of the sample, the pressure in each pore can be calculated from the following matrix form equation:

$$[G][P] = [F],$$

where

- $[P]$ is the pressure vector for all pores;
- $[G]$ is the matrix of local conductances: $-\sum_n G_{mn}$ on the diagonal and $G_{mn}$ elsewhere;
- $[F]$ is a forcing vector containing zeros except for the components associated with the pores located on the upper and lower limits of the sample (the upper pores have lower pores as neighbors by periodicity and vice versa). For a boundary pore $m$, $F_m = \sum_{n, \text{lower}} G_{mn} \Delta P_{\text{macro}}$ if $m$ corresponds to an upper pore, while $F_m = -\sum_{n, \text{upper}} G_{mn} \Delta P_{\text{macro}}$ if the pore belongs to the lower boundary.

From the knowledge of pore pressures, the global flow rate $Q_z$ is equal to the sum of the local flow rates $q_i$ passing through the windows covering the rough surface associated with a cross-section $A(z)$ of area $A$ [see Fig. 2(a) for a definition of the “rough surface”]:

$$Q_z = \sum_{i=1}^{N_{p-A}} q_i = \sum_{i=1}^{N_{p-A}} G_i \Delta P_i,$$

where $\Delta P_i = P_{i+} - P_{i-}$ [where $i+$ and $i-$ refers to the pores associated with the window “i” with “i+” located above the cross-section and “i-” below, see Fig. 2(c)].

As the fluid is considered incompressible, the global flow rate $Q_z$ is the same for any rough surface, or any continuous surface of windows joining lateral faces and respecting the lateral periodicity. In our calculation, we use the upper limit of the samples: the pore $i-$ is an upper pore and the pore $i+$ is a lower pore rebuilt by periodicity.

Finally, the permeability $K_z$ is calculated as follows:

$$K_z = \mu \frac{Q_z}{A H},$$

where $\lambda = \frac{\Delta P}{H}$ and $H$ is the length of the sample in the direction of the macroscopic pressure gradient (equal to the spatial period in periodic structures). Note that for isotropic porous media: $K_x = K_y = K_z$.

From Eqs. (2)-(4), it appears that the macroscopic permeability $K$ depends on local conductances $G_i$ through the determination of the pressure field [Eq. (2)] and the global flow rate $Q_z$ [Eq. (3)]. It should be noticed that the effect of local conductances on the global flow rate is direct, whereas the effect on the pressure field is of the second order compared to that of the macroscopic pressure difference $\Delta P_{\text{macro}}$. For example, consider the case...
where the same coefficient $\alpha$ is applied to all local conductances (that is, $G_{i,j} = \alpha G_{i,0}$). From Eq. (2) and the expression of the forcing vector $[F]$, it appears that the local pressures are not modified ($P_{n,1} = P_{n,0}$), while the coefficient $\alpha$ applies to both the total flow rate and the permeability ($K_1 = \alpha K_0$).

The pore-network model with Sampson’s law has been successfully validated by comparing its predictions to numerical calculations on Kelvin structures and to experimental measurements performed on monodisperse foams \cite{10,13,22}. Pore-network models are usually considered to describe the conductivity through a network of tubes. In such a case, the local conductance is given by the Poiseuille law \cite{23,24}: $G_{\text{tube}} = \pi R_{i,i}^4 / (8 \mu t_{i,i})$, where $R_{i,i}$ and $t_{i,i}$ are the inner radii and the length of the tube $i$, respectively. In such a model, the distance between the connected pores corresponds to the length of the tubes. The pressure drop is uniformly distributed between the connected pores corresponding to the length of the tubes, whereas in foams, the pressure drop is located near the membrane aperture. In a foam structure, the distances between pores and the positions of pores are not explicitly present in the pore-network model. The input geometrical parameters of the pore-network model are the sizes of the membrane apertures and the structure of the pore network. This structure is specifically defined by knowing: (i) the indices of the pores associated with each window; (ii) if a window is inside the periodic structure or located on its boundary; (iii) which pore is inside or outside the periodic structure for a boundary window. Note that the connectivity of the pores in the network can be represented by a square matrix, called the adjacency matrix and denoted by $a_{ij}$, which is defined as follows \cite{23}: $a_{ij} = 1$ if the pores, $i$ and $j$, are neighbors, and 0 otherwise.

In Appendix A we present two alternative methods to calculate the permeability. The first approach follows from the definition of the permeability \cite{Eq. 1}, while the second is based on energetic consideration. Moreover, we introduce two macroscopic parameters on which permeability can depend, namely the volume density of pores, given by $\rho_p = N_p / V$, and the volume density of windows, $\rho_w = N_w / V$ with $V = A H$, the volume of the elementary structure. Note that the inverse of the cube root of the pore density is a good estimator of the mean distance between pores $⟨d_p⟩$. These methods lead to the following expressions for the permeability:

\begin{align*}
K_{\text{av}} &= \frac{\mu \rho_w}{\lambda} (G |\Delta P| z)_{\text{av}}, \quad (5) \\
K_e &= \frac{\mu \rho_w}{\lambda^2} (G |\Delta P|^2)_{w}, \quad (6)
\end{align*}

where $⟨⟩_{\text{av}} = \frac{1}{N} \sum_{i \in \text{av}}$ is the average over the windows. Our pore network simulations show that Eqs. (4), (5) and (6) lead to the same values of permeability. Because a term $\Delta z_i = z_{i+} - z_{i-}$ appears in Eq. (5), the positions of the pores seem to have a direct effect on permeability. This result, however, is in contradiction with the previous discussion and the form of Eq. (6). To check that permeability does not depend on the exact positions of the pore centroids (with a fixed structure of the pore network), we performed calculations by adding a random term to the position of the pores, and obtained results identical to the ones without the perturbations. However, it is important to note that the spatial distribution of pores leading to $\Delta z_i$, affects the permeability by its effect on the structure of the pore network.

For any window $i$, the pressure drop $\Delta P_i$ is proportional to $\Delta P_{\text{macro}}$. Moreover, increasing the number of pores (or the pore density $\rho_p$) by a factor $2^4$ will increase by a factor 2 the number of pressure drops when the fluid flows through the pore network. Therefore, the pressure drop can be written as $\Delta P_i = \lambda \rho_p^{-1/3} \Delta P_{\text{c}}$. Similarly to the pressure field $P$, the normalized pressure $\bar{P}$ depends on the structure of the network and the normalized local conductances $G_{i}/(G)_{w} = r_{a,i}/(r_{a,\text{w}})$. However, unlike $P$, $\bar{P}$ does not depend on the size of the elementary structure (while its size is larger than the size of the representative elementary volume). Combining these results with Eq. (6) yields to the following expression for the permeability:

\begin{equation}
K = \frac{\rho_w}{\rho_p} \left( \frac{\langle G \rangle_{w}}{\langle G angle_{w} F} \right), \quad (7)
\end{equation}

where $F = \langle r_{a}^3 (\Delta P)^2 \rangle_{w} / \langle r_{a}^3 \rangle_{w}$ is a dimensionless function depending on the structure of the network and the normalized local conductances $G_{i}/(G)_{w} = r_{a,i}/(r_{a,\text{w}})$. A similar reasoning can be used to derive the same kind of dimensionless function with Eq. (5), because $\Delta z_i / H$ is sensitive to the same size effects than the inverse of the number of pressure drops.

B. Numerical microstructure of random polydisperse foams

The process used to generate 3D periodic structures of random polydisperse foam is inspired by the work of Kraynik and co-authors \cite{25,29}. It involves two steps: (1) filling space with Laguerre polyhedra and (2) relaxing the Laguerre structures to satisfy Plateau’s laws and minimize surface area. The pore geometry evolves during the relaxation calculation: starting from polyhedra with flat faces and straight ligaments [Fig. 3(a)] to converge to pores with curved faces and ligaments [Fig. 3(b)]. Note that the pore-size distribution remains unchanged during the relaxation process, while the sphericity is deeply affected by the curvatures of interfaces, leading to a mean sphericity ($⟨\Psi⟩ \approx 0.91$) independent on the polydispersity degree (as shown previously by Kraynik et al. \cite{27} and illustrated in Fig. 4 for our relaxed foam samples). In this work, each step is based on the use of a specific powerful and free software: Neper software for the generation of periodic and isotropic Laguerre structures \cite{30} and Surface Evolver for the relaxation calculation \cite{31}. 
In the rest of this section, we first introduce some common parameters to Laguerre structures and to the relaxed ones. Then, we give some details concerning both calculation steps and present some results related to structural parameters involved in pore-network model.

**Microstructural parameters**

We define two microstructural parameters characterizing the pore size and the pore shape (compared to a sphere). The pore size is defined by a sphere equivalent diameter \( d_p \), which represents the diameter of a sphere having a volume equal to the pore volume \( V_p \). The pore shape is measured by the sphericity \( \Psi \), which is defined as the ratio of the surface area of a sphere having the same volume as the pore to the surface area \( S_p \) of the pore: 
\[
\Psi = \frac{(36\pi)^{1/3} V_p^{2/3}}{S_p}.
\]
The pore sphericity takes a maximal value equal to one for a spherical pore. For example, the sphericity is equal to 0.67 for a regular tetrahedron, 0.81 for a cube and 0.91 for a Kelvin structure (truncated octahedra). Moreover, we define the face size (or window size) as the diameter \( d_w \) of a circle having an area equal to the face area \( S_w \) (see Fig. 1): 
\[
d_w = 2r_w = (4S_w/\pi)^{0.5}.
\]
Note that the face surface area takes into account the curvature of the membrane in the relaxed structures.

From the pore-size distribution, different pore size averages can be defined based on the weighting of the mean. The calculation of these averages follows the general formula:
\[
d_{m,n} = \left( \frac{\sum_p d_p^m}{\sum_p d_p^n} \right)^{1/(m-n)}.
\]
In this paper, we will consider three different pore diameter averages: the number-weighted mean diameter \( d_{1,0} = \langle d_p \rangle \) (\( \langle \cdot \rangle \) denotes the number average), the volume/surface mean (Sauter) diameter \( d_{3,2} = \langle d_p^3 \rangle / \langle d_p^2 \rangle \), and the diameter of the sphere having a volume equal to the mean pore volume \( \langle V_p \rangle \), \( d_{3,0} = \langle d_p^3 \rangle^{1/3} \). It is worth mentioning that the size \( d_{3,0} \) is related to the pore density \( \rho_p \) through the relationship \( d_{3,0} = \left( \frac{1}{\rho_p} \right)^{-1/3} \) (with \( \phi = 1 \) in the "dry foam limit"), and that \( d_{3,0}/d_{1,0} \approx 1.0119C_d^2 - 0.0107C_d + 1 \) when the pore size follows a log-normal distribution.

To measure the polydispersity degree, we used the normalized standard deviation of pore sizes \( C_d \) defined as:
\[
C_d = \frac{\sigma_{d_p}}{d_{1,0}},
\]
where \( \sigma_{d_p} \) is the number-weighted standard deviation of pore sizes.  

Similarly, the pore sphericity is characterized by the number-weighted mean \( \langle \Psi \rangle \) and the standard deviation \( \sigma_{\Psi} \) value (or the pore sphericity variation coefficient \( C_{\Psi} = \sigma_{\Psi}/\langle \Psi \rangle \)).

**Polydisperse Laguerre structures**

Neper software uses the distributions of pore size \( d_p \) and sphericity \( \Psi \) as inputs (i.e., the probability distributions and the associated hyperparameters—typically a mean and a standard deviation—must be specified). Concerning the probability distribution, we use log-normal distributions for the pore size and the variable \( (1 - \Psi) \), so that highly polydisperse microstructures can be obtained. Different Laguerre structures were generated by changing the polydispersity parameter \( C_d \) with the mean pore size \( \langle d_p \rangle = d_{1,0} \) set to 1.0.

We have considered two ways to modify \( \langle \Psi \rangle \) and \( C_{\Psi} \) as the polydispersity parameter \( C_d \) changes: (1) in the first case ("path 1"), we considered known structures of foams, (2) in the second case ("path 2"), we consider Laguerre microstructures maximizing \( \langle \Psi \rangle \) for each polydispersity parameter \( C_d \). In the first case ("path 1"), we relied on known structures of foam samples: monodisperse foams and a highly polydisperse polyurethane foam sample (characterized by x-ray microtomography, see Ref. [32]).
The Surface Evolver is used to relax the Laguerre structures, i.e., to minimize the surface area (surface energy, see Appendix B for details) and to satisfy Plateau’s laws. Therefore, a significant fraction of small faces (or short edges) shrink to zero area (or zero length). All edges and faces smaller than $10^{-3}d_{1,0}$ for edges and $10^{-4}d_{1,0}^2$ for faces were removed to produce topological transitions favorable to surface-area minimization. Consequently, the relaxation process modifies the window size distribution as shown in Fig. 5: the large amount of polyhedra having very small faces observed in a Laguerre structure [Fig. 5(a)] is not present in the relaxed structure [Fig. 5(c)]. The relaxation process is time consuming, and its duration depends on the structure of the initial Laguerre samples: to few hours for low $C_d$ up to few weeks for high $C_d$ (with Surface Evolver running on eight processors). Moreover, the microstructure does not evolve linearly with the computation time: numerous topological transitions occur in the beginning of the calculation, and as the microstructure relaxes, an additional topological transition requires more computation time.

Structural parameters involved in pore-network model

The pore-network model emphasizes different structural effects on permeability, namely (1) effects of the pore network structure and (2) local conductance effects. Topological effects can be partly estimated via the number of neighboring pores $N_v$. It is an important parameter in the context of fluid flow through foam samples, particularly when they contain closed membranes. The mean number of neighboring pores $\langle N_v \rangle$ is an overall measure of the connectivity degree of pores and is useful to monitor the evolution of the pore network structure. The evolution of the distribution of $N_v$, with the polydispersity degree is given in Appendix B but global
Concerning the second structural effect, the local conductance depends on the window aperture size, which is always less than or equal to the window size: \( G_w = r_w^3/3\mu \leq r_o^3/3\mu = d_{1,0}^3/24\mu \). Since window aperture is left undefined at this stage, we focus on the effect of polydispersity on \( \langle d_o^3 \rangle \) below. As shown in Fig. 7, \( \langle d_w^3 \rangle / d_{1,0}^3 \) significantly increases together with the polydispersity degree. The relationships between \( \langle d_o^3 \rangle / d_{1,0}^3 \) and \( C_d \) are similar for all foam structures except for Laguerre structures “path 1”. At a constant mean pore size \( d_{1,0} \), we finally get as a consequence that the mean local conductance must significantly increase with the foam polydispersity (if the aperture size \( r_o \) evolves as \( d_w \)). In fact, the evolution of \( \langle r_w^3 \rangle \) with \( C_d \) is similar to that of \( d_{3,0} \) since the ratio \( \langle r_w^3 \rangle / d_{3,0}^3 \) is almost constant in the whole range of \( C_d \): \( \langle r_w^3 \rangle / d_{3,0}^3 = 0.0244 \pm 0.010 \) for relaxed structures, and \( 0.0265 \pm 0.025 \) for Laguerre structures.

Additional results concerning foam microstructure are given in Appendix B.

III. PORE-NETWORK RESULTS

A. Permeability of polydisperse open-cell foam

In this section, we pay attention to fully open-cell polydisperse foams (i.e., the membranes separating neighbor-
ing pores in Laguerre or relaxed structure have holes). Three cases are specifically considered for the permeability calculations by pore-network simulations: (1) all windows are open with an identical aperture size \( r_o \) proportional to the mean pore size \( d_{1.o} \): \( r_{o,i} = r_o \) regardless of the window \( i \) and the polydispersity degree \( C_d \) (we arbitrarily chose \( r_o = 3^{1/3}d_{1.o} \) which does not matter if the values of permeability are normalized by \( \mu G_o/d_{1.o} \)); (2) all windows have an identical aperture ratio \( t_o \) \( (t_{o,i} = t_o \) whatever the window \( i \) and whatever the polydispersity degree \( C_d \)) where \( t_o = \sqrt{S_o/S_w} = r_o/r_w \) with \( S_o \) the area of the window aperture, \( S_w \) the total area of the window, and \( r_w = d_w/2 \) the equivalent window radius; (3) the aperture ratios of windows \( t_{o,i} \) are drawn randomly, according to a uniform law on the interval \([0.5 - \Delta t_o, 0.5 + \Delta t_o]\), where \( \Delta t_o \) varies between 0.01 and 0.49. Consequently, \( (t_o) = 0.5 \) and the standard deviation of \( t_o \) is equal to \( \Delta t_o/3^{0.5} \). In the third case, calculations were repeated on 40 independent realizations and averaged.

The first case \( \text{“} r_o \text{cst} \text{”} \) focuses on topological disorder because, at constant mean pore size \( d_{1.o} \), all local conductances \( G_i \) where equal to \( G_o = \frac{1}{3}\pi r_o^3 \), regardless of the window and the polydispersity degree \( C_d \). This case is addressed more for theoretical reasons than for practical purposes, because it would be correspond to cases where the aperture sizes would be lower than the smallest pores (leading to very low permeability material in highly polydisperse structures). The second case \( \text{“} t_o \text{cst} \text{”} \) combines both topological disorder and window size fluctuations (two disorder sources which are correlated since coming from the foam morphology). As the window size fluctuates, the local conductances \( G_i \) are different for each window: \( G_i = t_o^{3}r_{o,i}^3/(3\pi) \). This case is of practical interest because there are some experimental evidences suggesting that real foams tend to satisfy this hypothesis \[27\].

The third case \( \text{“} t_o \text{cst} \text{”} \) random introduces a random variable to the aperture rate as expected for real foams. It emphasizes the effect of the window size fluctuations on local conductances: \( G_i = t_o^{3}r_{o,i}^3/(3\pi) \) where \( t_{o,i} \) and \( r_{o,i} \) are independent random variables.

Note that the cases, \( \text{“} r_o \text{cst} \text{”} \) and \( \text{“} t_o \text{cst} \text{”} \), were previously considered for the permeability calculation of ordered Kelvin foam in Refs. \[10, 22\]. In such foam structures, symmetries of the periodic unit cell simplifies the problem resolution and analytical formulas can be derived (in the “dry foam limit”):

\[
K = 4\left(\frac{3}{\pi}\right)^{1/3}\frac{\mu G_o}{d_{1.o}^3}, \quad \text{for “} r_o \text{cst} \text{”,} \quad (10)
\]

\[
K = c_K d_{1.o}^2, \quad \text{for “} t_o \text{cst} \text{”,} \quad (11)
\]

where \( c_K \approx 0.0283 \).

The evolution of the permeability as a function of the polydispersity degree \( C_d \) for the case of a constant aperture size \( \text{“} r_o \text{cst} \text{”} \) and a constant aperture ratio \( \text{“} t_o \text{cst} \text{”} \) is plotted in Fig. 8. Foam permeabilities of low polydispersity degree are well described by the formulas obtained for Kelvin foam for both cases [Eqs. (10) and (11)]. The case of constant aperture size \( \text{“} r_o \text{cst} \text{”} \) gives a decreasing trend of permeability with the polydispersity degree \( C_d \) (at \( d_{1.o} \) and \( G_o \) constant), while the permeability increases strongly for the case of constant aperture ratio \( t_o \) (at \( d_{1.o} \) constant). We recall that the local conductances are constant in the case of constant aperture size while they increase with the polydispersity degree in the case of constant aperture ratio. The increase of permeability with polydispersity has been shown by Skibinski et al. \[37\] with permeability measurements on model open-cell foams without membrane. Besides, the fact that increasing the variation coefficient of window sizes increases the permeability was also found in Westhoff et al. \[38\]. As shown in Sec. \[11\] different morphological parameters \( \langle N_w \rangle, \langle G \rangle_w, \rho_p, \rho_w, \text{ and } C_N \) evolve as the polydispersity degree changes. To distinguish their various contributions to the permeability, we introduced previously (Sec. \[1A\]) the dimensionless function \( F = K\rho_p^{2/3}/\langle \rho_w \langle G \rangle_w \rangle \). This function allows us to separate the effects of (1) both the relative fluctuations of local conductances and the structure evolution from (2)
the effects of the evolution of the macroscopic (or mean) parameters \((\rho_w, \rho_o, \langle N_v \rangle, \langle G \rangle_w)\). The permeability \(K\) depends on the whole effects, whereas \(F\) depends only on the former (1). Figure 9(a) shows the evolution of \(F\) as a function of the polydispersity degree \(C_d\). With this representation, the normalized permeability \(F\) increases with the polydispersity degree \(C_d\) for both cases “\(r_o\) cst” and “\(r_o\) var.” The function \(F\) is especially interesting in the case of constant aperture size (“\(r_o\) cst”), because it is expected that the function depends only on parameters describing the pore-network structure (such as \(\langle N_v \rangle\) or \(C_{N_v}\)). In the next section, we will consider the parameter \(\langle N_v \rangle / (\langle N_v^2 \rangle - \langle N_v \rangle)\) to build an approximate expression for the percolation threshold. In Fig. 9(b), we show that we obtain a master curve \(F(\langle N_v \rangle / (\langle N_v^2 \rangle - \langle N_v \rangle))\) with all data obtained for the case of constant aperture size (“\(r_o\) cst”).

The effect of a random variation of \(r_o\) on the permeability is shown in Fig. 10 for structures having various polydispersity degree \(C_d\). For all polydispersity degrees, the permeability increases with \(\Delta t_{o0}/\langle t_o \rangle\), although the effect is more pronounced when the polydispersity is low. As for the case “\(r_o\) cst”, the increase of permeability with \(\Delta t_{o0}/\langle t_o \rangle\) is an effect of the increase of the mean local conductance. Indeed, as \(t_o\) is randomly chosen, the mean local conductance \(\langle G \rangle\) is proportional to \((t_o^2/d_{w}^3) = \langle t_o^3 \rangle \langle d_w^3 \rangle = \langle t_o \rangle^3 \left(1 + (\Delta t_{o0}/\langle t_o \rangle)^2 \right) \langle d_w^3 \rangle\). If the permeability were simply deduced from mean local conductance, then one would expect the permeability to increase as \(1 + (\Delta t_{o0}/\langle t_o \rangle)^2\) and regardless of polydispersity degree. Figure 10 shows that the increase is less important than the one predicted by this simple expression. Actually, the fact that the mean local conductance \(\langle G \rangle\) is inappropriate to calculate the foam permeability is perfectly known for monodisperse and ordered foam as shown in Ref. 10. In this case, the foam permeability is deduced from an effective local conductance which can be estimated by a specific averaging method given by Kirkpatrick 10 and not by the arithmetic average. However, this averaging method, effective for topologically ordered structures (\(N_v\) constant), is not appropriate for polydispersity structures.

### B. Effect of closed windows

In this section, we present results concerning the effect of non-perforated membranes that close windows and prevent flow between neighboring pores from occurring. For each foam sample, a fraction of windows is closed with a random spatial distribution over the foam sample. The remaining windows are open either with the same aperture size “\(r_o\) cst” or with the same aperture ratio “\(t_o\) cst”. The fraction of open windows is denoted \(x_{w,c}\). To reduce the effects of the sample size, our nu-
Figure 11. Effect of open window fraction $x_{op}$ and polydispersity degree $C_d$ on: (a) open porosity $R_{op}$ (defined as the ratio of the volume of the pores belonging to the percolating pore network to the volume of all the pores), and dimensionless permeability $K(x_o)/K(1)$ for (b) “r.cst” and (c) “t.cst”.

In panel (c), the dashed line corresponds to the case “r.cst” with low polydispersity and highlights the effect of the local conductance dispersion on the curve shape. Inset in panel (a) shows the percolation threshold calculated from Eq. (13) (full line) and the one estimated from pore-network results, $\alpha_{p,PN}$ against the parameter $(N_o)/(\langle N_o^2 \rangle - \langle N_o \rangle)$. And, the dashed line is $0.865 X + 0.033$ with $X$ = the abscissa.

As shown in Ref. [10] for ordered monodisperse structures, foams containing both open and closed windows can be subjected to percolation phenomena. Fig. 11(a) shows that the pore space is closed (zero open porosity) until the fraction of open windows exceeds a value $x_{p}$, called the percolation threshold. For the foam structures considered in this work, the percolation threshold is around 0.1 and slightly decreases as the polydispersity degree increases (see Fig. 11(a) and the corresponding inset). This effect of polydispersity on the percolation threshold could be interpreted as the effect of large pores producing shortcuts in the random walk through the pore-network. Shortcuts then reduce the number of steps required to cross the sample. We have calculated the minimal number of pressure drops (or the minimal number of steps from pore to pore) required to connect each pore to its one-period-translated counterpart. This calculation is performed by using the property of the adjacency matrix (the term $i,j$ of the $k$th power of $a_{ij}$ is non zero if a path having $k$ steps links pore $i$ to pore $j$). Fig. 12 shows the mean number of drops $n_{drop}$ between pores and their translated counterparts. For a low polydispersity degree, the mean number of pressure drops $n_{drop}$ is between the mean number obtained with a Kelvin structure ($n_{drop}/N_p^{1/3} = 1/2^{1/3} \approx 0.79$) and that obtained with a Weaire Phelan structure ($n_{drop}/N_p^{1/3} = 1$). When the polydispersity degree increases, the number of steps to join two points separated by a period decreases. Rigorously, this parameter applies for open-cell structures but the cluster of pores that forms during the percolation process can benefit from the existence of shortcuts (to progress more quickly). Now, we turn our interest into the estimation of the percolation threshold. For ordered networks (3D lattices) for which $N_o$ is constant, Galam and Mauger [39] found an approximate formula linking $x_p$ to $N_o$: $x_{p,GM} = 0.754 \left[ \frac{2}{7} (N_o - 1) \right]^{-0.3346}$. This expression predicts that the percolation threshold decreases as $N_o$ increases, but our results [Figs. 6 and 11(a)] show a contrary trend between the number of neighboring pores $\langle N_o \rangle$ and $x_p$. In tree-like networks where loops can be neglected [25, 40, 41] (i.e., there is an unique path linking any two nodes or pores), the percolation threshold is given by:
\[ x_{p,t} = \frac{\langle N_v \rangle}{(N_v^2) - \langle N_v \rangle} = \frac{1}{\langle N_v \rangle (1 + C_{N_v}^2) - 1}. \quad (12) \]

When applied to ordered networks (such as the structure of an ordered monodisperse foam), Eq. (12) yields \( x_{p,t} = (N_v - 1)^{-1} \) and leads to underestimate the percolation threshold \( x_{p,t} = 1.101 [N_v - 1]^{0.9654} > 1 \). Note that for ordered networks, the percolation threshold can be written as: \( x_{p,G/M} = 0.754 \left[ \frac{1}{2} x_{p,t} \right]^{0.9346} \). Extend this relationship to the case of polydisperse structures leads to:

\[ x_p \approx 0.754 \left[ \frac{3}{2} \left( \frac{\langle N_v \rangle}{(N_v^2) - \langle N_v \rangle} \right) \right]^{0.9346}. \quad (13) \]

Inset of Fig. 11(a) shows that this approximation underestimates the percolation thresholds when the polydispersity degree increases. A linear relationship between \( x_p \) and the structural parameter \( \langle N_v \rangle / ((N_v^2) - \langle N_v \rangle) \) could be more appropriate. However, it is worth mentioning that our simulations are performed on structures that are too small to determine an accurate value of the percolation threshold [12].

Other expressions for the percolation threshold have been suggested in literature [10] [43]. For example, the percolation threshold can be approximated by the largest eigenvalue of the adjacency matrix or a matrix combining the adjacency matrix and the degree matrix (which is a diagonal matrix whose elements are equal to the degree of the nodes, i.e. the number of neighboring pores). In some circumstances [11], these estimators can be more accurate than the naive estimator \( x_{p,t} \). Alternatively, in fractured porous media, percolation threshold expressions can be derived from the concept of “excluded volume”[44]. In such porous media, it is shown that the number of fractures per excluded volume controls the percolation [45].

In the case “r cst”, the permeability \( K \) exhibits a linear dependence on the fraction of open windows \( x_{ow} \) (except for \( x_{ow} \) close to the percolation threshold \( x_p \)). This result is in good agreement with the behavior of ordered lattice networks. Indeed, in ordered lattice networks, if the fraction of open windows \( x_{ow} \) is not too close the percolation threshold \( (x_{ow} > 3/N_v) \), the permeability \( K(x_{ow}) \) is well predicted by the effective medium approximation (EMA) [10]: \( K(x_{ow}) / K(1) = (x_{ow} - x') / (1 - x') \) with \( x' = 2/N_v \). However, this relationship predicts an effect of the pore-network structure through the term \( x' \). But, our pore-network simulations show that the relationship between \( K \) and \( x_{ow} \) is almost independent on the polydispersity degree \( C_d \). This result could be interpreted by invoking two phenomena having opposite effects on permeability. (1) The first one involves the effect of disorder on the percolation threshold. As the percolation threshold decreases when the polydispersity degree increases, it can be expected, at fraction of open windows constant, that the permeability is all the higher as the polydispersity degree is high. (2) However, it is observed in ordered structure that a decrease of the connectivity degree reduces permeability. Therefore, the decrease of \( \langle N_v \rangle \) when the polydispersity degree increases should also contribute to reduce the permeability.

Concerning the case “t cst”, the permeability depends not only on \( x_{ow} \) but also on the polydispersity \( C_d \) as shown on Fig. 11(c). In ordered foams, the dispersion of local conductances induces a reduction of ratios \( K(x_{ow}) / K(1) \), and the effect is more pronounced when the dispersion is important [10]. This effect is shown on Fig. 11(c) by comparing the both curves “t cst” and “r cst” at low \( C_d \). This effect, observed for low polydispersity, is enhanced when the polydispersity degree increases because the dispersion of local conductances increases in the same time.

IV. DISCUSSIONS

In this section, we discuss various points regarding the permeability of fully open-cell polydisperse foams. First, the use of the mean pressure field assumption to calculate the foam permeability is discussed. Then, we specifically address two main questions associated with the case “t cst”: how do small pores contribute to permeability? Is it possible to define a Kelvin foam equivalent size from the pore-size distribution, i.e. to determine the pore size of a foam having a Kelvin structure and exhibiting the same permeability as the original polydisperse foam?

A. Mean pressure field approximation

As shown in Sec. IIIA the permeability can be calculated from expressions depending on the pressure difference \( \Delta P \) associated with each window [see Eqs. (A2) and (A6)]. Consequently, the accuracy of the permeability prediction depends on the accuracy of the pressure field prediction. The most simple way to estimate the pore pressure is to consider the mean pressure field approximation for which the pressure of a pore located to the position \( z \) is equal to \( \lambda z + \text{cst} \). We introduce the random fluctuations \( P^*_w \) of pressure around the mean pressure field and write \( P_i = \lambda z + P^*_w + \text{cst} \). Therefore, the pressure drop \( \Delta P_i = P_i^+ - P_i^- \) associated with the window “i” is equal to: \( \Delta P_i = \lambda \Delta z_i + \Delta P^*_i \) where \( \Delta z_i = z_i^+ - z_i^- > 0 \) [see Fig. 2(c)]. Figure 13(a) shows the evolution of the distribution of \( \Delta P^*_w / (\lambda d_{3,0}) \) for various polydispersity degree \( C_d \). It is seen that the dispersion increases with \( C_d \) and that values fluctuate around 0. Note that the average \( \langle \Delta P^*_w \rangle \) is different from 0 as the polydispersity degree increases [Fig. 13(b)]. In addition, the squared fluctuating term \( \langle \Delta P^*_w \rangle^2 \) involved in the corrective term \( \varepsilon_{\text{new}} \), see Eq. (20) increases as the polydispersity degree increases [Fig. 13(c)].

Using \( \Delta P_i = \lambda \Delta z_i + \Delta P^*_i \), we can rewrite Eqs. [5]
Figure 13. Normalized pressure drop fluctuations $\Delta P^*/(\lambda d_{3,0})$: (a) distribution, (b) mean value $(\Delta P^*)_w$ against $C_d$, (c) $(\Delta P^*/\lambda)^w$ against $C_d$. 

\[
\frac{K}{\rho \mu} = \langle G|\Delta z|^2 \rangle_w + \frac{\langle |\Delta P^* \Delta z| \rangle_w}{\lambda}
\]  

(14)

\[
\frac{K}{\rho \mu} = \langle G|\Delta z|^2 \rangle_w + 2\langle G \left[ \frac{\Delta P^* \Delta z}{\lambda} + \frac{\Delta P^* |^{2}}{\lambda^2} \right] \rangle_w.
\]  

(15)

The first term $\langle G|\Delta z|^2 \rangle_w$ in the right-hand side appears in both equations and leads to the following expression of the permeability $K_{mf}$ with the mean pressure field approximation:

\[
K_{mf} = \frac{\langle N_o \rangle}{\pi d_{3,0}^3} \langle r_o^3 (\Delta z)^2 \rangle_w.
\]  

(16)

Note that $\Delta z_i$ is related to the inter-pore distance $\delta_{p,i}$ and the angle $\theta_i$ between the inter-pore direction and the direction of the macroscopic pressure gradient [Fig. 2(c)]: $\Delta z_i = \delta_{p,i} \cos(\theta_i)$. For random isotropic structure, $\delta_{p,i}$ and $\theta_i$ are independent random variables and and $\delta_{p,i}$ as:

\[
K = \langle \cos^2(\theta) \rangle_w = \frac{1}{3}.
\]

Therefore, we have that $\langle r_o^3 (\Delta z)^2 \rangle_w = \frac{1}{3} \langle r_o^3 \delta_{p,i}^2 \rangle_w$. Moreover, Eq. (16) applies to highly porous foams (“dry foam limit”), i.e. $\phi = 1$. In the case where the porosity $\phi$ is less than 1, the values of permeability given by Eq. (16) must be multiplied by $\phi$.

Figure 14 shows that the permeabilities estimated with the mean field approximation [Eq. (16)] are quite accurate for the cases “$r_o$ cst” and “$t_o$ cst”. The relative deviation $(K_{mf}/K_{PN}) - 1$ between the mean field prediction $K_{mf}$ and the pore-network calculation $K_{PN}$ is less than 12% on the variation range of $C_d$ used in the simulations on relaxed structures. In the case “$t_o$ random”, Fig. 14 shows that the values of permeability calculated with the mean field assumption evolve as $(t_o^3)_A = (t_o)^3 \left( 1 + (\Delta t_o/(t_o))^2 \right)$, contrary to pore-network results (Fig. 10), and become less accurate as the variation $\Delta t_o$ of the aperture ratio or the polydispersity degree $C_d$ increases.

Specific expressions for $K_{mf}$ can be calculated for each
The permeability expressions [Eqs. (17), (18) and (19)] deduced from the mean field hypothesis give simple analytical expressions revealing the influence of morphological parameters. For example, in the case of a constant aperture ratio “$t_o$ cst”, it appears that the permeability depends on $\langle r^3_w \rangle_w \langle |\Delta z|^2 \rangle_w$ for “$t_o$ cst”,

$$K_{mf} = \frac{\langle N_o \rangle}{\pi d_{3,0}^3} \langle r^3_w \rangle_w \langle |\Delta z|^2 \rangle_w$$

for “$t_o$ random”,

$$K_{mf} = \frac{\langle N_o \rangle}{\pi d_{3,0}^3} \langle r^3_w \rangle_w \langle |\Delta z|^2 \rangle_w$$

where $\langle \cdot \rangle_w$ is the average over the ensemble of random variables associated with the window. The random variables $r^3_w$ and $\Delta z$ are not independent and their covariance is strictly positive, as shown in Fig. 10. Therefore, the increase of permeability with $C_d$ shown in Fig. 8b) is the cumulative effect of the evolution of the product $\langle r^3_w \rangle_w \langle |\Delta z|^2 \rangle_w$ and the covariance $\text{cov}(r^3_w, |\Delta z|^2)$ for the main part when $C_d > 0.65$.

Consequently, the permeability calculated with the mean pressure field approximation is an upper bound for the permeability (as confirmed by our pore-network simulations). This result was shown previously in Ref. Durand et al. [24].

Finally, the error in the permeability calculation with the mean pressure field approximation can be written as follows:

$$K - K_{mf} = -\frac{\langle N_o \rangle}{\pi d_{3,0}^3} \text{cov}(r^3_w, |\Delta z|^2)$$

for the case “$t_o$ random”.

We now consider the modeling of the corrective term $\varepsilon_{error}$ of the mean field approximation. In Eqs. (14) and (15), the second terms in the right-hand sides are two different expressions for the corrective term to be applied to the mean pressure field approximation. Requiring these expressions to be equal implies that the corrective term must be negative:

$$\frac{1}{A} (G \Delta P^* \Delta z)_w = - \frac{1}{\lambda^2} (G (\Delta P^*)^2)_w < 0.$$  \hspace{1cm} (20)

Consequently, the permeability calculated with the mean pressure field approximation is an upper bound for the permeability (as confirmed by our pore-network simulations). This result was shown previously in Ref. Durand et al. [24].

Finally, the error in the permeability calculation with the mean pressure field approximation can be written as follows:

$$K - K_{mf} = -\frac{\langle N_o \rangle}{\pi d_{3,0}^3} \text{cov}(r^3_w, |\Delta z|^2)$$

with $\varepsilon_{error} = \langle r^3_w \rangle_w (G (\Delta P^*)^2)_w / d_{3,0}^3$. Figure 16 shows the different contributions to the error term $\varepsilon_{error}$ for the case “$t_o$ random”. The main contribution to the error comes from the product $\langle r^3_w \rangle_w (G (\Delta P^*)^2)_w$, and the contribution from the covariance increases as the polydispersity degree increases. The mean field hypothesis assuming a correlation between the pressure field and the pore-network structure is no longer possible when the degree of polydispersity is high and/or the fluctuations of aperture ratio are important. In this case, finding a strong correction to the mean field predictions involving disorder parameters (such as $C_{d1}, C_{d2}, C_{d3}/d_{3,0} - 1$ and $d_{2,0}$).
The coefficient of determination estimated by pore network simulations to the values estimated by using Eq. (23) based on the mean pressure field assumption can be found by pore network simulation against $R_{\text{error}}$. Note that Figs. 16 and 17 give complementary information leading to the relative error $\epsilon_{\text{error}} = \frac{\langle \Delta P^* \rangle}{\lambda \langle \Delta z^2 \rangle}$.

In this section, we investigate the effect of small pores on the permeability of open-cell foam samples under the assumption of constant aperture rate (“$t_o$ est”). In polydisperse structures, small pores are numerous but do not occupy a large volume. This common result can be illustrated by using the cumulative pore-size distribution with various weightings. These cumulative pore-size distributions can be defined as follows:

$$F_{\text{v}}(d) = \frac{\sum_{i=1}^{N_p,t} [d_{p,i}]_v}{\sum_{i=1}^{N_p,t} [d_{p,i}]_w},$$

where $N_{p,i}$ is the total number of pore.

By considering $n = 0$, we obtain the proportion in number of pores having a size smaller than $d$ (volume-weighted distribution). For $n = 3$, we obtain the volume fraction of all the pores smaller than $d$ (volume-weighted distribution). The different cumulative pore-size distributions are almost identical in structures having a low polydispersity degree, as shown in Fig. 19(a). On the contrary, for structures having a high polydispersity degree, the volume-weighted distribution is wider than the number-weighted distribution [Fig. 19(b)]. As previously pointed and illustrated in Fig. 19(b), small pores are numerous but do not occupy a large volume in structures having a high polydispersity degree. For example, 61% of small pores in number fill only 4% of the pore space when $C_d = 0.78$.

To highlight the effect of small pores on the permeability of open cell foam samples, pore network simulations were performed on structures for which pores smaller than a threshold size $d_{cp}$ are considered to be completely closed (i.e. their windows are closed or all their window conductances are set to be equal to zero). As expected, the permeability values decreases while the threshold size $d_{cp}$ increases [Fig. 20]. Note that the permeability tends to zero before all the pores are closed. This is brought about by the vanishing of percolation (site percolation) which occurs when the closed pores number is enough to stop the flow of fluid.

Now, we focus more specifically on the case where
the volume fraction of small closed pores is low (and \( d_{eq} < d_{1,0} \)). Figs. 20 and 19 show that a decrease of the permeability value equal to 5% is obtained by closing 2% of pores in volume (or 5% in number) for structures having a low polydispersity degree \( (C_d = 0.11) \), and 4% of pores in volume (or 63% in number) for structures having a high polydispersity degree \( (C_d = 0.78) \). Clearly, the volume fraction of small pores is the key parameter to evaluate the effect of small pores on foam permeability. This result is in good agreement with a model of electric conductivity in a suspension of spheroids due to Frické [46] and used to model the permeability of fractured rock by Ref. [47]. In this model, the effective permeability of a porous media of permeability \( \kappa_{0} \) containing randomly oriented spheroidal inclusions of permeability \( \kappa_{K} \) is equal to

\[
K = \kappa_{m} (1 - \beta \phi),
\] (25)

where \( \phi \) is the volume fraction of inclusions, and \( \beta \) is a coefficient depending on the ratio of permeabilities \( \kappa \) and the shape of inclusions (\( \beta = 1.5 \) for spherical inclusion with zero permeability, \( \kappa = 0 \)).

Fig. 21 shows that our results obtained with structures made of discrete pores follow the relationship given by Frické’s equation with a specific value of \( \beta \) for each polydispersity degree.

### C. Equivalent Kelvin foam

In this section, we restrict the analysis to the case where the aperture ratio is constant ("t_{w} cst"). For such a polydisperse foam, we define an equivalent monodisperse/Kelvin pore size \( d_{eq} \), which is defined as the pore size of a foam sample having a Kelvin structure and exhibiting the same permeability and aperture ratio \( t_{w} \) as the initial polydisperse foam sample. In the following, we aim to estimate \( d_{eq} \) from the pore-size distribution of the polydisperse foam sample.

The equivalent Kelvin pore size can be calculated from our pore-network simulation results [Fig. 8(b)] and from Eq. 11

\[
d_{eq} = \left[ K_{PN} / (cK F_{3}) \right]^{0.5}.
\] (26)

Different sizes calculated from pore-size distribution were tested to estimate the equivalent Kelvin pore sizes: (i) \( d_{n,n} (= d_{1,0}, d_{3,0} \) and \( d_{3,2} \)), (ii) two sizes defined from the cumulative pore size functions \( (F_2 \) and \( F_3) \), (iii) a size defined from the mean volume of pores larger than a threshold size defined from the volume-weighted distribution \( F_3 \).

As the ratio \( K/d_{eq}^{2} \) depends on \( C_d \) (Fig. 8), the number-weighted mean diameter \( d_{1,0} \) is not relevant to estimate \( d_{eq} \). Indeed, the use of \( d_{1,0} \) as equivalent Kelvin pore size would lead to underestimate the permeability to an order of magnitude for very polydisperse structures. We also checked that the mean diameter \( d_{3,0} \) is not suitable (not shown here). Sauter diameter \( d_{3,2} \) seems more appropriate as it would lead to overestimate the permeability of about 30% (see Fig. 22).

For granular material, Hazen uses the grain size for which the mass of grains smaller than \( D_{10} \) is equal to 10% of the mass of all grains: \( F_3(D_{10}) = 0.10 \) (by assuming that all grains have the same density). Similarly,
Figure 21. Effect of closing small pores in the case "t, εr" and in the dilute regime φ = F3(dcp) ≪ 1. Points correspond to data obtained with "path 2" relaxed structures and various polydispersity degree Cd from 0.11 to 0.78 (each color corresponds to a value of Cd). Full line is plotted by assuming spherical inclusion with zero permeability and φ = φcp in Eq. (25). Inset graph corresponds to values of β adjusted for that the predictions of Eq. (25) fit to our data.

Finally, we define a mean pore size function D(ε), as the size of an average pore of volume equal to the mean volume of the pores having d > dε:

$$ D(\epsilon) = \left( \frac{\sum_{i} d_{i}^3 \text{ where } d_{i} > d_{\epsilon}}{\sum_{i} d_{i} \text{ where } d_{i} > d_{\epsilon}} \right)^{1/3}. $$

(27)

where dε is the size for which F3(dε) = ε, i.e. dε = F3⁻¹(ε). The introduction of this pore size function is motivated by the fact that the contribution of small pores to permeability is low.

The function D(ε) depends on the cumulative functions, F1 and F3, as follows:

$$ D(\epsilon) = d_{3,0} \left( \frac{1 - \epsilon}{1 - F_{0}(F_{3}^{-1}(\epsilon))} \right)^{1/3}. $$

(28)

From Eqs. (26) and (28), the values of ε = D⁻¹(dε) can be calculated (D⁻¹ is the inverse function of D). As for the others attempts, Fig. 23 shows that no unique value of ε can be found for D⁻¹(deq). However, a value of ε ≈ 0.14 is in agreement with most of the simulated data for moderately high to high polydispersity degree and can be used to define another approximate of the equivalent pore size: deq,1 = D(0.14).

Figure 22 compares the simulated data to the permeability values calculated by using Eq. (11) with d1,0 set to be equal to dε,1. From which it becomes apparent that the most accurate definitions to estimate dε are dε,1 = D(0.14) and dε,2 = F2⁻¹(0.65).

Important, we note that the equivalent Kelvin pore size does not correspond to a specific pore belonging to the set of all pores and which could be taken as representative of all pores. For example, for a "path 2" polydisperse sample with Cd = 0.79, the pores having a size approximately equal to the equivalent Kelvin pore size have on average about 30 neighboring pores. This is much more than the 14 neighbors expected for a Kelvin structure.
V. CONCLUSION

To study the effects of polydispersity on solid foam permeability, we performed different numerical simulations to generate foam structures (Laguerre tessellations via Neper software, followed by relaxation calculations to minimize the surface area and satisfy Plateau’s laws via Surface Evolver software), and to calculate the fluid flow through foam with pore-network simulations by considering either open-cell foam (no closed window) or foam with some closed windows (randomly chosen). Concerning foam microstructures, it appears that different structures sharing the same pore size dispersion (as a Laguerre structure and its relaxed version) can have different morphologies (in a topological sense).

Despite the variety of microstructures generated, certain general conclusions can be drawn concerning the permeability of polydisperse open-cell foam: (1) in the case of constant aperture size (“r_o constant”), we show that the permeability can be calculated from parameters derived from a dimensional analysis and a dimensionless function \( F \) depending on \( (N_v)/((N_v^2) - (N_v)) \) (see Fig. 2); (2) in the case of constant aperture ratio “t_o constant” (i.e. the apertures of windows connecting neighboring pores increase as the associated pore sizes), permeability at constant mean pore size increases as the polydispersity degree increases and in a similar way for all foam microstructures (as Laguerre structures and their relaxed versions); (3) as long as the dispersion of the window aperture rate remains low, the assumption of mean pressure field is accurate enough to calculate the permeability [Eqs. (18) and (19)] from key microstructural parameters, \( d_{50}, t_o, r_w, \) \( (N_v) \) and \( \Delta z \) (however, their characterization requires 3d tomography); (4) in highly polydisperse structures, small pores do not contribute significantly to the global permeability (due to their low volume fraction).

Concerning polydisperse foams containing closed windows, the percolation threshold \( x_p \) decreases with the polydispersity degree while the mean number of neighbors decreases; and the parameter \( (N_v)/((N_v^2) - (N_v)) \) was helpful for establishing an explicit link to the microstructure. Moreover, in the case of constant aperture size (“r_o constant”), the relationship between the permeability and the fraction of open windows is very insensitive to the polydispersity degree itself [Fig. 1(b)]. We interpret this observation as the result of two opposite mechanisms resulting from polydispersity: the decrease of percolation threshold \( x_p \) accompanied by a lower mean number of neighbors \( (N_v) \). Further study on percolation of polydisperse foams will be necessary to build a complete analytical model as done for monodisperse and ordered foams. For this work, the extension of the Kirkpatrick’s model due to Klimenko et al. [25] will be considered.

Finally, while the following results may be general in character for polydisperse open-cell foams, they will have to be confirmed on other realistic microstructures:

1. the correction of the permeability calculations based on the mean pressure field assumption [Eq. (23)],
2. the empirical estimate of the equivalent Kelvin size from pore-size distributions \( (d_{eq1} \) and \( d_{eq2} \) when a constant aperture ratio “t_o constant” is assumed.

Appendix A: Alternative permeability calculations

In this appendix, we present the derivation of two alternative expressions for permeability. One calculation is based on the definition of permeability, and the second approach involves energetic considerations.

In Eq. (4), the permeability is derived from the global flow rate \( Q_x \) calculated from a sum of local flow rates passing through any cross-section, \( A(z) \). Consequently, we can write:

\[
Q_x = \frac{1}{H} \int_{0}^{H} Q_x dz = \frac{1}{H} \int_{0}^{H} \left[ \sum_{i \in A(z)} q_i \right] dz = \frac{1}{H} \sum_{i \in \{w\}} q_i \Delta z_i, \tag{A1}
\]

where \( \Delta z_i = z_{i+} - z_{i-} > 0 \) [see Fig. 2(c)], and \( \sum_{i \in A(z)} q_i \) and \( \sum_{i \in \{w\}} q_i \) are respectively the sum over all windows covering the rough surface and the sum over all the windows contained in the whole structure. Note that a window \( i \) is active in the integral calculation as long as the position of the cross-section is between \( z_{i-} \) and \( z_{i+} \).

From this calculation, we derive the first alternative expression for permeability:

\[
K_{aw} = \frac{\mu}{V \lambda} \sum_{i \in \{w\}} G_i \Delta P_i \Delta z_i, \tag{A2}
\]

where \( V = AH \) is the volume of the elementary structure.

Another expression for permeability can be derived from energetic considerations. This expression is easily understood by considering the analogy between fluid flow through the pore-network and the electrical current transport through a network of wires. Here, \( \Delta P_i \) can be seen as the equivalent of the tension \( U_i \), \( q_i \) as the analogous of the current \( I_i \), \( G_i \) can be viewed as the electrical conductance \( G_{e,i} \), and \( K/\mu \) is the equivalent of the electrical conductivity \( \sigma_e \). In a network of electrical resistances, the dissipated energy by unit of time \( P \) can be expressed as a function of the equivalent conductance of the network \( G_{e,eff} \) and the power dissipated locally [24]:

\[
P = G_{e,eff} U_m^2 = \sum_{i \in \{w\}} G_{e,i} U_i^2, \tag{A3}
\]

where \( U_m = \lambda_c H \) is the tension applied between the boundaries of the network.

The equivalent conductance of the network \( G_{e,eff} \) is related to the effective conductivity of the network as
follows:
\[ \sigma_e = \frac{H}{A} G_{e,\text{eff}} = \frac{1}{V \lambda^2} \sum_{i \in \{w\}} G_{e,i} U_i^2. \quad (A4) \]

When expressed in terms of the effective uid flow conductance \( G_{\text{eff}} \) and permeability \( K_e \), Eq. \( (A4) \) leads to:
\[ G_{\text{eff}} = \frac{1}{\Delta P_{\text{macro}}} \sum_{i \in \{w\}} G_i |\Delta P_i|^2, \quad (A5) \]
\[ K_e = \mu \frac{H}{A} G_{\text{eff}} = \frac{\mu}{V \lambda^2} \sum_{i \in \{w\}} G_i |\Delta P_i|^2. \quad (A6) \]

The equivalence between Eqs. \( (A2) \) and \( (A6) \) requires that:
\[ \sum_{i \in \{w\}} q_i \lambda_e \Delta z_i = \sum_{i \in \{w\}} q_i U_i. \quad (A7) \]

In the context of electrical current transport, the above equation is equivalent to:
\[ \sum_{i \in \{w\}} I_i \lambda_e \Delta z_i = \sum_{i \in \{w\}} I_i U_i. \quad (A8) \]

Eqs. \( (A7) \) and \( (A8) \) can be justified by invoking the Tellegen’s theorem, since both \( \lambda_e \Delta z_i \) and \( U_i \) satisfy the Kirchhoff’s voltage law \[49\].

Unlike Eq. \( (4) \), Eqs. \( (A2) \) and \( (A6) \) involve sums over the windows contained in the whole volume. By introducing the volume density of windows \( \rho_w \) in Eqs. \( (A2) \) and \( (A6) \), Eqs. \( (14) \) and \( (15) \) are recovered.

**Appendix B: Details about microstructures**

In this appendix, we give, for interested readers, some details concerning our numerical foam microstructures (surface free energy density, number of neighboring pores, local conductances, inter-pore distance and covariances between various microstructural parameters).

**Surface free energy density**

Kraynik et al. \[27\] introduced a polydispersity parameter \( p \) defined as \( p = (\langle d_p^3 \rangle/\langle d_p^2 \rangle) - 1 \). With the assumption of constant sphericity, the parameter \( p \) is related to the surface free energy density \( E \) (defined as \( E = \sigma \sum S_w/\sum V_p \) with \( \sigma \) the tension surface) of the relaxed foam through:
\[ E = \frac{\sigma}{\langle V_p \rangle^{1/3}} \frac{(36\pi)^{1/3}}{\langle \Psi \rangle} \frac{1}{1 + p}, \quad (B1) \]
with \( \langle \Psi \rangle = 0.91 \).

Kraynik and co-authors have shown that this theoretical relationship between the surface free energy density \( E \) and \( p \) is remarkably well satisfied in a large variety of polydisperse foam structures: foam with a continuous pore-size distribution in Ref. \[27\], and random bidisperse foam in Ref. \[28\]. Figure 24 shows that the energies in our relaxed foam samples follow the same relationship. These energies remain slightly higher than their theoretical values, which suggests that our relaxation pro-
Figure 26. (a) $\langle r_w^3 \rangle / d_{3,0}^3$ and (b) normalized standard deviation of $r_w^3$ as a function of $C_d$.

Figure 27. (a) Ratio between the mean inter-pore distance $\langle \delta_p \rangle$ and $d_{3,0}$ against $C_d$. (b) Mean number of drops $n_{\text{drop}}$ between pores and their translated counterpart as a function of the structural parameter $\langle N_v \rangle / (\langle N_v^2 \rangle - \langle N_v \rangle)$.

Figure 28. Effect of polydispersity degree $C_d$ on covariance between: (a) pore size and sphericity, (b) pore size and number of neighboring pores, (c) local conductance and the average of the pore sizes, $d_{p1}$ and $d_{p2}$, associated with each window (making sense in the case of constant aperture ratio). Note that the error bars give the covariance between the local conductance and the maximal (or minimal) pore size max($d_{p1}, d_{p2}$) (or min($d_{p1}, d_{p2}$)). The random variables used for the calculations of covariance are normalized or dimensionless.

cess is not as advanced as the one used by Kraynik and co-authors. However, regarding the computational costs to go further in the relaxation process, we consider our relaxed microstructures to be quite satisfactory for the purpose of our work (i.e. a deeper convergence of the relaxed microstructures would not significantly modify the relationship between the permeability and $C_d$, see Sec. IIIA).
Number of neighboring pores

Figure 25 shows that the evolution of the distribution of $N_3$ with respect to the polydispersity degree is similar for both the Laguerre and relaxed structures: the distribution becomes wider and the number of neighbors associated with the maximal value decreases when the polydispersity degree increases. Similar results were found in Ref. 27.

Local conductances

Figure 26 shows the evolution of two parameters linked to the local conductances in the case of constant aperture ratio “to est” (as $\mu G_i = \frac{1}{V} \sigma_{h,i}$). Figure 26(a) shows that the mean local conductance is almost proportional to $d_{3,0}^3$. Figure 26(b) shows that the normalized standard deviation of local conductances $C_G$ increases strongly as the polydispersity degree increases.

Inter-pore distance

Figure 27 shows the evolution of two parameters linked to the distance between neighbor pores. It appears that the mean inter-pore distance $\langle \delta_p \rangle$ and the size $d_{3,0}$ are almost equal [Fig. 27(a)]. This result is expected as $d_{3,0} \propto \left( \frac{V}{N_p} \right)^{1/3}$, and $\left( \frac{V}{N_p} \right)^{1/3}$ is currently used as the mean distance between $N_p$ points randomly distributed in the volume $V$. This relation is not fully observed in foam structure because pores are not just randomly distributed and have to check some constraints on pore volume (at least). Figure 27(b) shows that the structural parameter $\langle N_3 \rangle / \langle N^2_{2} \rangle (\langle N_0 \rangle$) and the mean number of drops $n_{\text{drop}}$ (between pores and their translated counterpart) are strongly correlated. This result shows that the structural parameter $\langle N_3 \rangle / \langle N^2_{2} \rangle (\langle N_0 \rangle$) seems quite powerful to characterize the pore-network structure.

Covariances between microstructural parameters

Figure 28 shows the evolution of different covariances between microstructural parameters. In Fig. 28(a), we show that the sphericity is strongly correlated to the pore size in Laguerre structures, and not in relaxed structures. These results were reported in Ref. 27. The zero covariance in relaxed structures is due to the curvatures of the interfaces leading to a constant sphericity. In Fig. 28(b), we show that the covariance between the pore size and its number of neighboring pores increases as the polydispersity degree increases (Large pores have more neighbors). And, Fig. 28(c) shows that the covariance between local conductance and the average of the pore sizes, $d_{p1}$ and $d_{p2}$, associated with each window increases as the polydispersity degree increases (Large windows and high conductances are associated with large pores).
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