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Abstract

We consider an elliptic system with regular Hölderian weight and expo-

nential nonlinearity or with weight and boundary singularity, and, Dirich-

let condition. We prove the boundedness of the volume of the solutions

to those systems on the annulus.
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1 Introduction and Main Results

We set ∆ = ∂11 + ∂22 on the annulus Ω = C(1, 1/2, 0) of R2 of radii 1 and 1/2
centered at the origin.

We consider the following system:

(P )



















−∆u = (1 + |x− x0|2β)V ev in Ω ⊂ R
2,

−∆v = Weu in Ω ⊂ R
2,

u = 0 on ∂Ω,

v = 0 on ∂Ω.

Here: C(1) the unit circle and C(1/2) the circle of radius 1/2 centered at
the origin.

β ∈ (0, 1/2), x0 ∈ C(1/2),

and,

u ∈ W 1,1
0 (Ω), eu ∈ L1(Ω) and 0 < a ≤ V ≤ b,

and,

v ∈ W 1,1
0 (Ω), ev ∈ L1(Ω) and 0 < c ≤ W ≤ d.

This is a system with regular Hölderian weight not Lipschitz in x0 but have
a weak derivative.

∗e-mails: samybahoura@yahoo.fr, samybahoura@gmail.com

1



This problem (P ) is defined in the sense of the distributions, see [10]. The
system was studied by many authors, see [14, 16, 27], also for Riemannian sur-
faces, see [1-27], where one can find some existence and compactness results. In
[9] we have an interior estimate for elliptic equations with exponential nonlin-
earity.

In this paper we try to prove that we have on all Ω the boundedness of the
volume of the solutions of (P ) if we add the assumption that V and W are
uniformly Lipschitz with particular Lispchitz numbers.

Here we have:

Theorem 1.1 Assume that u is a solution of (P ) relative to V and W with

the following conditions:

x0 ∈ C(1/2) ⊂ ∂Ω, β ∈ (0, 1/2),

and,

0 < a ≤ V ≤ b, ||∇V ||L∞ ≤ A =
a

2(1 + 22β)
,

and,

0 < c ≤ W ≤ d, ||∇W ||L∞ ≤ B =
c

2
,

we have,

∫

Ω

eu ≤ c(a, b, c, d, β, x0,Ω), and,

∫

Ω

ev ≤ c′(a, b, c, d, β, x0,Ω)

We have the same result if we consider a system with boundary singularity.
On the annulus Ω = C(1, 1/2, 0) of R2 of radii 1 and 1/2 centered at the origin.

We consider the following system:

(Pβ)























−∆u = |x− x0|2βV ev in Ω ⊂ R
2,

−∆v = |x− x0|2βWeu in Ω ⊂ R
2,

u = 0 on ∂Ω,

v = 0 on ∂Ω.

Here: C(1) the unit circle and C(1/2) the circle of radius 1/2 centered at
the origin.

β ∈ (−1/2,+∞), x0 ∈ C(1/2),

and,

u ∈ W 1,1
0 (Ω), |x− x0|2βeu ∈ L1(Ω) and 0 < a ≤ V ≤ b,

and,

v ∈ W 1,1
0 (Ω), |x− x0|2βev ∈ L1(Ω) and 0 < c ≤ W ≤ d.

Here we have:

2



Theorem 1.2 Assume that u is a solution of (Pβ) relative to V and W with

the following conditions:

x0 ∈ C(1/2) ⊂ ∂Ω, β ∈ (−1/2,+∞),

and,

0 < a ≤ V ≤ b, ||∇V ||L∞ ≤ A =
(β + 1)a

2
,

and,

0 < c ≤ W ≤ d, ||∇W ||L∞ ≤ B =
(β + 1)c

2
,

we have,

∫

Ω

|x−x0|2βeu ≤ c(a, b, c, d, β, x0,Ω), and,

∫

Ω

|x−x0|2βev ≤ c′(a, b, c, d, β, x0,Ω)

We have the same result if we consider a system with boundary singularity.
On the annulus Ω = C(1, 1/2, 0) of R2 of radii 1 and 1/2 centered at the origin.

We consider the following system:

(Pβ)



















−∆u = |x− x0|2βV ev in Ω ⊂ R
2,

−∆v = Weu in Ω ⊂ R
2,

u = 0 on ∂Ω,

v = 0 on ∂Ω.

Here: C(1) the unit circle and C(1/2) the circle of radius 1/2 centered at
the origin.

β ∈ (−1/2,+∞), x0 ∈ C(1/2),

and,

u ∈ W 1,1
0 (Ω), eu ∈ L1(Ω) and 0 < a ≤ V ≤ b,

and,

v ∈ W 1,1
0 (Ω), |x− x0|2βev ∈ L1(Ω) and 0 < c ≤ W ≤ d.

Here we have:

Theorem 1.3 Assume that u is a solution of (Pβ) relative to V and W with

the following conditions:

x0 ∈ C(1/2) ⊂ ∂Ω, β ∈ (−1/2,+∞),

and,

0 < a ≤ V ≤ b, ||∇V ||L∞ ≤ A =
(β + 1)a

2
,

and,
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0 < c ≤ W ≤ d, ||∇W ||L∞ ≤ B =
c

2
,

we have,

∫

Ω

eu ≤ c(a, b, c, d, β, x0,Ω), and,

∫

Ω

|x− x0|2βev ≤ c′(a, b, c, d, β, x0,Ω)

2 Proof of the Theorems:

Proof of the theorem 1.1:

By corollary 1 of the paper of Brezis-Merle, we have: eku, ekv ∈ L1(Ω) for
all k > 2 and the elliptic estimates and the Sobolev embedding imply that:
u, v ∈ W 2,k(Ω) ∩ C1,ǫ(Ω̄), ǫ > 0. By the maximum principle u, v ≥ 0.

Step 1: We use the first eigenvalue and the first eigenfunction with Dirichlet
boundary condition to bound the volumes locally uniformly. Thus the solutions
are locally uniformly bounded by Brezis-Merle result. The solutions u, v > 0
are locally uniformly bounded in C1,ǫ(Ω) for ǫ small.

By Cauchy-Schwarz inequality, applied to u
√
φ1 and

√
φ1 for the following

equality:

∫

Ω

(1+|x−x0|2β)V evφ1dx = λ1

∫

Ω

uφ1dx ≤ c1(

∫

Ω

u2φ1)
1/2

≤ c2(

∫

Ω

Weuφ1)
1/2

,

and for v,

∫

Ω

Weuφ1dx = λ1

∫

Ω

vφ1dx ≤ c3(

∫

Ω

v2φ1)
1/2

≤ c4(

∫

Ω

(1 + |x− x0|2β)V evφ1)
1/2

,

Thus,

(

∫

Ω

(1 + |x− x0|2β)V evφ1dx)
3/4 ≤ c5,

and,

(

∫

Ω

Weuφ1dx)
3/4 ≤ c6,

We can use Brezis-Merle arguments to prove that for all subdomain K of
Ω: the two integrals,

∫

K
(1 + |x − x0|2β)V evdx, and,

∫

K
Weudx converge to

nonegative measues µ1, µ2 without nonregular points.

By contradiction, suppose that maxK ui → +∞ and maxK vi → +∞.

Since (1+ |x− x0|2β)Vie
vi and Wie

ui are bounded in L1(K), we can extract
from those two sequences two subsequences which converge to two nonegative
measures µ1 and µ2. (This procedure is similar to the procedure of Brezis-Merle,
we apply corollary 4 of Brezis-Merle paper, see [9]).

4



If µ1(y0) < 4π, by a Brezis-Merle estimate for the first equation, we have
eui ∈ L1+ǫ uniformly around y0, by the elliptic estimates, for the second equa-
tion, we have vi ∈ W 2,1+ǫ ⊂ L∞ uniformly around y0, and , returning to the
first equation, we have ui ∈ L∞ uniformly around y0.

If µ2(y0) < 4π, then ui and vi are also locally uniformly bounded around y0.
Thus, we take a look to the case when, µ1(y0) ≥ 4π and µ2(y0) ≥ 4π. By

our hypothesis, those points y0 are finite.
We will see that inside K no such points exist. By contradiction, assume

that, we have µ1(y0) ≥ 4π. Let us consider a ball BR(y0) which contain only
y0 as nonregular point. Thus, on ∂BR(y0), the two sequence ui and vi are
uniformly bounded. Let us consider:

{

−∆zi = (1 + |x− x0|2β)Vie
vi in BR(y0) ⊂ R

2,

zi = 0 in ∂BR(y0).

By the maximum principle:

zi ≤ ui,

and zi → z almost everywhere on this ball, and thus,

∫

ezi ≤
∫

eui ≤ C,

and,

∫

ez ≤ C.

but, z is a solution in W 1,q
0 (BR(y0)), 1 ≤ q < 2, of the following equation:

{

−∆z = µ1 in BR(y0) ⊂ R
2,

z = 0 in ∂BR(y0).

with, µ1 ≥ 4π and thus, µ1 ≥ 4πδy0
and then, by the maximum principle in

W 1,1
0 (BR(y0)):

z ≥ −2 log |x− y0|+ C

thus,

∫

ez = +∞,

which is a contradiction. Thus, there is no nonregular points inside K. Thus
(ui) and (vi) are uniformly bounded in K and also in C1,ǫ(K) by the elliptic
estimates, for all K ⊂⊂ Ω.

Step 2: Let’s consider C1 = C(1, 3/4, 0) and C2 = C(3/4, 1/2, 0) the two
annulus wich are the neighborhood of the two components of the boundary.

We multiply the equation by (x−x0)·∇u on C1 and C2 and use the Pohozaev-
Rellich identity and Stokes theorem, see [26]. We use the fact that u and v are
uniformly bounded around the circle C(3/4). We obtain:

1) We have on C1:
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∫

C1

(∆u)[(x − x0) · ∇v]dx =

∫

C1

−[(1 + |x− x0|2β)V (x − x0) · ∇(ev)]dx,

and,

∫

C1

(∆v)[(x − x0) · ∇u]dx =

∫

C1

−[W (x− x0) · ∇(eu)]dx,

Thus, by integration by parts,

∫

C1

(∆u)[(x − x0) · ∇v] + (∆v)[(x − x0) · ∇u]dx =

∫

∂C1

[(x− x0) · ∇u](∇v · ν) + [(x− x0) · ∇v](∇u · ν)− [(x− x0) · ν](∇u · ∇v) =

=

∫

C1

(2 + 2(β + 1)|x− x0|2β)V evdx+

∫

C1

(1 + |x− x0|2β)(x − x0) · ∇V evdx+

+

∫

C1

2Weudx+

∫

C1

(x− x0) · ∇Weudx+

−
∫

∂C1

(1 + |x− x0|2β)[(x − x0) · ν]V evdσ+

−
∫

∂C1

[(x− x0) · ν]Weudσ

We can write, (u = 0 on C(1)):

∫

C(1)

[(x− x0) · ν](∂νu)(∂νv)dσ +O(1) =

≤ k1

∫

C1

(1 + |x− x0|2β)V evdx+ k2

∫

C1

Weudx+O(1) =

= k1

∫

C(1)

∂νudσ + k2

∫

C(1)

∂νvdσ + O(1),

with k1, k2 > 0 not depends on u.
Be cause ν = x, ||x|| = 1, ||x0|| = 1/2 and then by Cauchy-Schwarz, (x −

x0) · x = ||x||2 − x0 · x ≥ 1/2, we obtain:

0 <

∫

C(1)

(∂νu)(∂νv)dσ ≤ k1

∫

C(1)

∂νudσ + k2

∫

C(1)

∂νvdσ +O(1), (1)

Let ǫ = inf(1, a
d ), then: −∆(ǫv) = ǫWeu ≤ aeu ≤ (1 + |x − x0|2β)V eu,

and ǫ ≤ 1, v ≥ 0 ⇒ (1 + |x − x0|2β)V ev ≥ (1 + |x − x0|2β)V eǫv and then:
−∆u ≥ (1 + |x− x0|2β)V eǫv. (We can remove (1 + |x− x0|2β) ) We obtain:
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−∆(u− ǫv) = −∆u+∆(ǫv) ≥ (1 + |x− x0|2β)V (eǫv − eu),

Thus,

−∆(u− ǫv) + (1 + |x− x0|2β)V (eu − eǫv) ≥ 0,

(For the theorem 1.2, we have the weight |x − x0|2β , in the two equations,
we can compare ǫv and u).

We return to the proof of theorem 1.1. Let’s consider the fonction:

c(x) = (1+|x−x0|2β)V
(eu − eǫv)

u− ǫv
, if u 6= ǫv, and, c(x) = (1+|x−x0|2β)V eu, if u = ǫv.

The function c ≥ 0 is Cβ(Ω̄), and −c ≤ 0.(For the theorem 1.2, if −1/2 <
β < 0, c is C−β(Ω) ∩ L2(Ω), but this is sufficient to apply the weak maximum
principle, see the book of Gilbarg-Trudinger).

We can write:

∆(ǫv − u)− c(x)(ǫv − u) ≥ 0, inΩ, and, u− ǫv = 0 on ∂Ω,

The operator L = ∆+(−c) = ∆+ c̃ satisfies the maximum principle because
c̃ = −c ≤ 0, we obtain:

by the weak maximum principle for ǫv − u ∈ C2(Ω) ∩ C1(Ω̄), see the book
of Gilbarg-Trudinger, we obtain (and for the outer normal):

ǫv − u ≤ 0, and then, ∂ν(ǫv − u) ≥ 0,

Thus, for the inner normal, we have:

∂νu ≥ ǫ · ∂νv > 0 on ∂Ω. (2)

By the same argument, if we set ǭ = inf(1, c
(1+22β)b

), we obtain, for the inner

normal:

∂νv ≥ ǭ · ∂νu > 0 on ∂Ω. (3)

Remark: For theorems 1.2 and 1.3: we can remove the fact that we have
the weight |x − x0|2β in the two equations of the system, we can assume that
we have one equation with weight and the other equation without weight for
example. Indeed, remark that x0 ∈ C(1/2) and here we consider C(1), we
can apply the weak maximum principle on C1 after choosing 1 > ǫ > 0 and
1 > ǭ > 0 independent of u and v, such that: ǫv − u ≤ 0 on C(3/4) and
ǭu − v ≤ 0 on C(3/4), because we have the uniform interior estimate around
C(3/4) and the maximum principle (by contradiction if we assume there are
(ti) ∈ C(3/4), ti → t0 and ui, vi such that ui(ti) → 0, (ui), (vi) converge to
u0, v0 on B(t0, r0), r0 > 0 with u0(t0) = 0, but −∆u0 > 0 and the maximum
principle applied to −u0 imply that u0 > 0 around t0. This fact imply that u, v
have positive lower bounds on C(3/4) and we can choose ǫ, ǭ independent of u, v
on C(3/4). Finally we can apply the weak maximum principle on C1).

Thus, we use (1), (2), (3), we obtain the same result as for one equation;
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∫

C(1)

(∂νv)
2dσ ≤ C3

∫

C(1)

∂νvdσ + C4,

with, C3, C4 > 0 and not dpend on u and v, and,

∫

C(1)

(∂νu)
2dσ ≤ C5

∫

C(1)

∂νudσ + C6,

with, C5, C6 > 0 and not dpend on u and v, and,
Applying the Cauchy-Schwarz inequality, we have:

∫

C(1)

(∂νu)
2dσ = O(1),

∫

C(1)

(∂νv)
2dσ = O(1)

and thus,

∫

C(1)

∂νudσ = O(1),

∫

C(1)

∂νvdσ = O(1)

2) We have on C2, we use again, the uniform boundedness of u and v in C1

norm around C(3/4):

∫

C2

(∆u)[(x − x0) · ∇v]dx =

∫

C2

−[(1 + |x− x0|2β)V (x − x0) · ∇(ev)]dx,

and,

∫

C2

(∆v)[(x − x0) · ∇u]dx =

∫

C2

−[W (x− x0) · ∇(eu)]dx,

Thus, by integration by parts,

∫

C2

(∆u)[(x − x0) · ∇v] + (∆v)[(x − x0) · ∇u]dx =

∫

∂C2

[(x− x0) · ∇u](∇v · ν) + [(x− x0) · ∇v](∇u · ν)− [(x− x0) · ν](∇u · ∇v) =

=

∫

C2

(2 + 2(β + 1)|x− x0|2β)V evdx+

∫

C2

(1 + |x− x0|2β)(x − x0) · ∇V evdx+

+

∫

C2

2Weudx+

∫

C2

(x− x0) · ∇Weudx+

−
∫

∂C2

(1 + |x− x0|2β)[(x − x0) · ν]V evdσ+

−
∫

∂C2

[(x− x0) · ν]Weudσ

But here, ν = −2x and (x− x0) · ν = −2(x− x0) · x ≤ 0 and thus:
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∫

C(1/2)

(x − x0) · ν(∂νu)(∂νv)dσ +O(1) =

=

∫

C2

(2 + 2(β + 1)|x− x0|2β)V evdx+

∫

C2

(1 + |x− x0|2β)(x − x0) · ∇V evdx+

+

∫

C2

2Weudx+

∫

C2

(x− x0) · ∇Weudx+

−
∫

∂C2

(1 + |x− x0|2β)[(x − x0) · ν]V evdσ+

−
∫

∂C2

[(x− x0) · ν]Weudσ

thus:

∫

C2

(2 + 2(β + 1)|x− x0|2β)V evdx+

∫

C2

(1 + |x− x0|2β)(x − x0) · ∇V evdx+

+

∫

C2

2Weudx+

∫

C1

(x− x0) · ∇Weudx+

+

∫

C(1/2)

1

2
[−(x− x0) · ν](∂νu)(∂νv)dσ = O(1)

If we choose:

|(x− x0) · ∇V |
V

≤ 1

2
inf
x∈Ω̄

(2 + 2(β + 1)|x− x0|2β)
1 + |x− x0|2β

, (4)

and,

|(x− x0) · ∇W |
W

≤ 1

2
· 2, (5)

(For the theorem 1.2, we choose:
|(x − x0) · ∇V |

V
≤ 1

2
infx∈Ω

(2(β + 1)|x− x0|2β)
|x− x0|2β

=

β+1, and also for W , we choose
|(x − x0) · ∇W |

W
≤ 1

2
infx∈Ω

(2(β + 1)|x− x0|2β)
|x− x0|2β

=

(β + 1)).
We obtain:

∫

C2

(2 + 2(β + 1)|x− x0|2β)V evdx +

∫

C2

(1 + |x− x0|2β)(x− x0) · ∇V evdx ≥

≥ 1

2

∫

C2

(2 + 2(β + 1)|x− x0|2β)V evdx ≥ 0

and,
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∫

C2

2Weudx+

∫

C2

(x − x0) · ∇Weudx ≥

≥ 1

2

∫

C2

2Weudx ≥ 0

thus,

∫

C2

[(2 + 2(β + 1)|x− x0|2β)V ev + 2Weu]dx = O(1),

we obtain:
∫

C2

(1 + |x− x0|2β)V evdx = O(1),

and,

∫

C2

Weudx = O(1),

and thus, if A ≤ a

2(1 + 22β)
and B ≤ c

2
, we obtain :

∫

C(1/2)

∂νudσ = O(1),

∫

C(1/2)

∂νvdσ = O(1),

Thus, if we use 1) and 2), we obtain: if A ≤ a

2(1 + 22β)
and B ≤ c

2
:

∫

C(1)

(∂νu)dσ = O(1), and

∫

C(1/2)

∂νudσ = O(1),

and,

∫

C(1)

(∂νv)dσ = O(1), and

∫

C(1/2)

∂νvdσ = O(1),

and, thus:

∫

Ω

[(1 + |x− x0|2β)V ev]dx =

∫

∂Ω

(∂νu)dσ = O(1).

and,

∫

Ω

Weudx =

∫

∂Ω

(∂νv)dσ = O(1).

For the theorem 1.2. we obtain the same result if A ≤ (β + 1)a

2
and B ≤

(β + 1)c

2
.

We have the same result for theorem 1.3.
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