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Abstract

Philosophers have argued that people ought to change their graded beliefs via Bayes’ rule.
Recent work in psychology indicates that people sometimes violate that rule by attending
to explanatory factors. Results fromcomputationalmodeling suggest that suchviolations
may actually be rational.

Keywords: Bayes’ rule; belief change; explanatory reasoning; inference; New Paradigm
psychology of reasoning; probability.

Evidence indicates that people’s graded beliefs tend to obey the probability axioms. Less is
known about how humans change their graded beliefs. Philosophers have argued that people
ought to do so via Bayes’ rule. This paper (i) looks at recent evidence from work on higher-
level cognitive functioning showing that people sometimes violate that rule by attending to
explanatory factors and (ii) cites results from computational modeling suggesting that such
violationsmay actually be rational, in particular that they help one converge to the truth faster.

Rational reasoning

Classical logic was long believed to provide the standards of correct reasoning. More recently,
it has become commonplace to hold that we can do justice to the complexities of human rea-
soning only if we acknowledge that people’s beliefs can differ in degree, and that logic offers
little guidance as to how people ought to regulate their degrees of belief. Proponents of the so-
called New Paradigm in the psychology of reasoning have done much to popularize the idea
that probability theory rather than logic embodies the principles of rational reasoning. Over
the past 20 years, evidence has accumulated that, by and large, people’s degrees of belief do
tend to obey the axioms of probability, although problems have also been identifiedwhere peo-
ple tend to trip up and violate those axioms [1].

Time is not a parameter in probability theory, and so this theory is silent about how people
ought to change their degrees of belief when they receive new information. Philosophers have
argued that people ought to change their degrees of belief in accordance with Bayes’ rule. This
is to say that, upon learning A, you should adopt as your new unconditional degrees of belief
your degrees of belief conditional onA as theywere just prior to learningA. For example, if you
believe your favorite football team has a 70 percent chance of winning the upcomingmatch on
the supposition that their top players will be fit enough to play, then upon learning that their
top players are fit enough to play, you ought to believe to a degree of .7 that your favorite foot-
ball team will win the match. According to Bayesians, failure to obey this principle indicates
irrationality on your part. (See Box 1 for details.)
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While philosophers and statisticians have beenmainly interested in the normative aspects
of theBayesianproposal, psychologists have also looked at its descriptive adequacy. Andmuch
experimental work aimed at testing the proposal has come up with negative results, showing
that, often, people’s belief changes deviate fromwhat Bayes’ rule prescribes, sometimes quite
starkly so.

Abduction

Therehas been a tendency in the literature to regard these findings as evidence of performance
failures, akin to the violations of probability theory mentioned above. But researchers have
discovered patterns in these supposed failures which appeared to be caused by people giving
special weight in their belief changes to explanatory considerations [2, 3, 4, 5]. This discov-
ery dovetailed with work in epistemology as well as in the history and philosophy of science,
according to which explanation ought to guide belief change. For instance, textual evidence
shows that scientists often cite the explanatory power of their theory—specifically, its ability
to explain a certain range of data better than any of its competitors—as compelling grounds
for accepting the theory, implicitly suggesting endorsement of a rule that often goes by the
name of “Inference to the Best Explanation,” or “abduction.”

According to the textbook version of this rule, we should accept the hypothesis or theory
that best explains the available evidence. But the textbook version is a bit rough. Would we
want to accept the best explanation even if, in absolute terms, it is quite unsatisfactory? Would
wewant to accept it even if it is satisfactory but there is an alternative explanation that is nearly
as satisfactory? Probably not. Philosophers have proposed refined versions of abduction, one
being that we should infer the best explanation of our evidence if, and only if, that explana-
tion is (i) good enough, and (ii) considerably better than the second-best explanation. There is
recent evidence that abduction thus formulated does describe how people reason, at least in
certain entirely ordinary contexts [2].

Bayesians would likely argue that while a categorical notion of belief has psychological re-
ality, the more fundamental notion is that of graded belief, of belief that can vary in strength.
And in the aforementioned version, abduction appears to pertain only to the categorical no-
tion. However, recent research on abduction has looked at probabilistic versions of abduction,
versions which make abduction look like Bayes’ rule, except that they assign bonus points for
explanatory goodness (see Box 1). In a series of experiments, Douven and Schupbach ([3]) com-
pared such a version with Bayes’ rule in terms of descriptive adequacy, finding that their par-
ticipants’ sequential degrees-of-belief changes were significantly more accurately predicted
by the abductive rule than by Bayes’ rule. In a re-analysis of their data, it was further found
that participants were, on average, significantly more accurate the more weight they gave in
their degrees-of-belief changes to explanatory considerations [6].

Can abduction be rational?

While explanatory reasoning is not per se incompatible with Bayesianism [7], there is clear ev-
idence that at least sometimes such reasoning does lead people to transgress Bayesian norms.
Committed Bayesians may regard this as further evidence that human reasoners are liable to
performance failure. However, recent publications warrant a more favorable take on the data,
by seeing themas evidence that people tend to change their degrees of belief in a rationalman-
ner. As explained in Box 1, the arguments for Bayes’ rule boil down to the claim that theremay
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be costs attached to following a non-Bayesian rule, costs which could be avoided by sticking to
Bayes’ rule. That—according to Bayesians—is what makes non-Bayesian reasoners irrational.
Theproblemwith this argument is that, evengranting the claimabout costs, it only follows that
non-Bayesian reasoners are irrational if there are no compensating benefits to non-Bayesian
reasoning. And as shownby various authors, especially for abductive reasoning, there canwell
be such benefits [8, 9, 10, 11]. Most notably, using computer simulations comparingBayes’ rule
with various probabilistic versions of abduction, it was found that the abductive rules tend to
lead to a faster average convergence to the truth than Bayes’ rule—which can obviously benefit
reasoners [8, 9].

There is already a considerable amount of work on the role of explanation in various high-
level cognitive processes, including categorization, generalization, understanding, and inter-
preting language and behavior [12]. The question of how explanation guides belief change is
still underexplored and could for instance also benefit from input fromdevelopmental psychol-
ogists [13]. The foregoing will hopefully convince colleagues that the question is well worth
studying.⋆
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Box 1: Explanatory reasoning—only costs?

According to the betting concept of probability, the degree to which you believe that
there will be people onMars before 2040 is the price in cents at which you are willing to
take either side in a bet that pays $1 if indeed there will be people on Mars before 2040
and nothing otherwise.

Using this concept, Bayesians argue that any failure of your graded beliefs to accord
with probability theory betokens irrationality. The argument is that any such failure
exposes you to a Dutch book, which is a set of bets that guarantees you a loss.

Probability theory is silent on how to change graded beliefs. Bayesians proposed Bayes’
rule as an answer to that question, but there are similar rules which take explanatory
factors into account. Consider this schema:

Let H = {H1, . . . ,Hn} be a set of n mutually exclusive and jointly exhaustive hy-
potheses Hi and let Pr and Pr′ designate a person’s degrees-of-belief function be-
fore and after learning evidence E, where Pr(E) > 0. Then that person updates her
graded beliefs by rule r(c) precisely if, for all j,

Pr′(Hj) =
Pr(Hj) Pr(E | Hj) + f(Hj,E,H )∑n

k=1
(
Pr(Hk) Pr(E | Hk) + f(Hk,E,H )

) ,
with

f(Hj,E,H ) =
{
c ifHj best explains E,
0 otherwise,

for some c : 0 ⩽ c ⩽ 1.

The rule r(0) is Bayes’ rule; other instances are probabilistic versions of abduction.

According to Bayesians, someone who changes her graded beliefs by a non-Bayesian
rule is again Dutch-bookable: she can be offered bets at different points in time which
will all appear fair to her but together ensure a loss. However, even if there are costs
attached tonon-Bayesianbelief change,might therenot alsobe compensatingbenefits?
Bayesians never asked, but recent evidence supports a positive answer.
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