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Temperature gradient induced double stabilization of the evaporation
front within a drying porous medium
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6 Allée Emile Monso, 31400 Toulouse, France
and Centre National de la Recherche Scientifique, IMFT, Allée du Professeur Camille Soula,
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Drying of porous media very often occurs in the presence of significant temperature
gradients because heat fluxes are imposed in many situations in order to decrease the
drying time or to facilitate the moisture removal at a higher humidity of the surrounding
gas phase. Here we consider the situation where the temperature increases with depth.
We show from experiments with a micromodel that the temperature gradient induces the
stabilization of the evaporation front within the model porous medium according to two
different mechanisms occurring consecutively. The first mechanism occurs in the liquid
phase and is explained by the dependence of surface tension upon temperature. Thisresults
in the preferential invasion of the warmer zones. The second mechanism occurs gas-sided
dueto the dependence of saturation vapor pressure upon temperature. We show that thetime
scales of both mechanisms are different leading to the temporary formation of distinctive
phase patterns from which different periods of drying can be discriminated.

DOI: 10.1103/PhysRevFluids.3.114201

I. INTRODUCTION

Drying of porous media occurs in natural situations [1], and is a crucia step in many industrial
processes [2]. Since evaporation is an endothermic process, drying very often occursin the presence
of temperature gradients developing within the porous materials. Examples from natural situations
arethe soil and building materials which are naturally exposed to warm air aswell as solar radiation.
In addition to these examples from natural situations, the development of temperature gradientsisa
classical feature of convective drying where the sampleisin contact with awarmer external gasflow
[3] or in contact drying [4], where heat is supplied to the porous sample through hot surfaces. From
the engineering standpoint, akey issueisto find an optimal tradeoff between the energy consumption
and the drying time. The latter is directly linked to the drying kinetics and thus the evolution of the
evaporation front inside the porous material during drying. To this end, a sufficient understanding of
the impact of temperature gradients on drying kineticsin nonisothermal drying processesiscritical.
Also, in the drying processes encountered in many natural or engineering situations, theliquid phase
contains dissolved species, i.e., dissolved salts [5], polymers [6], or particles such as in colloidal
suspensions [7]. Control of the final distribution of these species after drying can be essential. For
instance, in the case of sdlts, the drying process |eads to the formation of salt crystals either within
the porous medium [8,9] or on its surface [10]. Thisin turn can greatly affect the drying process
depending on the properties of the crystallized salt layers [10]. The experimental results reported
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in [11,12] suggest that the crystals form at the evaporation front. As a result, understanding the
evolution of the evaporation front during drying is a key aspect in this context.

In the classical phenomenological description of drying [13], the evaporation front is within the
porous medium over the longest period of drying. This period, referred to asthereceding front period
(RFP) in the literature [13], is characterized by the development of a growing dry zone adjacent to
the open surface of the porous medium and traveling of the internal evaporation front deeper and
deeper into the porous medium. The increasing distance of the evaporation front from the open
surface induces growing mass (and heat) transfer resistances, which finally leads to the deterioration
of the drying performance with longer duration of this period. Consequently, a shortening of the
RFP can be beneficial to industrial drying applications. In contrast with this classical description,
we show in this paper that theinternal evaporation front can be stabilized within the porous medium
in presence of a positive temperature gradient (by convention positive means that the temperature
increases with depth from the open surface). This is also an indirect indication that the transport
of dissolved species and the localization of the crystallization zones can be greatly affected by the
presence of temperature gradients.

Since the nineties, significant improvements in the understanding of drying processes have been
achieved within the framework of immiscible two-phase flow theory [14]. Basic investigation tools
in this context are model porous media, such as quasi-two-dimensional networks of interconnected
channels [15,16], and pore network models (PNMs) (see [17,18] and references therein), with the
invasion percolation theory and its variants [19,20], as theoretical background [21-23]. Application
of PNMs has aready led to numerous advances in our understanding of the drying process (see,
for instance, [17,18,23,24] and references therein). In particular, this has led to the identification
of three main patterns of the pore scale liquid distribution during drying. These depend on the
existence and the sign of agradient in the occupation probability of the pores (throats or bondsin the
percolation theory) by the gas phase and are, namely, invasion percolation (IP), invasion percolation
in a stabilizing gradient (IPSG), and invasion percolation in a destabilizing gradient (IPDG). One
can refer to [15] for visualizations of these three patternsin amodel porous medium where the case
B = 0 corresponds to IP, B > 0 corresponds to IPSG, and B < 0 corresponds to IPDG [with bond
number B = pgr?/(20 cosh), where o istheinterfacial tension, p isthe liquid density, » the mean
poreradius, g istheacceleration of gravity, and 0 isthe contact angle (Tablel); it describestherelative
importance of gravity over capillary forces]. In the IP drying regime, an expanding two-phase zone
develops over the whole porous medium. In the IPSG drying regime the traveling two-phase zoneis
confined within the medium owing to the stabilization imposed by the hydrostatic pressure gradient.
In contrast, in the IPDG drying regime an early breakthrough of the gas phase with initiation of a
second front is observed. In this drying regime, the liquid phase is completely fragmented leading
to atwo-phase zone which remains connected to the open surface over the longest period of drying.

However, somewhat surprisingly—since the presence of temperature gradientsisvery frequentin
drying applications—most of these works consider quasi-isothermal drying situations in which the
temperatureis spatially uniform and constant during the drying process. Nevertheless, the influence
of temperature gradients is addressed in a limited number of papers [25-31]. In [15], the gradient
in the occupation probability leading to IPDG or IPSG patterns was due to gravity effects. Asfirst
discussed in [26] from numerical pore network (PN) simulations, temperature gradients can also
result in either IPSG or IPDG patterns depending on the sign of the temperature gradient, owing to
the dependence of surface tension upon temperature (at |east within a sufficiently weakly disordered
porous medium). Thiswill be made clear in Sec. 1V [see Egs. (5)—(8)]. The first experimental proof
of the formation of the IPSG pattern in presence of a negative temperature gradient (by convention,
negative meansthat the temperature decreases with depth) can be foundin [31] where avisualization
experiment with a quasi-two-dimensional etched network is presented. Asillustrated in [26,31], the
IPSG pattern is characterized by the formation of a traveling two-phase zone in between a growing
dry zone adjacent to the open side and a shrinking fully saturated liquid zone at the bottom of the
PN (thus equivalent to the picturein [15] for B > 0). So far, no experimental study of IPDG patterns
isavailable in the literature. Numerical studies can be found in [25,26,28]. The detailed numerical



TABLEI. List of symbols.

A interfacial area m?

B Bond number -

D effective diffusion coefficient m?s!

h depth of pore/throat m

Ah, enthal py of vaporization kJkg™

L lattice spacing m

M mass kg

Mey int mass evaporated within the two-phase zone kg

M mass flow rate kgs?

Mo initial evaporation rate kgs™

M, molar mass of vapor kg kmol 1

n number -

Nege number of cluster boundary liquid elements -

p occupation probability -

P pressure Pa

P, capillary pressure Pa

Py saturation vapor pressure Pa

reff effective pore radius m

R universal gas constant kJkmol -1 K2

S saturation _

N saturation of the two-phase zone -

t time S

T temperature °C, K

v volume m?3

1% volume flow rate m3s?

AV specific volume change mikg~*

w width of pore/throat m

w, in-plane diameter of pore m

z space coordinate from open network side m
Greek symbols

e porosity -

0 contact angle -

v correlation length exponent -

o1 liquid density kgm—3

0 phase change rate kgm—3s?

o surface tension Nm-?

z maximum range of throat sizes m

investigation of the situation with a positive temperature gradient presented in [25] is highlighted
here. In particular, the study indicates that a dry region can form at the bottom of the system (in
addition to the dry region at the top) as a result of the diffusive transport of vapor through the
two-phase zone. Thistransport isinduced by the positive temperature gradient imposed over the PN.
More clearly, vapor transport through the partially saturated zoneis possi ble dueto the dependence of
saturation vapor pressure upon temperature. Also, the study indicates that the ingress of the internal
evaporation front from the open surface is slowed down in this case. Consequently, the expansion
of the upper dry zone is limited in this situation. However, an important phenomenon, namely, the
condensation of vapor traveling from the warmer to the colder region of the two-phase zone was
completely ignored in the PNM used in [25]. It may, however, be expected that the diffusion of
vapor against atemperature gradient can lead to a process in which both drainage (i.e., replacement
of liquid by gas in the context of drying) and imbibition (invasion of gas pores by liquid due to
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FIG. 1. (a) Temperature field with positive temperature gradient dT/dz imposed on the micromodel inthe z

direction. T_Zzo = 24°C (top edge) and T_Z:49L = 50°C (bottom edge). (b) Thetemperature contour linesindicate
nonlinearity of the temperature gradient in the z direction.

condensation) occur simultaneously. Since imbibition invasion rules [32—36] are significantly more
complex than invasion percolation rules, the simultaneous evaporation and condensation processes
makethe PN modeling significantly moredifficult, [37,38]. In thisregard, theaim of the present paper
is (1) to investigate PN drying with imposed positive temperature gradient experimentally and (2)
to develop a PNM taking into account the condensation phenomenon. In addition to the exploration
of the ability of the developed PNM to simulate drying processes in presence of imposed thermal
gradients, the PNM is also used to provide information difficult to extract from the experiment.

This paper is organized asfollows. The experimental setup ispresented in Sec. Il and the PNM is
presented in Sec. I11. The experimental results are presented and discussed in Sec. |V in conjunction
with some results from PN simulations. A discussion is presented in Sec. V. Conclusions are drawn
inSec. VI.

. EXPERIMENTAL SETUP

The presented paper is based on microfluidic experiments using the quasi-two-dimensional
SiO, micromodel and the setup described in [31]. The SO, PN micromodel was produced by
photolitography followed by isotropic chemical wet etching. The micromodel is a two-dimensional
square network of 50 x 50 pores with one open edge (the top edge in figures presented below).
The pore bodies correspond to the nodes of the network. The pores are interconnected by channels,
referred to asthroats or bonds. Width of thethroats obeysaGaussian distributionwith mean 163.6 um
and standard deviation 15.2 um. Width of the poresis derived from the geometry of neighbor throats;
itis(171.6 £ 8.8) um. Throats and pores have auniform depth of 39 um. Thelattice spacing (distance
between two nodes) is L = 1 mm. From thisfollows an overall size of the PN in the micromodel of
4.9 x 4.9 cm (length x width). Thetotal void space of the PN is= 28.5 /. The microfluidic network
is hydrophilic with contact angles 6 < 45°.

At the beginning of the drying experiment, the micromodel was saturated with pure water and
(without delay) mounted on ahorizontal heat conducting plate. Thetemperaturegradient wasimposed
by two thermally adjusted water streams circulating through the heat conducting plate in parallel to
the open side of the micromodel. Flow direction of the water streams was from left to right (Ileading
to the temperature distribution shown in Fig. 1). Temperature of the water streams was controlled by
thermal baths. In detail, thewater stream circulating at thetop side of themicromodel wasadjustedtoa



temperatureof 7 = 5°C and the stream at the opposite side of the heat conducting plate (i.e., near the
PN bottom edge) was adjusted to atemperature of T = 87 °C. In thisway, a quasi-one-dimensional
temperature gradient with temperatureincreasing from the open surface towardsthe bottom of the PN
could be technically realized [Fig. 1(a)]. The temperaturefield in Fig. 1(a) was obtained by infrared
measurement; additional information was gained by continuous monitoring by thermocouplesinside
the heat conducting plate. The mean temperature gradient inthe z directionisd7 /dz = 44K cm™1L.
Asdepicted in Fig. 1(b), the temperature gradient is nonlinear, being higher in the center and smaller
at the surface of the micromodel. Additionally, alateral variation of temperature is observed due to
therealization of heat supply with the water streams. Note that evaporative cooling was not observed.
This is explained with the high heat flow rates through the thin (thickness 600 um) silicon-cover
plate of the micromode! in contact with the heat conducting plate.

A laminar flow of dry and warm air (T = 26°C, V4 = 20mimin~%, and P, 4, = 0) perpen-
dicular to the micromodel open side [top edge in Fig. 1(a)] was applied to induce the mass transfer
from the micromodel. Due to the horizontal placement of the micromodel, gravitational effects can
be excluded here. Again, refer to [31] for more details and a schematic of the experimental setup.

Thedrying processwas optically observed by aCCD camerawhich wasinstalled perpendicularly
abovethe micromodel and monitored the progressive penetration of the gasphaseinto it at controlled
framerates. Processing of theseimages after drying providesinformation about the decrease of liquid
saturation in individual pores and throats as well asthe micromodel overall liquid saturation, drying
rates, or statistical parameters as will be discussed bel ow.

I1l. PORE NETWORK MODEL

The proposed PNM can be regarded as a further development of the model described in [31].
The fundamental extension presented here refers to the implementation of the condensation related
cluster growth mechanism. In[31] thetemperature dependent direction of vapor diffusion wasindeed
considered, but the condensation of vapor (and therefilling of the void space by liquid) was neglected
in the discussed quasi-isothermal situation and drying with negative temperature gradient. Thisisin
contrast to the situation presented in the present paper, where the imposed positive thermal gradient
leadsto significant condensed liquid volume. Moreclearly (asit will further be discussed in Sec. 1V)
the net mass flow rate at the boundary of aliquid cluster can be negative in the presence of thermal
gradients. This means that the overall vapor flow rate towards the cluster boundary exceeds the
evaporation rate from this cluster:

) Neee
My =) M, @
n=1

(by convention, negative flow rate, My < 0, means that the condensation rate is greater than the
evaporation rate while positive flow rate, My > 0, means that the liquid cluster is drying). As a
conseguence, liquid clusters can grow and reinvade neighbor throats and pores occupied by the gas
phase while other clusters simultaneously shrink as a result of drying. The proposed model thus
concerns the modeling of the reinvasion of pores and throats by the condensed liquid volume. This
is a magjor improvement compared to previous PNMs of drying in presence of thermal gradients
[25-31], because modeling of the liquid reinvasion implies consideration of imbibition invasion
rules, [32—36], whereas the standard PNM of drying in a hydrophilic network [39] does not consider
reinvasion eventsand thereforeonly appliesdrainage (1P) rules. For aPN likethe oneconsidered here,
i.e., with porebodiesand throats of similar sizes, imbibition (refilling) rules[32] imply distinguishing
pore and throat invasion as distinct events. In detail, an invasion capillary threshold is associated
with each element, pore, or throat, in the network. The pistonlike displacement invasion threshold

of athroat reads
2 2
Pc,t80<—+—> 2
w h
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FIG. 2. Experimental phase distributions obtained from drying with d7T/dz = 0.44Kmm~' and
T,—o = 24°C. Liquid and solid in black, gas phase in light gray. Vapor escapes from top edge. Shown are
the snapshots for overall network saturation § = [0.91,0.75, 0.57, 0.42, 0.38, 0.36, 0.34, 0.04], from (a) to
(h), respectively.

where o is the surface tension, w is the throat width, and 4 is the throat depth (Table I). This equation
applies to both situations, i.e., drying or condensation inside throats. By contrast, the gas invasion
threshold of a pore must be discriminated from the refilling invasion threshold of that pore. The first
one can be computed from Eq. (2) while the latter is defined according to the formula proposed in [40]:

1 2
P.,~ol—+= 3
so(2) ,
with
0.5wp
S el S 4
= T 025 1) @

where w), is the pore in-plane diameter and n is the number of gas throats adjacent to the considered
pore.

The drying algorithm with pore and throat refilling due to condensation is summarized in the
Appendix. Note that the temperature field is not computed. Instead the temperature field measured
in the experiment (Fig. 1) is used as input data for the PN simulations. Note also that, within the
limit of the various uncertainties in the experimental network fabrication process, a one to one
correspondence between the throat sizes in the PNM and in the experimental network is imposed.

IV. RESULTS
A. Phase distributions

Figure 2 shows the gas-liquid phase distribution (patterns) obtained from a drying experiment with
positive temperature gradient, with T,_o= 24 °C and T,_40;, = 50 °C (Fig. 1). The images show the
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FIG. 3. PNM computed phase distributions obtained from drying with the same temperature set-
ting as in Fig. 2. Liquid and solid in black, gas phase in white. Vapor escapes from top edge.
S =1[0.91,0.75, 0.57, 0.42, 0.38, 0.36, 0.34, 0.04], from (a) to (h), respectively.

distributions for decreasing overall liquid saturation S of the PN. Distributions obtained from the PN
simulations are depicted in Fig. 3. In both cases (experiment and simulation) vapor escapes through
the top edge where z = 0 while all other edges are impermeable. As can be seen from the comparison
between Figs. 2 and 3, the PNM simulations lead to an evolution of the phase distribution reasonably
similar to the experimental ones. Differences are, however, noticeable for low PN saturations S.
These concern, namely, the distance of the liquid phase from the PN open side and the internal liquid
saturation of the two-phase zone.

Several drying periods can be distinguished from the experimental phase patterns. These are
precisely discussed in the following.

The first period of drying is characterized by the development of a narrow and tortuous single
gas finger penetrating the micromodel starting from the open surface in the direction towards
the opposite bottom edge [Fig. 2(a)]. The development of this thin finger. also referred to as the
single branch, is typical of IPDG [15]. Based on the assumption of quasistatic capillary controlled
invasion of the PN micromodel (viscous and gravity effects are negligible), formation of the single
gas branch is explained with the dependence of surface tension upon temperature. More clearly,
the gas invasion follows the path of least resistance within the micromodel. This path is dictated
by the invasion capillary pressure threshold associated with each liquid element, pore, and throat
[Eq. 2)].

For water (as well as for other liquids), the surface tension decreases with increasing temperature,
ie..do /dT < 0. For water, do/dT ~ —1.71 x 107*Nm~'K~!. Thus the surface tension varies
from approximately 72 x 10~> N'm~! (cold side) to 67.8 x 10~ N m~! (hot side) over the network.
Asaresult, the surface tension decreases with depth in our experiment. Consequently. it is comparably
easier for the gas to find a throat of lower invasion threshold in the bottom region of the PN than in
the colder upper region (because the pore sizes are homogenously distributed with relatively small
standard deviation). This behavior can be expressed in terms of invasion probability, also referred
to as the occupation probability [26]. The capillary pressure P., defined as P, = Pyyy — P;, where
Piim 1s the gas pressure and P is the pressure in the liquid phase, is spatially constant at each step



(a) (b)

FIG. 4. Initial phase distributions observed in different experiments. (a) Experiment with temperature field
as specified in Fig. 1. (b) and (c) show two experiments with reversed flow direction of water along the top edge
in the heat conducting plate (the temperature field is roughly flipped from right to left).

of the invasion and corresponds to the invasion pressure threshold of the throat which is selected for
invasion. Thus,

2 2
P.~ o cosf (— -+ —) = const. (5)
w h

Assuming here for simplicity a uniform throat width distribution in the range [w; min, W¢ max], We
can express the fraction p of accessible throats corresponding to P, as

Wt max — W

~ , 6
p < (6)
where ¥ = w; max — Wy min- Thus
d 1 dw
a@__ v @
dz X dz

Since according to Eq. (5) w = 2[P./(o cos@) — 2/ h]~! and as o varies spatially in the problem

under study, we deduce from Eq. (7) that

dp 1 d(o cosf)dT

dz T dr  dz’
where z is the spatial coordinate directed from the open edge towards the bottom edge of the
micromodel. Note that the possible variations of contact angle with temperature are neglected. Hence,
in this problem, the surface tension gradient induced by the thermal gradient imposes a gradient
in p. Since do /dT < 0,dp/dz > 0 when dT /dz > 0. The occupation probability thus increases
with depth, which corresponds to an invasion percolation process in a destabilizing gradient of p
(IPDG). For the analogy with the situation where gravity effects induce the gradient in the occupation
probability one can refer to [15,22].

The temperature field depicted in Fig. 1(a) shows that the temperature increases along the open
edge. As a result of the decrease of surface tension with increasing temperature, it is expected that
the invasion starts in the warmer region of the open edge [region on the right in Fig. 1(a)]. This is
indeed what is observed in Fig. 2(a). When only the cooling flow direction of the thermal bath is
reversed along the top edge. the invasion starts on the left as illustrated in Figs. 4(b) and 4(c). Also.
Figs. 4(b) and 4(c) illustrate that the repeatability is very good but not perfect, at least as regards the
invasion of the first rows of pores. Some slight temperature variations in the top region (e.g., due to
convective cooling by the drying air) are sufficient to modify the number of invaded throats in the
first row before onset of the single branch development.

®
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FIG. 5. Graphical representation of capillary interconnectivity. Evaporation from the top edge. The blue
arrows schematically illustrate the capillary pumping effect, i.e., theinvasion of the liquid cluster pinned along
the evaporative top edge of the micromodel from the bottom side.

The second period of drying [Figs. 2(b)—2(d)] startswhen the single branch hasreached the bottom
edge of the microfluidic network (S = 0.93). Since the occupation probability is maximum in the
region of highest temperature owing to lower surfacetension, the bottom region isthen preferentially
invaded while evaporation is from the top surface of the microfluidic PN. The preferential invasion
of the bottom region is aresult of the pumping effect schematically illustrated in Fig. 5.

As the result of the preferential invasion of the micromodel bottom region, a traveling invasion
front sweeps the micromodel upwards [Figs. 2(b)—2(d)] until it reaches the micromodel top. At
this stage, the liquid phase is completely fragmented into separated liquid clusters of various sizes
forming a two-phase zone completely spanning the PN [as depicted in Fig. 2(d)]. In analogy with
gravity destabilized invasion [15], it is expected that the width of the traveling front and the size
of the largest cluster scale as (dT /dz)~"/*+") where v is the correlation length critical exponent of
percolation theory [41].

The third period of drying starts with the disconnection of the liquid phase from the PN top
edge, i.e., with the development of a dry zone between the evaporation front and the PN top edge
[Figs. 2(e)—2(9)]. Theresulting diffusion resistances|ead to a decrease of the overall evaporation rate
(seediscussions below). Asaconsequence, asecond drying front isinitiated at the high-temperature
edge of the PN. It results from the preferential evaporation of liquid clusters in zones with higher
temperature aswell asthe temperature gradient induced vapor diffusion through the two-phase zone.
Traveling of thisdrying front from the bottom of the PN towards the open side characterizesthethird
period of drying. Apart from this, the position of the evaporation front in the PN upper regionremains
stationary. It marks the upper boundary of the two-phase zone, while the upward moving front forms
thelower boundary. Accordingly, thetwo-phase zoneis effectively shrinking while confined between
agrowing dry zone adjacent to the bottom and the narrower stabledry zone adj acent to the micromodel
top edge. Interestingly, further study of the experimental phase patterns reveals that liquid clusters
within the traveling two-phase zone are growing and merging. This is again explained with the
temperature gradient induced diffusion of vapor through the two-phase zone: vapor evolving from
the high-temperature boundary (bottom) flows towards the low-temperature boundary (top) which
results in the condensation of vapor at the colder gas-liquid interfaces. The corresponding partial
vapor pressure gradient can be expressed as

dinP}  Ah,M,d(1/T)

, 9
dz R dz ©)




with saturation vapor pressure P *in Pa, enthalpy of evaporation in Jkg%, molar mass in
v Ay My kg kmol 2, and ideal gas constant Rin Jkmol ~1K 1,

A fourth period of drying can be discriminated from the phase patternsin Fig. 2 and the numerical
analysis presented below. In this period the upper evaporation front recedes slightly further into the
PN [Fig. 2(h)].

In summary, the main periods discussed so far are as follows: period 1, characterized by
development of a single gas branch; period 2, in which gas invasion sweeps upwards leading to the
complete fragmentation of the liquid phase into separated clusters; period 3 with initiation of afirst
drying front that remains close to the open surface and a second drying front traveling upwards
while growing and merging of clustersis observed; and period 4, characterized by further receding
of the upper evaporation front. Invasion during both the first and the second period is capillary
controlled and dictated from the temperature dependency of surface tension. During the other two
periods, kinetics of vapor diffusion, evaporation, and condensation control the invasion process
instead. Thisis studied in detail in the following section.

In the above, the possible impact of liquid films (corner menisci) [42—46] was not considered.
These liquid films refer to the liquid which can remain trapped in the corners of the channels.
While we have described the clusters as separated clusters, these films could help to maintain
hydraulic conductivity between the various liquid clusters. These effects might explain in part the
discrepancies between the experimental patterns (Fig. 2) and the computed ones (Fig. 3). Also, the
liquid films might temporally maintain the hydraulic connectivity between the inside of the
network and its open edge. In this case, the transition towards the third drying period would
correspond to the depinning of the films from the open edge. Based on previous publications
[45,46], the depinning of the films would be attributed to the thinning of them due to viscous
effects. Actualy, the dynamics of the corner films in the presence of a thermal gradient is an
interesting problem that deserves to be studied in depth since the vapor transport in the film region
isnot negligiblein this case, contrary to the case of the quasi-isothermal films studied in the above-
mentioned references. However, it should be noted that the contact angle is expected to be on the
order of = 40° in the experiments [47]. This relatively high value does not favor the devel opment
of extended liquid films [16], but, as will be shown below, the discrepancies between drying
kinetics from experiments and simulation might involve liquid films and the particular structure of
the liquid phase.

B. Dryingkinetics

The drying curves (overall saturation as a function of time) and drying kinetics (drying rate as a
function of overall saturation) of the experiment discussed in detail above are depicted in Fig. 6
together with the curves from the two experiments depicted in Figs. 4(b) and 4(c), i.e., with the
same parameter setting but reversed flow direction of the water stream cooling the heat conducting
plate at the surface edge of the PN. The drying kinetics are obtained from image analysis of the
experimental data (also refer to Sec. 11). The corresponding curves obtained from the PNM
simulation are shown in Fig. 7. As can be seen, the PNM simulation again leads to results
reasonably similar to the experimental ones, especially at the start of drying.

As can be seen, the drying process is characterized by two (quasi-) constant rate periods (CRPs)
corresponding to a double stabilization of the evaporation front at the top and then in the upper
region of the PN. Stabilization during the first CRP [S > 0.4 in experiments, Fig. 6(b), and S > 0.5
in the simulation, Fig. 7(b)] corresponds to the single gas branch development and the period
referred to as the second drying period above [Figs. 2(a)—2(d)]. This stabilization effect results
from the preferential invasion of the high-temperature zones aready explained with the higher
invasion probability induced by the temperature dependency of surface tension. It is thus an effect
that is purely based on the capillary invasion of the PN. Duration of this period is around 6 to 14%
of the total drying time. Drop of drying rates between the two CRPs [at S = 0.4 in experiments,
Fig. 6(b), and S = 0.5 in the simulation, Fig. 7(b)] is associated with the formation of a narrow dry
zone in the top rows of the PN [Figs. 2(d) and 2(€)]. It occurs after ¢ = 4 h in the drying experiment
from Fig. 2.
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Stabilization during the second CRP [S < 0.4 in experiments, Fig. 6(b), and S < 0.5 in the
simulation, Fig. 7(b)] corresponds to the shrinking of the two-phase zone [Figs. 2(e)-2(g)]. This
period of drying is controlled by vapor diffusion and it is at least one order of magnitude longer
than the fast fragmentation of the liquid phase during the first CRP. Existence of the second CRP
is fully consistent with the observation that the position of the upper boundary of the two-phase
zone does not appreciably change as the two-phase zone shrinks. There is, however, a drop in the
evaporation rate when the two-phase zone becomes too narrow. The drop is in agreement with
the observation that the evaporation front at the upper boundary of the two-phase zone slightly
moves further into the PN [Fig. 2(h)]. As will be discussed in the next section, dynamics of the
evaporation front is based on a ratio between vapor transport kinetics through the two-phase zone
and the dry zone at the PN top edge. If the ratio is = 1, the vapor flux through the dry zone can
be compensated by the vapor flux through the partially saturated zone. Then, the evaporation front
remains stationary. If, however, this ratio becomes smaller than 1, then the evaporation front must
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FIG. 7. PNM simulations: (a) drying curves and (b) drying kinetics. The simulated curve is shown in black
and compared to the experimental data from Fig. 6, shown in gray.

travel inwards because of the negative mass balance experienced by the upper evaporation front. This
isobviously linked to thewidth of the two-phase zone and additionally, aswill be explained below, to
thedriving forceof vapor diffusionthrough thiszone, whichisthetemperaturegradient intheproblem
discussed here.

Thedisagreementindrying kineticspresentedinFigs. 6and 7, i.e., after thedrop of theevaporation
rate, leadsto an overestimation of drying time. Thisdifferenceisexplained withtheexistence of liquid
filmsin the micromodel experiments which result in a higher interconnectivity of theliquid phasein
drying periods 2—4 because they can connect the separated liquid clusters, [44]. As reported in [16]
for the isothermal case, the corner films do not extend over more than one or two lattice spacings
away from the liquid cluster regions in the central region of the network. The situation is somewhat
different along the lateral edges of the microfluidic network. Actually liquid films develop along the
right and left edges of the microfluidic device where the local geometry favors the development of
liquid films over agreater distance. This has an impact on the drying kinetics since this allows for a
position of the evaporation front closer to the PN surface (see adlso Fig. 11). It can be surmised that
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the situation is similar in the presence of the positive thermal gradient studied here. In addition, as
aready mentioned, the presence of the thermal gradient might have an impact on the film dynamics
due to the vapor transport in the film region. In brief, trends regarding the possible impact of films
on the drying kinetics are expected to be similar to the i sothermal case with some possible additional
subtleties, that deserve to be studied in future works. If the liquid interconnectivity by the lateral
filmsis taken into account in the PNM simulation, predictability of the drying time is significantly
improved. Then the simulated drying timeis around 30% shorter due to alonger duration of thefirst
constant rate period. However, the drying rate in the second CRP is still underestimated in the PNM
with films, indicating that the structure of the liquid filmsis not well captured with this PNM. Asa
conseguence we aim at studying more precisely the morphology of liquid films and their influence
on the invasion process in drying with positive temperature gradient in future work.

C. Upper front stabilization

Comparison of Figs. 2(e)—2(g) clearly showsthat reinvasions of gas poresand throats by theliquid
occur within the two-phase zone in drying period 3. Thisis attributed to the condensation of vapor
forming in the lower warmer region and traveling upwards towards the colder upper region. Thisis
further illustrated by the slice averaged liquid saturation profiles shown in Fig. 8. As can be seen
from Fig. 8(b) the slice averaged liquid saturation increases in the upper region of the two-phase
zone (between z = 8 and 38 mm) in period 3. The light gray curve shows the location of residual
liquid clusters at low saturations, i.e., with a noticeable distance from the micromodel open side.

The above observations in periods 3 and 4 are explained as follows. First, it should be noted that
the gas phase percolates across the shrinking two-phase zone (STPZ). Second, the saturation vapor
pressure P;* depends on temperature. Third, owing to confinement, the vapor in the throats and pores
occupied by the gas phase in the STPZ isin equilibrium with the adjacent menisci, i.e.,

Py(z) = PJIT(2)]. (10)
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The vapor mass flow rate within the STPZ can thus be expressed according to a continuum
approach as

AM, _ dP*
RT 74z

M, ~ — ()

where M, is the vapor molecular weight, R is the universal gas constant, 4 is the total cross-sectional
area, and D is the effective diffusion coefficient of vapor in the STPZ. The latter depends on the
local saturation. Based on the saturation profiles depicted in Fig. 8(b), Deg can be considered as
approximately constant over the STPZ for simplicity. Using Eq. (9) (Clausius-Clapeyron), Eq. (11)
can be expressed as

AMUD Ah, dT

M, ~ —— —,
RT “TAV dz

(12)

with specific volume change AV in m3 kg~!.

Equation (12) indicates that the vapor flow rate in the STPZ is directed towards the top of the STPZ
since d7/dz > 0. This is illustrated from the PN simulations in Fig. 9 where the overall through-plane
mass flow rate of vapor is plotted against the slice coordinate for the overall network saturations shown
in Fig. 3. The vapor flow rates are overall positive with maximum values at the PNM surface (z — 0)
where the vapor leaves the PN. In addition to that, curves computed for S > 0.04 interestingly reveal a
significant drop of local vapor flow rates in slices z < 20 mm, i.e., in the upper part of the PN, where
according to Fig. 1(b) the temperature gradient d7/dz decreases. This drop vanishes with drying of
this region (i.e., the curve corresponding to the phase pattern of § = 0.04). These two observations,
namely, (1) the drop of local vapor flow rates near the evaporation front and (2) vanishing of this
drop during drying period 4, indicate that the condensation effect is primarily relevant during drying
periods 1-3. However, if the plot is made dimensionless using the overall evaporation rate, it becomes
clear that the mass flow rate of vapor is negligible within the micromodel before phase 3 (S > 0.42 in
PN simulations) because vapor diffusion through the two-phase zone appears negligible compared to
the overall evaporation rate from liquid clusters connected to the PN surface (Fig. 10). In agreement
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with Fig. 7(b), where the overall drying rate drops at S = 0.53, relevance of vapor diffusion through
the two-phase zone emerges below this critical saturation. In consistence with Eq. (12) and the
variation of the temperature gradient dT/dz depicted in Fig. 1, the dimensionless profiles reveal
again that the vapor flow rates decrease in direction towards the PN surface (curves shown for
S €£0.42).

Considering that the transport of vapor is quasisteady, the mass conservation equation of vapor
in the STPZ can be expressed according to a continuum approach as

d (M, .
E( A ) = Pev/co, (13)
where pey/co i the phase-change rate (in kgm~2s~1) due to evaporation (e, > 0) Or condensation
(b0 < 0).

Let zmax and zmin be the mean positions of the lower and upper boundary of the STPZ; the mass
balance at these interfaces reads

dZ_min M [T(me)] Mv dP* dT
S* = S=0)Lt—"-""= — = 14
emST— T Deit ) - 77 Det )dT e (14)
dZmax M, dP*dT
S* = ——=Dgi(S = S5* 15
S = = i Dl Yar dz (13)

at 7 = zmax, Where S* is the saturation of the two-phase zone (considered as constant, see Fig. 8), ¢
is the micromodel porosity, and p; isthe density of the liquid. Using again the Clausius-Clapeyron
relation, Egs. (14) and (15) can be expressed as

dZ_min M Py [T(me)] Mv Ah, dT
epS* = — — D (S =S 16
P dt RT Zmin RT Eﬁ( )TAV dz ( )
at z = zmin and
dz; M, Ah, dT
ep sl 2 S =5~ 17)
dt TAV dZ
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at 7 = Zmax. According to Eq. (16), the upper front (zuyin) can reach a stable position (dzmyin/dt ~ 0)
given by

__ De(S =0) TAVPHT Gin)] s
min = paS =59 AmIL (18)

vz

Stability of this front depends on the variation of Deg(S = $*), i.e., on the saturation of the
two-phase zone near the front. Since this variation is weak (as indicated in Fig. 8), the position of
the front is expected to be quite stable. This is what is indeed observed in Figs. 2(e)-2(g) and from
the results reported in Fig. 11(a).

According to Eq. (17), the lower front is expected to move upward approximately linearly across
the region of the micromodel where d7/dz =~ const [40 < z < 20 mm according to Fig. 1(b)]. This
is indeed what is observed in Fig. 6(a) [the network saturation varies quasilinearly with time during
period 3 as shown in Fig. 6(a)] and depicted in Fig. 11(b). As a result, width of the STPZ decreases
approximately linearly with time (i.e., with saturation) as shown in Fig. 11(c). This leads to the
apparent linear displacement of the STPZ in the direction towards the PN surface [Fig. 11(d)].



Integrating Eq. (13) between zmin and zmax then yields

amax M, dP*dT y dP*dT
dz = | —=—=Dgi (") —%+ — S* . 19
[ b= |- pa GG+ | pa ] @
Thus
Zmax 1\”4 1dT 1dT
0 dz=——= S* . 20
/zm.n Pevjen dz = =g Detr( |:<T dz> - (T dz) } (20)
In the case of our experiment, (T (% )_ > 0(Fig. 1). Thusf‘max dpesjcodz < 0. As

a consequence, a net condensation rate rrafust be observed in the STPZ since the liquid mass loss
corresponding to the upward motion of the lower front is greater than the evaporation rate from
the upper front. As can be seen from Fig. 2, this leads to the refilling of pores and throats with
liquid in the STPZ. This phenomenon is also illustrated in Fig. 12, showing the increase of the slice
saturationin Fig. 12(a) (for S < 0.4) aswell asthe variation of the fraction of growing and shrinking
clustersin the STPZ as afunction of the micromodel saturation in Fig. 12(b). Additionally, the inset
in Fig. 12(b) shows the computed cluster dynamics. It is noted here that the difference between
the experimental and numerical resultsin Fig. 12(b) is explained asfollows. A cluster is detected as
growing or shrinking in the experiment by comparing two images. At least one throat must have been
fully emptied or refilled between the two images for labeling the cluster as shrinking or growing. As
aresult, a noticeable fraction of clustersis identified as stable, i.e., not growing or shrinking, with
this procedure. By contrast, a cluster is labeled as growing (or emptying) in the PNM computation
when the mass flow rate at the boundary of the cluster is negative (or positive). As aresult and also
illustrated in Fig. 12(b), all the clusters are detected as either growing or emptying with the numerical
procedure (even if the growth or shrinking rateisvery small). The experimental and numerical results
shown in Fig. 12(b) are qualitatively in very good agreement if one regards the second CRP and the
transition between the two CRPs (S = 0.4 in experiments and S = 0.5 in the simulation), where
both fractions are about equal. In the first CRP, however, the condensation effect is greater in the
simulation. Precisely, the fraction of shrinking clusters and growing clusters is reversed. This is
assigned to the impact of liquid films which lead to a macroscopic continuum of the liquid phase
in experiments whereas the emerging (smaller) liquid clusters in the PN simulation ignoring liquid
films are separated [44]. While the condensation rates can be compensated in the microfluidic PN,
the smaller clustersin the PN simulation experience more often a negative phase-change rate.

The oscillations of the curves in Fig. 12(b) reveal that some throats (and pores) empty and
refill several times within the STPZ. From this it can be concluded that a certain amount of water
evaporates several timesduring thedrying process(typically evaporating in thelower region of STPZ,
condensing in the upper region of STPZ, and then evaporating again later). This can be expressed as

Mev(t) = Mev,int(t) - Mco(t)» (21)

where Mg, (¢) is the mass of water that has left the system (i.e., the net evaporation), Mg, in:(¢) is
the mass of water that has evaporated within the system, and M (t) is the mass of water that has
condensedwithinthesystemat timer. Ascan beseenfrom Fig. 13, thetotal massof water evaporating
in the network over the complete drying process is by around 20% larger than the net evaporated
mass with the temperature setting and PN used in the drying simulation.

V. DISCUSSIONS

A. Liquid phase fragmentation

Asdepictedin Fig. 2, theliquid phaseisfragmented into clusters of various sizes at the beginning
of period 3, i.e., after the sweeping of the micromodel by the gas invasion events that start at the
bottom of the network and move upwards. This fragmentation is a consequence of the dependence
of surface tension upon temperature.
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of datafrom the PNM simulations (see text).

Interestingly, asimilar fragmented liquid distributionisobtained when the effect of temperatureon
surface tension is neglected [25]. As discussed in [26], this should also correspond to the situations
where the porous medium disorder, i.e., the standard deviation of the throat size distribution, is
sufficiently large for rendering ineffective the impact of surface tension variations associated with
the spatia variations in temperature [from Eq. (8), dp/dz — 0 when ~ becomes large]. In other
words, invasion of the PN is entirely controlled by the throat size distribution when the disorder is
sufficiently large[26]. Asillustrated in Fig. 14, thefront of gasinvasion sweeping the porous medium
moves downwards in this case and the isolated clusters forming behind the front do not evaporate,
or evaporate only slowly, because of the temperature gradient induced vapor flux in the two-phase
zone (similarly as through the STPZ discussed in Sec. IVC). In other words, evaporation from the
upper isolated clusters is compensated by the condensation flux experienced by these clusters.
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This also makes clear that the evaporation front stabilization mechanism in the second CRP
discussed in Sec. IVC isnot related to the dependence of surface tension upon temperature.

B. Impact of temperature gradient on upper front position

According to Eq. (18), position of the upper front in period 3 must be closer to the open side of
the micromodel as the temperature gradient isincreased. Thisisindeed what is obtained from PNM
simulations asillustrated in Fig. 15. Figure 15 summarizes the results from 12 PN simulations using
a PN structure identical to the microfluidic model studied above but different imposed temperature
gradients and various initial evaporation rates which were adjusted by an external mass transfer

(b)

FIG. 14. Two mechanisms leading to a fragmented liquid phase spanning the network. Illustration from
PNM simulations: (8) IPDG pattern with upward moving gas invasion front sweeping the network from below
and (b) IP pattern with downward moving gas invasion front sweeping the system from the top and isolated
liquid clusters stabilized by condensation (S = 0.75).
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coefficient [16.26.42]. As can be seen in Fig. 15, three distinct point clouds can be distinguished.
Each of these point clouds refers to a different temperature setting as indicated in the figure. Variation
of the intial evaporation rates (at constant AT') instead has a minor impact which is reflected by the
density of the point clouds. Figure 15(a) clearly reveals that higher AT positively affects the mean
upper position of the evaporation front. This leads to a drastic decrease in drying time although the
ratio of the total condensed liquid volume inside the STPZ increases for higher AT [Fig. 15(b)].
It is concluded that the evaporation rate in the second CRP can be controlled by playing with the
temperature gradient as it positively affects the position of the evaporation front.

C. Three-dimensional systems

When the temperature gradients are negligible, the drying behavior of a three-dimensional (3D)
system [49] differs from that of a 2D system essentially because both the liquid and gas phase can
form percolating clusters over the network during the first period of drying in a 3D system. This
feature results in a CRP in 3D systems. which is typically not observed in isothermal 2D systems
(an exception, however, is when film effects are very significant [18]). In the presence of a positive
thermal gradient, such a difference between 2D and 3D systems is not expected when the temperature
gradient is strong enough to lead to IPDG as in our experiment. Then the main periods of drying
are expected to be quite similar in 2D and 3D systems. When the single branch does not form
because of sufficiently strong disorder or too low temperature gradient, then of course the situation
must be different between 2D and 3D simulations. As illustrated in Fig. 14(b) for drying of the
2D PN, stabilization of the evaporation front in the first drying period is due to the stabilization of
clusters forming the fragmented liquid phase, whereas in the 3D case the liquid phase would form a
shrinking spanning cluster in the first drying period. Thus, occurrence of the first CRP in a 3D PN
with imposed positive temperature gradient is similar to isothermal drying [49]. However, later in
the drying process. when the liquid phase is totally fragmented in the 3D system. the situation is not
fundamentally different from the fragmented 2D case: a similar stabilization of the evaporation front
is expected in both systems. This is explained with the vapor flux induced by the thermal gradient
in the fragmented two-phase zone. In summary. two CRPs are generally expected to be observed in
the presence of a sufficiently large positive thermal gradient but the mechanism responsible for the



occurrence of the first CRP can be different in 3D and 2D PNs when the development of the single
gas branch at the beginning of drying does not occur. We plan to illustratein more detail the 3D case
from PNM simulations in aforthcoming paper.

VI. CONCLUSIONS

Wehave presented experimental resultsusing aquasi-two-dimensional model porousmediumwith
the aim to show the strong impact of a positive temperature gradient, imposed on the micromodel,
on the drying process. A positive temperature gradient means that temperature increases with depth
of the micromodel. We have demonstrated that the dependence of surface tension upon temperature
and the dependence of saturation vapor pressure upon temperature lead to a double stabilization of
the evaporation front in two consecutive periods. In the first period, the stabilization results from the
impact of thetemperaturegradient on theinvasion pattern. Thischangesthe patternfroman | P pattern,
characteristic for drying in the absence of atemperature gradient, to an IPDG pattern. In the second
period, the stabilization results from the vapor flux induced through the fragmented liquid phase.

Additional insights were obtained from PNM simulationstaking into account the refilling process
of throats and pores due to the condensation of vapor transported through the two-phase zone. It was
shown that this effect primarily affects the drying process when the liquid phase is fragmented and
when additionally the overall evaporation rate from the PN surfaceis sufficiently low. Asaresult of
condensation, throats and pores are locally reinvaded which leads to a considerable growth of liquid
clusters. From this follows that shape of the liquid clustersis affected by the condensation of vapor.
They become more faceted than one would expect from the corresponding imbibition situation.
Moreover, some throats and pores can empty and refill several times during the drying process.

In this respect, it can be noted that situations in which the liquid phase is fragmented and where
drainage and imbibition processes occur simultaneously are notorioudly difficult to simulate with the
standard continuum models of drying. Finally, the results reported in this paper open up the route
for control of the drying process by playing with the temperature gradient.

Some discrepancies between the experiments and the simulations might be due to the impact of
corner liquid films. These filmswere not considered in the model. The dynamics of thosefilmsin the
presence of athermal gradient as well as their possible role in the hydraulic connectivity between
clusters deserve future study.
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APPENDIX

The PN drying algorithm for computation of nonisothermal drying in the presence of imposed
thermal gradientsisbriefly described inwhat follows. Thebase of thisal gorithmisthe PNM presented
in [31]. The features of the PNM with simultaneous evaporation and condensation are highlighted
below. Computation of the invasion of the PN follows IP rules assuming quasi steady invasion and
negligible pressure drops due to viscous forces inside the liquid phase. Thus, the order of invasion of
poresand throats, either by the gasphaseor theliquid phase, iscomputed from analysis of theinvasion
capillary pressure thresholds. The invasion processis coupled to the vapor flow rates resulting from
the vapor partial pressure gradient between the gas-liquid interface and the gas bulk phase in the
boundary layer of the PN. In case of overall positive vapor flow rates, i.e., when the liquid cluster
is drying, the pore or throat at the cluster boundary associated with the lowest capillary pressure



threshold isinvaded by the gas phase. By contrast, in case of overall negative flow rates (i.e., cluster
growing) the pore or throat associated with the highest capillary pressure threshold is invaded by
the liquid phase. It is noted that, in case of cluster growing, at first all partially saturated elements
(emerging from the cluster mass balances) are resaturated with liquid before the neighborhood of
the cluster is scanned for possible empty candidates.

In summary the drying algorithm reads asfollows. After initiation of the PN structureand physical
parameters, the vapor pressure field inside empty network pores is computed from the mass balance
of each empty pore node following Eq. (11). The boundary conditions are P, = P;(T') in pores at
the gas-liquid interface and P, = P>° = 0 in pores connected to the bulk air phase. The invasion
rate of any liquid cluster as well as of single liquid elements is computed from the sum of vapor
flow rates towards and from the cluster boundary [Eq. (1)]. Careistaken to correctly determine the
direction of vapor flow rates in the nonisotherma PNM.

Then, the following steps are computed. If the interfacial mass balance of the cluster is positive
(i.e., theclusterisshrinking), (1) scan eachliquid cluster boundary for the meni scusthroat or meniscus
pore with the lowest capillary pressure threshold (equivalent to the local candidate to be invaded by
the gas phase) and (2) compute the time required to fully invade the local candidate with gas at the
current cluster evaporationrate. Thisisconsistent with traditional PN drying models. Additionally, the
following stepsare applied in the PN drying model with condensation. If theinterfacial mass balance
of the cluster is negative and partially saturated elements are available at the cluster boundary (i.e.,
resaturation of the cluster boundary), (1) scan each liquid cluster boundary for the partially saturated
meniscus throats or meniscus pores with the highest capillary pressure threshold (equivalent to the
local candidate to be invaded by the liquid phase) and (2) compute the time required to fully invade
thelocal candidatewith liquid at the current cluster condensation rate. If the interfacial mass balance
of the cluster is negative and partially saturated elements are not available at the cluster boundary
(i.e., the cluster is growing), (1) scan adjacent empty pores and throats for the local candidate with
the highest entry pressure threshold (equivalent to the local candidate to be invaded by the liquid
phase) and (2) compute thetimerequired to fully invade the local candidate with liquid at the current
cluster condensation rate.

Invasion pressure threshol ds are computed from Egs. (2) and (3). Theinvasion timesare computed
from

SoV
Mey
for gasinvasion, and from
1- 1%
;= ( S)pl (A2)
_MCO

for liquid invasion. Single liquid elements are treated analogously. Finally, the one candidate among
all clusters and single liquid elements for which the fastest invasion time isidentified is selected for
invasion. Thiselement is referred to as the global candidate and it isthe only element which isfully
invaded during this time step. The time interval of this invasion event is determined from Eq. (A1)
or Eq. (A2) depending on the kind of invasion (i.e., either drying or condensation). Saturation of all
other candidates is updated according to

M
st = g-1_ e (A3)
oV

with saturation S at timeindex r andtimeindex r — 1. Then cluster labeling and variables are updated
before repetition of this procedure until § = 0.
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