
Identification of Systems With Similar Chains
of Components for Simulation Reuse

Henri Sohier∗, Louis Petitdemange∗ and Pascal Lamothe∗∗
∗IRT SystemX, Palaiseau, France - {firstname.lastname}@irt-systemx.fr
∗∗Stellantis, Velizy-Villacoublay, France - pascal.lamothe@stellantis.com

Abstract—Simulation is an essential tool to evaluate a complex
system’s behavior. Simulation reuse can potentially improve sim-
ulation quality, cost, and delivery. However, identifying reusable
simulations is a difficult task, often manual and based on limited
information. This paper presents a method to facilitate the reuse
of specific parts of past simulations. The system to simulate
is compared to systems which have already been simulated.
The comparison, which permits to identify similar chains of
components in the systems’ block diagrams, is formalized as
inexact graph matching. The comparison takes into account
standardized tags as well as block properties defined by a
name, a value, and a unit. Similar systems are identified with
a limited computational cost. When two systems are similar,
a mapping between their components and interactions can be
obtained at a higher computational cost. A software prototype
is implemented to perform the necessary computations, visualize
the results, and accordingly select the simulation parts to reuse.
The software prototype is tested with the block diagram of
an autonomous electric car. Similar chains of components are
successfully identified in the powertrain of a non-autonomous
electric car represented in a past simulation. The corresponding
part of the past simulation can then be selected for reuse.

Index Terms—diagram, graph, inexact matching, MBSE, reuse,
simulation

I. INTRODUCTION

A complex system relies on multiple interacting compo-
nents. Its development is facilitated by simulation, in particular
during the design phase [1]. Simulation reuse can potentially
improve simulation quality, cost, and delivery. However, simu-
lation reuse often relies on the manual review of limited meta
data regarding past simulations. With this tedious process,
past simulations may not be well understood nor trusted [2]
and their reuse may not be fit for purpose [3]. Repositories
sometimes include elementary simulation blocks representing,
for example, a battery or a motor (e.g. [4]). These simulation
blocks can be easier to retrieve, but their re-integration then
requires more work. Simulation reuse can be improved by
automatically reviewing more data on past simulations [5].

The design of a complex system is specified with require-
ments of different nature. Some requirements specify the sys-
tem as a black box, and others give details of the components
and their functions. In Model-Based Systems Engineering
(MBSE), the whole system specification is formalized with
diagrams and centralized [6]. Although MBSE can still be
considered as difficult to adopt because of methodology and
tooling shortcomings [7], representing a part of the system
specification in diagrams is a wide-spread practice. For exam-

ple, different levels of components can be represented with
their interactions in a block diagram [8]–[10].
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Fig. 1: Comparison of systems for simulation reuse

In this study, it is considered that a simulation starts with
a clear specification of the system to simulate. It is also
considered that, during the development of the simulation,
traceability links are defined between the system to simu-
late and the simulation. Starting with a clear specification
and defining traceability links are good practices not only
beneficial to simulation reuse, but also simulation validation.
Indeed, they contribute to answer the question ”Did I build
the right thing?” during conceptual validation [11], [12]. The
traceability links can for example associate a simulation block
to the system components it represents.

As shown in Fig. 1, systems which have already been
simulated and their simulations form a repository. With such
repository, a new system to simulate (STS) can be automat-
ically compared to the systems already simulated (SAS) in
order to find simulations or parts of simulation to reuse. If
the system specification takes the form of a block diagram
with block properties, both the block topology and the block
properties can be compared. In this study, block topology is
compared with graph theory.

Two graphs can be compared by graph matching [13].
Exact graph matching aims at finding an isomorphism between
two identical graphs or subgraphs. It can typically focus on
the maximum common induced subgraph or the maximum
common edge subgraph [14]. Inexact graph matching has
the more general aim of finding similarities between graphs
which may not be identical. In this study, a new inexact graph
matching is defined to reveal any similar subgraph in an STS
and SAS. This matching tolerates differences with a limited
impact in terms of system functions and simulation models.
For example, two subgraphs are considered as similar if it is
possible to transform one into the other by splitting or merging



components of the same type. A battery may be split into two
batteries, or two controllers may be merged into one controller.

A software is prototyped to run the systems comparison and
visualize the results in a new interface. This paper is part of
a larger work on the development of complex simulations in
the AMC project at IRT SystemX [15].

The remainder of this paper is structured as follow. Sec-
tion II formalizes the representation of interacting components
in a block diagram. Section III presents in detail a new way
to compare the topology of two block diagrams, allowing to
compare the block properties in Section IV. Section V then
presents the software prototype. Section VI finally concludes
this paper with a discussion on its results.

II. SYSTEM MODELING

Fig. 2: Block diagram of an autonomous electric car

System modeling is reduced to a simplified block diagram.
The system itself, the system’s components, and the environ-
ment actors are represented by blocks. Functional interactions
are represented by undirected lines between these blocks.
Fig. 2 shows the block diagram of an autonomous electric
car passing traffic lights.

A block is first characterized by a set of properties. Each
property is defined by a name (e.g. ”Range”), a value (e.g.
”350”), and a unit (e.g. ”mi”). A block is also characterized
by a set of tags from a common database. As shown in
Fig. 3, generic tags (e.g.”Battery”) are progressively refined
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Fig. 3: Example of tag hierarchy for block characterization

with more specific tags (e.g. ”Low voltage battery”). Thus,
the tags form an hierarchy where a ”parent” is refined by
”children”. Children of a given parent can be of different
nature and are not mutually exclusive. For example, an inverter
can be both a ”Three-phase inverter” and a ”Bidirectional
inverter”. If a tag characterizes a component, the tag’s parent
also does. For example, a component characterized as a ”Low
voltage battery” is also a ”Battery”. From a graph perspective,
the tag hierarchy is a directed forest.

The nature of an interaction between two blocks can be
characterized with at most one tag. Tags for interactions are
different from tags for blocks, but they are also defined in a
database used across the different systems. This study uses
the tags ”mechanical energy”, ”electrical energy”, ”electrical
digital signal”, and ”fluid”.

III. TOPOLOGIES COMPARISON

This section presents a method to compare the geometry
formed by the blocks and their interactions in the STS and
SAS. All tags are taken into account, but not the block
properties. A score is defined to measure the STS and SAS
similarity with a low computational cost. If an SAS has a
large score, similar STS and SAS parts are identified in detail
in order to facilitate simulation reuse.

A. Representation of a diagram as a graph

The block diagram defined in the previous section can be
mathematically formalized as a graph. Let G be the graph
representing the STS:

G = (V,E, φ) (1)

The graph is defined by a set V of vertices v representing
the blocks, a set E of edges e representing the interactions,
and an incidence function φ. The incidence function maps an
edge to its endpoints and a label. The endpoints represent the
interacting blocks, and the label is a tag identifier. The total
number of tags for interactions (e.g. ”mechanical energy”) is
denoted nLE

. Each tag is identified by an integer ranging from



1 to nLE
, and 0 is additionally used to identify the absence of

tag. Let LE = J0, nLE
K be the resulting set of integers. The

incidence function φ is defined as:

φ : E → {({v1, v2}, lE) | v1, v2 ∈ V, lE ∈ LE} (2)

Given this definition, the graph G is called a multigraph
as there can be multiple edges between two vertices. Indeed,
there can be multiple interactions between two blocks. The
graph G is also called undirected as the edges e are mapped
to unordered pairs of vertices {v1, v2}. Indeed, interactions are
represented by simple lines, not arrows. Finally, Eq. 2 allows
edges to form loops. A loop is formed when the two endpoints
of an edge are the same vertex.

The total number of tags for blocks (e.g. ”Battery”) is
denoted nLV

. Each tag is identified by an integer lV in
LV = J1, nLV

K. There exists a binary relation RV LV
such

that the statement RV LV
(v, lv) is true if and only if the block

represented by the vertex v ∈ V is characterized by the tag
identifier lv ∈ LV . The departure set of RV LV

is V , and its
destination set is LV .

As for the STS, let G′ = (V ′, E′, φ′) be the graph
representing the SAS. There exists a binary relation RV ′LV

such that the statement RV ′LV
(v′, lv) is true if and only if the

block represented by the vertex v′ ∈ V ′ is characterized by
the tag identifier lv ∈ LV .

B. Mapping for graph comparison

1) Mapping between blocks: The mapping of two blocks
is represented by a pair (v, v′) of vertices where v ∈ V and
v′ ∈ V ′. Let SO be the set of all possible pairs of vertices:

S0 = V × V ′ (3)

The following rule is followed: a) a block of the STS can
only be mapped to the blocks of the SAS with which it shares
the largest number of tags; b) a block of the SAS can only
be mapped to the blocks of the STS with which it shares
the largest number of tags. As a result, a battery can only
be mapped to another battery, not to an inverter. This rule
ensures a mapping between blocks with similar tags and it
simplifies the rest of the graph comparison, but it can be
relatively restrictive depending on how precise the tags are.
Let S1 be the set of pairs of vertices representing pairs of
mappable blocks:

S1 ⊆ S0 (4)

The formal definition of S1 relies on the number of elements
of LV shared by a pair of vertices (v, v′). Let fLV

(v, v′) be
this number:

fLV
(v, v′) =

∣∣{lV ∈ LV | RV LV
(v, lv)

and RV ′LV
(v′, lv)}

∣∣ (5)

The vertical bars | . | represent a cardinality. A pair of
vertices (v1, v

′
1) belongs to S1 if and only if, ∀(v0, v′0) ∈ S0 :

fLV
(v1, v

′
1) ≥ fLV

(v0, v
′
1)

and fLV
(v1, v

′
1) ≥ fLV

(v1, v
′
0)

(6)

The powerset P(S1) is the set of all subsets of S1. LetRV V ′

be a binary relation over the sets V and V ′ representing a given
mapping. Each possible binary relation RV V ′ is defined by a
set HV V ′ of pairs of vertices such that:

HV V ′ ∈ P(S1) (7)

The statement RV V ′(v, v
′) is true if and only if the vertex

v ∈ V is mapped to the vertex v′ ∈ V ′. The definition of S1

ensures that every binary relation RV V ′ represents a mapping
between blocks with similar tags. However, only some of the
binary relations RV V ′ represent a mapping between blocks
with similar interactions.

Interactions mappingBlocks mapping

Implies

System
to simulate

System
already

simulated

Fig. 4: Deduction of the mapping of interactions

2) Mapping between interactions: A mapping between
interactions can be deduced from a mapping between blocks.
For example, in Fig. 4, the mapping of the blocks A1 and A2

(to B1 and B2, respectively) allows to deduce the mapping of
the interaction A1-A2 (to B1-B2).

Let REE′ be a binary relation representing the mapping of
interactions deduced from a given RV V ′ . The departure set is
E, and the destination set is E′. The statement REE′(e, e

′) is
true when the edges e ∈ E and e′ ∈ E′ verify two conditions.
First, the vertices of e and e′ must be RV V ′ -related. If φ(e) =
({v1, v2}, lE) and φ′(e′) = ({v′1, v′2}, lE′):(

RV V ′(v1, v
′
1) and RV V ′(v2, v

′
2)
)

or
(
RV V ′(v1, v

′
2) and RV V ′(v2, v

′
1)
) (8)

Second, the tag identifiers lE and lE′ must be compatible.
Two tag identifiers are compatible if they represent the same
tag or if one of them represents the absence of tag, that is if:

lE = lE′ or lE = 0 or lE′ = 0 (9)

✗System
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System
already
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✔ ✔

Fig. 5: Interactions considered to measure topology similarity



3) Similarity score: The identification of the best mappings
requires a measure of interactions similarity. Interactions sim-
ilarity can be measured by the number of STS interactions
that are mapped to SAS interactions. For example, in Fig. 5,
A1-A2 is mapped to B1-B2. It is also possible to include the
number of interactions between STS blocks mapped to the
same SAS block (e.g. between two controllers mapped to the
same controller). For example, in Fig. 5, A3 and A4 are both
mapped to B3. In such case, an SAS with a lower level of
detail is optimistically assumed to work similarly to the STS.
Let E0 be the subset of edges that represent these types of
interaction:

E0 ⊆ E (10)

Formally, an edge e such that φ(e) = ({v1, v2}, lE) belongs
to E0 if and only if:

∃e′ ∈ E′,REE′(e, e
′)

or ∃v′ ∈ V ′,RV V ′(v1, v
′) and RV V ′(v2, v

′)
(11)

The ratio |E0|/|E| represents the proportion of edges in
E0. This ratio only depends on the set HV V ′ . Indeed, HV V ′

fully defines RV V ′ , REE′ , and E0. Let g be the function that
outputs this ratio :

g(HV V ′) =
|E0|
|E|

(12)

The mappings which pair blocks with similar interactions
are the mappings which maximize g. The maximum value of
g measures the similarity of the STS and SAS topologies. This
value is in particular obtained for HV V ′ = S1, when all the
mappable blocks are mapped. Thus:

max(g) = g(S1) (13)

As the evaluation of g(S1) has a limited computational cost,
the value of max(g) can be obtained for every SAS of the
simulation repository. Simulation reuse can then be focused
on any SAS with a relatively large max(g).

4) Similar chains of components: Once an SAS is selected,
identifying the simulation parts to reuse requires a mapping
which maximizes g without pairing blocks with dissimilar in-
teractions. The set T1 represents all the mappings maximizing
g:

T1 = argmax
HV V ′∈P(S1)

g(HV V ′) (14)

The identification of T1 requires a combinatorial optimiza-
tion and has a very high computational cost. In T1, only
some mappings do not pair blocks with dissimilar interactions.
When two blocks have dissimilar interactions, the presence of
the corresponding pair of vertices (v, v′) in HV V ′ does not
affect the value of g. Thus, avoiding the pairing of blocks
with dissimilar interactions is equivalent to minimizing the
cardinality of HV V ′ . The set T2 represents the mappings that
minimize this cardinality:

T2 = argmin
HV V ′∈T1

|HV V ′ | (15)

Given Eq. 11, these mappings can pair multiple STS blocks
to the same SAS blocks. This type of pairing, which can reduce
the number of mapped interactions in the SAS, should only
be used when necessary. The number of mapped interactions
in the SAS is maximized:

T3 = argmax
HV V ′∈T2

|{e′ ∈ E′ | ∃e ∈ E,REE′(e, e
′)}| (16)

The binary relations RV V ′ defined by a set HV V ′ ∈ T3
represent mappings that permit to visualize and understand
the similarity between the STS and SAS.

C. Toy examples
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Fig. 6: Example of mappings obtained between blocks

Fig. 6 presents three examples of systems to compare. In
each example, the diagram on the left represents the STS and
the diagram on the right represents the SAS. Blocks with the
same shape are mappable. Similarly, interactions with the same
style are mappable. This mappability results from the block
and interaction tags.

The colors illustrate the mapping of blocks defined byRV V ′

in Section III-B. Thus, in the first example, the block A1 is
mapped to the block B1 as they are both in dark blue. The
maximum common subgraph, representing both the maximum
common induced subgraph and the maximum common edge
subgraph, is indicated for reference.

In the first example, each STS block is mapped to a different
SAS block. Out of 6 STS interactions, 5 are mapped to an SAS
interaction. The interaction A3-A4 is not mapped as A3 and
A4 are mapped to B3 and B5 which do not directly interact.
Thus, given the definition of E0 in Eq. 11, g(HV V ′) = 5/6. It
reveals a high similarity between the chains of components of
the STS and SAT. The simulation of the SAS could be reused
by excluding the modeling of B4.

In the second example, A3 and A4 are both mapped to B3.
The block A3 and A4 may for example represent interacting



controllers that have the same function as B3. Conversely,
the block A5 is mapped to both B4 and B5. The blocks B4

and B5 may for example represent two batteries in series that
have the same function as the battery A5. In both cases, the
STS and SAS potentially have similar functions and simulation
models. Out of 8 STS interactions, 7 are mapped to an SAS
interaction. Although the interaction A3-A4 is not mapped,
the corresponding edge also belongs to E0 as A3 and A4

are both mapped to B3. Thus, g(HV V ′) = 8/8. This high
similarity reveals that the STS and SAS chain the same types
of components, in spite of local variations in the number of
components of a given type.

In the third example, the only STS blocks to be mapped are
A2 and A3. The remainder of the STS is different from the
SAS. In this case, the mapping is focused on the maximum
common graph.

D. Greedy heuristic

The maximizations of Eq. 14 is a combinatorial optimiza-
tions over 2|S1| possible sets HV V ′ . The cardinality |S1|
depends on the tags of the STS and SAS blocks, but it
is at most equal to |S0| = |V | ∗ |V ′|. Thus, the worst-
case computational complexity is O(2|V |∗|V

′|). For instance,
250×50 = 3.8× 10752. A greedy heuristic can be used to
reduce the number of computations. In a greedy heuristic,
a global optimal solution is approximated by local optimal
solutions. Let P1 be a partition of S1. The partition P1 is a
collection of n mutually disjoint subsets S(i)

1 of S1 whose
union equals S1:

n⋃
i=1

S
(i)
1 = S1 and S(i)

1 ∩ S
(j)
1 = ∅ ∀i 6= j (17)

It can be chosen to group pairs with a vertex in common. In
this case, if S1 includes three pairs (v1, v

′
1), (v1, v

′
2), (v2, v

′
1),

the three pairs are grouped in the same subset S(i)
1 . Such

definition of the subsets can then facilitate the analysis of the
results. The greedy heuristic involves finding, for each subset
S
(i)
1 , the set T (i)

1 of local optimal solutions H(i)
V V ′ ∈ P(S

(i)
1 ):

T
(i)
1 = argmax

H
(i)

V V ′∈P(S
(i)
1 )

g
(
H

(i)
V V ′ ∪ (S1 \ S(i)

1 )
)

(18)

The absolute complement (S1 \S(i)
1 ) is included so that the

evaluation of g can take into account the interactions between
the blocs related to H(i)

V V ′ and the other blocs of the diagram.
An approximated global optimal solution T ∗1 is obtained by
focusing the evaluation of g on combinations of the local
optimal solutions. Let T0 be the set of all these combinations:

T0 =
{ n⋃

i=1

H
(i)
V V ′ | H

(i)
V V ′ ∈ T

(i)
1

}
(19)

The approximated global optimal solution T ∗1 is then:

T ∗1 = argmax
HV V ′∈T0

g(HV V ′) (20)

While the set T1 is the result of an optimization over a
total of 2|S1| alternatives, the local optimal solutions T

(i)
1

and the approximated global solution T ∗1 are the results of
optimizations over a much lower number of alternatives. In
total, this number is equal to:

n∑
i=1

|P(S(i)
1 )|+ |T0| =

n∑
i=1

2|S
(i)
1 | +

n∏
i=1

|T (i)
1 | (21)

Finally, the approximated solutions T ∗2 and T ∗3 are derived
from T ∗1 :

T ∗2 = argmin
HV V ′∈T∗1

|HV V ′ | (22)

T ∗3 = argmax
HV V ′∈T∗2

|{e′ ∈ E′ | ∃e ∈ E,REE′(e, e
′)}| (23)

E. Matrix interpretation

System to simulate System already simulated

Fig. 7: Example of systems to compare

Most data can be visualized and processed as matrices.
Rows represent elements from the STS and columns represent
elements from the SAS. Fig. 7 is a simplified example of
systems to compare. The diagram on the left represents the
STS, and the diagram on the right represents the SAS. As
in Fig. 6, blocks of the same shape are mappable. Similarly,
interactions with the same style are mappable.

Table I represents the number of tags that two blocks have in
common. The values in Table I are consistent with Fig. 7. The
number of tags is obtained with the function fLV

(Eq. 5). Two
blocks are considered as mappable if the number of tags they
have in common is maximum both row-wise and column-wise.
This is a matrix interpretation of the definition of S1 (Eq. 6).

TABLE I: Number of tags in common

B1 B2 B3 B4

A1 4 4 2 4
A2 2 1 3 3
A3 4 4 1 4

Table II represents the mapping of the blocks. The variables
αi,j are boolean which are equal to 1 if Ai is mapped to Bj ,
and 0 otherwise. In Table II, a value 0 is shown instead of
a variable αi,j when two blocks are not mappable. Let vi
and v′j be the vertices representing Ai and Bj . From a graph
perspective, αi,j = RV V ′(vi, v

′
j).

Table III summarizes: a) whether an STS interaction is
mapped to an SAS interaction; b) whether an STS interaction
is between two blocs that are mapped to the same SAS
block (column ”Internal”). Table III is deduced from Table II.



TABLE II: Mapping of the blocks

B1 B2 B3 B4

A1 α1,1 α1,2 0 α1,4

A2 0 0 α2,3 0
A3 α3,1 α3,2 0 α3,4

TABLE III: Mapping of the interactions

B1-B2 B2-B3 B3-B4 Internal
A1-A2 β1,1 β1,2 0 β1,4
A2-A3 0 0 β2,3 β2,4

For example, β1,1 = (α1,1 ∧ α2,2) ∨ (α1,2 ∧ α2,1) and
β1,4 = (α1,1 ∧ α2,1) ∨ (α1,2 ∧ α2,2) ∨ (α1,4 ∧ α2,4). From
a graph perspective, a row of Table III is not a zero vector
when the corresponding edge e is in E0.

The similarity of the STS and SAS topologies is measured
by setting all the variables αi,j to 1 and computing the ratio of
non-zero rows to the total number of rows in Table III (Eq. 13).
If this ratio is considered as large, the variables αi,j are
adjusted to find a mapping focused on the similar parts of the
STS and SAS. Finding such mapping is equivalent to finding
the smallest set of non-zero αi,j (Eq. 15) resulting, in Table III,
in: a) the maximum number of non-zero rows (Eq. 14); b)
the maximum number of non-zero columns, ignoring the last
column (Eq. 16).

In the greedy heuristic, the rows of Table II are grouped
according to the position of the zeros showing non-mappable
blocks. For example, the rows of A1 and A3 are in the same
group. The values of αi,j are then optimized in a given group,
while being set to 1 in the other groups (Eq. 18). It provides
optimal sets of rows that are then combined with each others
to find an approximated global optimal solution (Eq. 20, 22
and 23).

IV. PROPERTIES COMPARISON

The method presented in Section III permits to compare
block topologies, but it does not take into account block
properties. As the method presented in Section III results
in pairs of STS and SAS blocks, block properties can be
compared within each pair of blocks. Block properties are
important to compare as they can have an important impact
on simulation. For example, the simulation of a car largely
depends on the car’s shape, mass, battery capacity or motor
power.

As an example, Table IV shows the properties of an high
voltage battery that is part of an electric car to simulate.
Table V shows the properties of a similar battery that is part
of an electric car that has already been simulated. In case
of mapping between these two batteries, their properties are
compared.

This example of mapping illustrates that comparable prop-
erties can have different names (e.g. ”Voltage” and ”Total
voltage”). It also illustrates that comparable properties can
have different units (e.g. ”lb” and ”kg”). For each pair of STS
and SAS blocks, a mapping between comparable properties is

TABLE IV: Example of properties from an STS block

Name Value Unit
Capacity 80 kWh
Voltage 350 V
Weight 1000 lb

Module number 4
Cell number 4400

0-100% 3kW charge time 20 h
0-80% 50kW charge time 1.25 h

0-80% 120kW charge time 20 min

TABLE V: Example of properties from an SAS block

Name Value Unit
Weight 325 kg

Capacity 50 kWh
Total voltage 400 V

3.7kW charging time (0-80%) 15 h
50kW charging time (0-80%) 1 h

first defined. A property is a triple (an, av, au) where an is a
name, av a value, and au a unit. Let A be the set of properties
of the STS block, and A′ the set of properties of the SAS
block. Let Ad ⊆ A and A′d ⊆ A′ be two subsets including
all the properties of A and A′ with a given dimension. For
example, properties in kilograms and properties in pounds all
have the dimension of a mass. Finally, let fs be a function that
converts two strings to lowercase and measures their similarity.
The Sørensen–Dice coefficient was used in this study . This
coefficient is always between 0 and 1, 0 representing highly
dissimilar strings and 1 representing identical strings.

Two properties (an, av, au) ∈ Ad and (a′n, a
′
v, a
′
u) ∈ A′d are

mapped if: a) the similarity of the names an and a′n is larger
than a threshold γ; b) an is the property name of Ad that is
the most similar to a′n; c) a′n is the property name of A′d that
is the most similar to an. In other terms, the two properties
are mapped if w = fs(an, a

′
n) is such that ∀xn ∈ {xn |

(xn, xv, xu) ∈ Ad, xn 6= an},∀x′n ∈ {x′n | (x′n, x′v, x′u) ∈
A′d, x

′
n 6= a′n}:

w ≥ γ
and w > fs(xn, a

′
n)

and w > fs(an, x
′
n)

(24)

In this study, γ = 0.7. When two properties (an, av, au) and
(a′n, a

′
v, a
′
u) are mapped, a coefficient c is defined to compare

their values. If av and a′v are numbers of the same sign, their
ratio is calculated after converting them to SI units with the
function gSI :

c =
|min({gSI(av, au), gSI(a

′
v, a
′
u)})|

|max({gSI(av, au), gSI(a′v, a
′
u)})|

(25)

If av and a′v are numbers of different signs, c = 0. The same
method is applied to each unit dimension so that the subsets
Ad progessively cover the whole set A. Table VI represents the
mapping of the properties of Table IV and Table V. Although
Table IV includes three different charge times, only one is
mapped. The others could not be mapped given Eq. 24.
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Fig. 8: Mapping visualization in the software prototype

TABLE VI: Example of mapping between properties

an a′n w c
Weight Weight 1.00 0.93

Capacity Capacity 1.00 0.63
0-80% 50kW... 50kW charging... 0.75 0.80

Voltage Total voltage 0.71 0.88

Once properties are mapped for each pair of blocks, their
values can be compared over the whole STS and SAS. Let
HV V ′ be a set of pairs of vertices representing a block
mapping, as defined in Section III. Let N be the total number
of properties in all the blocks of the STS. The values of the
properties are compared with the following function h. The
term

∑
wc is a weighted sum over every mapping of property

in the whole STS and SAS:

h(HV V ′) =

∑
wc

N
(26)

The larger h is, the more similar the properties are. The
set T3 defined in Eq. 16 is further refined by identifying the
mappings which maximize h:

T4 = argmax
HV V ′∈T3

h(HV V ′) (27)

An approximated solution T ∗4 can similarly be based on the
set T ∗3 defined in Eq. 23.

V. TOOL PROTOTYPING

A tool was prototyped to support the reuse of simulations
by comparing an STS and an SAS. The tool includes: a) a
backend that computes a mapping between similar parts of
the STS and SAS based on Sections III and IV; b) a frontend
that permits to visualize this mapping and select the parts of
the simulation of the SAS to reuse. The tool is web-based and
was implemented in Node.js for the backend and Vue.js for
the frontend. The display of the diagrams more specifically
relied on JointJS. The data were saved in JSON. The tool was
tested with an example of STS and SAS.

The STS is shown at the beginning of the paper in Fig. 2.
It represents an autonomous electric car passing traffic lights.
The SAS represents a non-autonomous electric car. The STS
includes more sensors and controllers than the SAS, and it
also has two electric motors while the SAS only has one. The
STS includes 57 blocks and 54 interactions. The SAS includes
54 blocks and 37 interactions. Given the tags of the blocks,
there is a total of 4.6× 1018 possible sets HV V ′ . The greedy
heuristic defined in Section III-D was applied with 15 different
sets S(i)

1 (Eq. 17). A total of 131, 642 different local solutions
was first evaluated (term

∑
i |P(S

(i)
1 )| in Eq. 21). The global

optimal solution was then approximated by evaluating 65, 536
combinations of local optimal solutions (term |T0| in Eq. 21).
While this still requires almost 5 minutes of computations with
the first version of the software prototype and a 2.7 GHz Intel
Core i5 processor, code optimization would realistically result
in much better performances.

The tool’s interface permits to visualize the STS and SAS
diagrams next to each other. As the full diagrams can only
be displayed on a large screen, Fig. 8 shows a focus on
the powertrains of the cars. The colors represent a mapping.
Blocks in red are mapped according to the binary relation
RV V ′ defined by HV V ′ ∈ T4 (Eq.27). Interactions in red
are mapped according to the corresponding binary relation
REE′ . Blocks in pink are not mapped but they are mappable
according to the pairs of vertices in S1 (Eq. 4). Interactions
in pink are mappable in the sense that there exists a binary
relation REE′ (Eq. 8 and 9) where they are mapped.

Thus, the color red represents high similarities between the
STS and SAS. Red chains of blocks and interactions reveal
similar functional chains with similar purposes. For example,
both systems include a battery that provides direct current,
an inverter that converts the direct current into alternating
current, a motor that converts the alternating current into
rotary motion, a transmission that converts the torque and
speed, and a differential that equally divides the torque and
transmits it to the wheels. Such a red chain is important for
simulation reuse. Indeed, it reveals that there are simulation



models for these components and, most importantly, that
these simulation models have already been integrated. The
integration of consistent models is a difficult and expensive
task in simulation.

Fig. 9: Simulation of the SAS

In the tool’s interface, hovering the mouse pointer over a
block highlights both the block in question and the block it
is mapped to. Similarly, hovering an interaction higlights both
the interaction and the interaction it is mapped to. Clicking
on a block shows its properties and their mapping. The tool’s
interface also includes the diagram of the simulation of the
SAS. A part of this diagram is shown in Fig. 9. Thanks to
the traceability links available in the simulation repository, a
block or an interaction of the simulation diagram is colored
the same way as the SAS block or interaction it represents.
In the simulation diagram, the red block and their interactions
represent good candidate for simulation reuse.

VI. CONCLUSION

In this study, a system to simulate (STS) is compared to
systems already simulated (SAS) in order to find simulations
or parts of simulations to reuse. The comparison is focused
on block diagrams representing interacting components such
as batteries or controllers. A new method is defined to compare
both the topology and the properties of the components. A new
software prototype implementing this method is presented. The
software prototype includes an interface to visually compare
the STS and SAS, and accordingly select the simulation parts
to reuse.

When two sub-components interact, it can be inferred that
the components they belong to also interact. This inference
could be computed during a preprocessing step, before the
comparison of the STS and SAS. The comparison could also
take into account additional information from the STS and
SAS specification, regarding for example their states or func-
tions. The comparison could even take into account simulation
objectives or simulation scenarios. The main constraint is the
availability of formal data. This study focuses on the STS
and SAS components as their formal representation in a block
diagram is relatively easy to adopt by most organizations.

The different SAS of the simulation library can be screened
at a low computational cost, but the identification of a mapping
between similar subgraphs then has a high computational
cost. A mapping between similar subgraphs is computationally
more expensive to find than a bijective mapping between
common subgraphs. Furthermore, interactions between com-
ponents are defined as undirected. Such representation is less

restrictive, but it also results in an additional computational
cost. The identification of a mapping between similar sub-
graphs must be shortened by optimizing the code of the
software prototype. The issue of the computational cost can
also be tempered by running comparisons as a background
task.

Beyond this study, the AMC project at IRT SystemX
addresses the development of complex simulations. Other
functionalities have been implemented to facilitate the trace-
ability between systems and simulations, or to facilitate the
specification of a new simulation model with no reuse. A
preliminary work was presented in [16].
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