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Abstract

This paper is concerned with the output feedback boundary stabilization of general 1-D reaction diffusion PDEs in the presence
of an arbitrarily large input delay. We consider the cases of Dirichlet/Neumann/Robin boundary conditions for the both
boundary control and boundary condition. The boundary measurement takes the form of a either Dirichlet or Neumann trace.
The adopted control strategy is composed of a finite-dimensional observer estimating the first modes of the PDE coupled
with a predictor to compensate the input delay. In this context, we show for any arbitrary value of the input delay that the
control strategy achieves the exponential stabilization of the closed-loop system, for system trajectories evaluated in H1 norm
(also in L2 norm in the case of a Dirichlet boundary measurement), provided the dimension of the observer is selected large
enough. The reported proof of this result requires to perform both control design and stability analysis using simultaneously
the (non-homogeneous) original version of the PDE and one of its equivalent homogeneous representations.

Key words: Input delayed reaction-diffusion PDEs, predictor, output feedback, boundary control

1 Introduction

Since time delays are ubiquitous in practical applica-
tions, feedback control of finite-dimensional systems in
the presence of input delays has been extensively stud-
ied [1,33]. The extension of this topic to Partial Differ-
ential Equations (PDEs) has attracted much attention
in the recent years [11,29,37].

This paper is concerned with the feedback stabilization
of reaction-diffusion PDEs in the presence of an arbi-
trarily long input delay. One of the very first contribu-
tions on this topic was reported in [18] using a backstep-
ping control design technique (see also [17] for the re-
lated problem of sensor dynamics governed by diffusion
PDEs). More recently, the possibility to combine classi-
cal spectral reduction methods [5,6,34] (which are based
on the fact that the associated eigenfunctions form a
Riesz basis) and the design of a classical predictor feed-
back [1,3,12] on a finite-dimensional truncated model of
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the original PDE was reported in [32] in the case of a
state-feedback. Extensions of this approach in various
directions, also in the context of state-feedback, were re-
ported in [20,25,26]. One of the main advantages of spec-
tral reduction methods for parabolic PDEs is that they
allow the design of a finite-dimensional state-feedback,
making them particularly relevant for practical appli-
cations. However, sole state-feedback control of PDEs
is generally inapplicable in practice because the dis-
tributed nature of the state makes it essentially impossi-
ble to measure. Hence the design of an observer is gener-
ally required. Since the plant is a PDE, the observer it-
self generally takes the form of a PDE synthesized using
a backstepping procedure [19]. Hence the partial state-
feedback can be coupled with the observer to ensure the
stability of the closed-loop plant; see e.g. [16] where suffi-
cient LMI conditions are derived with robustness aspects
w.r.t. small enough delays. In order to avoid the pitfall of
late lumping approximations required for the implemen-
tation of observers with infinite dimensional dynamics,
a number of works have been devoted to the design of
finite-dimensional observer-based control strategies for
parabolic PDEs [2,7,9,10,13,21,24,22,23,35,36]. In this
work, we take advantage of the control architecture ini-
tially reported in [35] augmented with the LMI-based
procedure introduced in [13]. More precisely, we leverage
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the enhanced procedure reported in [24] that extends
for general reaction-diffusion PDEs the LMI-based ap-
proach reported in [13] to Dirichlet and/or Neumann
boundary control and measurement (see also [14] with
a different approach but limited to Dirichlet measure-
ments).

We address the finite-dimensional observer-based out-
put feedback boundary stabilization of general 1-D re-
action diffusion PDEs in the presence of an arbitrarily
large input delay. A solution to this control design prob-
lem was reported for the first time in [15] by combining
a finite-dimensional observer and a predictor (used to
compensate the input delay) in the very specific setting
of a reaction-diffusion equation with Neumann bound-
ary control, a bounded output operator, and with sta-
bility of the closed-loop system assessed in L2 norm for
arbitrarily large value of the input delay. However, the
approach developed in [15] and which solely relies on the
original (non-homogeneous) representation of the PDE
is strongly tailored for the above-mentioned setting and
is hardly extendable to other types of boundary con-
ditions (Dirichlet/Robin), to unbounded measurement
operators (Dirichlet/Neumann), and to system trajecto-
ries evaluated in H1 norm. This is because, introducing
(βn)n≥1 the coefficients of projection of the boundary
control operator into the Hilbert basis formed by the
eigenstructures of the underlying Sturm-Liouville oper-
ator, the Neumann setting is such that βn = O(1) while
the Dirichlet/Robin configurations give in general no
better than βn = O(

√
λn) where λn are the eigenval-

ues of the problem that grow in n2. This difference of
asymptotic behavior has a major impact on the control
design procedure since the proof reported in [15], which
is limited to the case of a bounded measurement opera-
tor with trajectories evaluated in L2 norm, heavily relies
on the convergence of the series

∑
β2
n/λn that is only

granted for Neumann boundary control. This issue be-
comes even more stringent in the case of an unbounded
measurement operator and for system trajectories eval-
uated in H1 norm, as it will be further detailed in Re-
mark 3 of this paper after the introduction of the model
of the system and its modal decomposition.

In this paper, we completely solve the control design
problem of output feedback stabilization of general 1-D
reaction-diffusion PDEs in the presence of an arbitrar-
ily large input delay, with Dirichlet/Neumann/Robin
boundary control/condition, and with a boundary mea-
surement selected as a either Dirichlet or Neumann
trace. The employed control architecture combines a
finite-dimensional observer and a predictor. In the case
of a Dirichlet (resp. Neumann) measurement, we as-
sess the exponential stability of the closed-loop system
in L2 and H1 norms (resp. H1 norm) for arbitrarily
large value of the input delay provided the dimension of
the observer is selected large enough. This is achieved
by leveraging an adequate scaling procedure [24] and
by considering simultaneously both the original (non-

homogeneous) representation of the PDE and one of its
homogeneous versions obtain using a change of variable
for control design and Lyapunov stability analysis.

The paper is organized as follows. Notations and prop-
erties of Sturm-Liouville operators are presented in Sec-
tion 2. The problem setting is presented in Section 3 fol-
lowed by a preliminary spectral reduction of the prob-
lem. The case of a Dirichlet measurement is studied in
Section 4 while the case of a Neumann measurement is
analyzed in Section 5. A numerical example is provided
in Section 6. Finally, concluding remarks are formulated
in Section 7.

2 Notation and properties

2.1 Notation

Spaces Rn are endowed with the Euclidean norm ‖ · ‖.
The corresponding induced norms of matrices are also
denoted by ‖·‖. For any two vectorsX and Y of arbitrary
dimensions, col(X,Y ) stands for the vector [X>, Y >]>.
The space of square integrable functions on (0, 1) is de-
noted by L2(0, 1) and is endowed with the usual in-

ner product 〈f, g〉 =
∫ 1

0
f(x)g(x) dx and with associated

norm denoted by ‖ · ‖L2 . For an integer m ≥ 1, Hm(0, 1)
denotes the m-order Sobolev space and is equipped with
its usual norm ‖ · ‖Hm . For a symmetric matrix P ∈
Rn×n, P � 0 (resp. P � 0) means that P is positive
semi-definite (resp. positive definite).

2.2 Properties of Sturm-Liouville operators

Let θ1, θ2 ∈ [0, π/2], p ∈ C1([0, 1]) and q ∈ C0([0, 1])
with p > 0 and q ≥ 0. Let the Sturm-Liouville op-
erator A : D(A) ⊂ L2(0, 1) → L2(0, 1) be defined
by Af = −(pf ′)′ + qf on the domain D(A) = {f ∈
H2(0, 1) : cθ1f(0) − sθ1f

′(0) = cθ2f(1) + sθ2f
′(1) =

0} where cθi = cos θi and sθi = sin θi. The eigenval-
ues λn, n ≥ 1, of A are simple, non negative (due to
θ1, θ2 ∈ [0, π/2] and q ≥ 0), and form an increasing se-
quence with λn → +∞ as n → +∞. The correspond-
ing unit eigenvectors φn ∈ L2(0, 1) form a Hilbert basis.
The domain of the operator A is also characterized by
D(A) = {f ∈ L2(0, 1) :

∑
n≥1 |λn|2| 〈f, φn〉 |2 < +∞}.

Let p∗, p
∗, q∗ ∈ R be such that 0 < p∗ ≤ p(x) ≤ p∗

and 0 ≤ q(x) ≤ q∗ for all x ∈ [0, 1], then it holds
0 ≤ π2(n− 1)2p∗ ≤ λn ≤ π2n2p∗ + q∗ for all n ≥ 1 [30].
Moreover if p ∈ C2([0, 1]), we have (see, e.g., [30]) that
φn(ξ) = O(1) and φ′n(ξ) = O(

√
λn) as n → +∞ for

any given ξ ∈ [0, 1]. Assuming further that q > 0,
an integration by parts and the continuous embedding
H1(0, 1) ⊂ L∞(0, 1) show the existence of constants
C1, C2 > 0 such that

C1‖f‖2H1 ≤
∑
n≥1

λn 〈f, φn〉2 = 〈Af, f〉 ≤ C2‖f‖2H1 (1)
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for any f ∈ D(A). The latter inequalities and the Riesz-
spectral nature of A imply that the series expansion
f =

∑
n≥1 〈f, φn〉φn holds in H2(0, 1) norm for any

f ∈ D(A). Due to the continuous embedding H1(0, 1) ⊂
L∞(0, 1), we obtain that f(0) =

∑
n≥1 〈f, φn〉φn(0) and

f ′(0) =
∑
n≥1 〈f, φn〉φ′n(0). We finally define, for any

integer N ≥ 1, RNf =
∑
n≥N+1 〈f, φn〉φn.

3 Problem setting and preliminary spectral re-
duction

3.1 Problem setting

We consider in this paper the input delayed reaction-
diffusion system described by

zt(t, x) = (p(x)zx(t, x))x − q̃(x)z(t, x) (2a)

cθ1z(t, 0)− sθ1zx(t, 0) = 0 (2b)

cθ2z(t, 1) + sθ2zx(t, 1) = u(t− h) (2c)

z(0, x) = z0(x) (2d)

for t > 0 and x ∈ (0, 1) where θ1, θ2 ∈ [0, π/2], p ∈
C2([0, 1]) with p > 0, q̃ ∈ C0([0, 1]), and the input delay
h > 0. Here z(t, ·) is the state of the PDE at time t,
u(t−h) is the delayed version of the command u(t), and
z0 is the initial condition. We assume throughout the
paper that u(τ) = 0 for τ < 0.

Remark 1 Even if we restrict the presentation to pa-
rameters θ1, θ2 ∈ [0, π/2], which correspond to the most
meaningful configurations from a practical perspective,
developments reported in this paper readily extend to the
case θ1, θ2 ∈ [0, π) provided q in (5) is selected sufficiently
large positive so that (1) still holds, implying in particu-
lar λn ≥ 0 for all n ≥ 1. In this case, one merely needs
to modify the change of variable formula (6) by the fol-

lowing one: w(t, x) = z(t, x)− xα

cθ2+αsθ2
u(t) where α > 1

is fixed so that cθ2 + αsθ2 6= 0.

The system output y(t) ∈ R is selected as the either left
Dirichlet trace (in this case θ1 ∈ (0, π/2])

yD(t) = z(t, 0) (3)

or left Neumann trace (in this case θ1 ∈ [0, π/2))

yN (t) = zx(t, 0). (4)

Without loss of generality, let q ∈ C0([0, 1]) and qc ∈ R
be such that

q̃(x) = q(x)− qc, q(x) > 0. (5)

This allows to consider the Sturm-Liouville operator A
and its related properties as described in Subsection 2.2.

In particular, since q ≥ 0, the eingenvalues λn of A are
such that λn ≥ 0. Note however that the actual modes
of the reaction-diffusion PDE (2) are given by −λn+ qc,
hence a finite number of them may be unstable.

3.2 Spectral reduction

In order to obtain an equivalent homogeneous represen-
tation of (2), we define the change of variable

w(t, x) = z(t, x)− x2

cθ2 + 2sθ2
u(t− h). (6)

Introducing v = u̇, we infer that

u̇(t) = v(t) (7a)

wt(t, x) = (p(x)wx(t, x))x − q̃(x)w(t, x) (7b)

+ a(x)u(t− h) + b(x)v(t− h) (7c)

cθ1w(t, 0)− sθ1wx(t, 0) = 0 (7d)

cθ2w(t, 1) + sθ2wx(t, 1) = 0 (7e)

w(0, x) = w0(x) (7f)

where a(x) = 1
cθ2+2sθ2

{2p(x)+2xp′(x)−x2q̃(x)}, b(x) =

− x2

cθ2+2sθ2
, and w0(x) = z0(x)− x2

cθ2+2sθ2
u(−h) = z0(x).

Let the coefficients of projection be defined by zn(t) =
〈z(t, ·), φn〉,wn(t) = 〈w(t, ·), φn〉, an = 〈a, φn〉, and bn =
〈b, φn〉. In particular we have from (6) that

wn(t) = zn(t) + bnu(t− h), n ≥ 1. (8)

Using standard arguments, see e.g. [27,28] for details,
the projection of (7) into the Hilbert basis (φn)n≥1 gives

u̇(t) = v(t) (9a)

ẇn(t) = (−λn + qc)wn(t) + anu(t− h) + bnv(t− h)
(9b)

with w(t, ·) =
∑
n≥1 wn(t)φn in L2 norm for mild solu-

tions and in H2 norm for classical solutions (see the end
of Section 2.2). Using (8) into the latter idendity, the
projection of (2) reads

żn(t) = (−λn + qc)zn(t) + βnu(t− h) (10)

with βn = an + (−λn + qc)bn = p(1){−cθ2φ′n(1) +
sθ2φn(1)} = O(

√
λn). Here we have z(t, ·) =

∑
n≥1 zn(t)φn

in L2 norm. Finally, when dealing with classical solu-
tions, the Dirichlet measurement yD(t) given by (3) can
be expressed as the series expansion:

yD(t) = z(t, 0) = w(t, 0) =
∑
n≥1

wn(t)φn(0) (11)

3



while for the Neumann measurement yN (t) given by (4)
we have:

yN (t) = zx(t, 0) = wx(t, 0) =
∑
n≥1

wn(t)φ′n(0). (12)

Remark 2 Note that the series expansions (11-12) hold
for the coefficients of projection wn, i.e., for the PDE in
w coordinates. Such a series expansion does not hold for
the coefficients of projection zn, i.e., for the PDE in z
coordinates.

Remark 3 The use of a predictor feedback to achieve the
boundary stabilization of (2) in the case of Neumann ac-
tuation and boundary condition (θ1 = θ2 = π/2) was re-
ported first in [15] for a bounded output operator, namely

y(t) =
∫ 1

0
c(x)z(t, x) dx with c ∈ L2(0, 1), and for system

trajectories evaluated in L2 norm. In this very specific
setting, the authors managed to perform the both control
design and stability analysis on the sole representation
(10), i.e., for the PDE in original coordinates (2). This
approach is strongly tailored for the above-mentioned set-
ting and is hardly extendable to other types of bound-
ary control (Dirichlet/Robin) and to unbounded measure-
ment operators (Dirichlet/Neumann). This is essentially
because the consideration of a Neumann actuation yields
the most favorable case βn = p(1)φn(1) = O(1) while any
other boundary actuation setting (Dirichlet/Robin) gives
in general no better than βn = O(

√
λn). However, one of

the crucial points of the L2 stability analysis performed
in [15] relies in the use of the estimate 2

∑
βnznu ≤

α
∑

(β2
n/λn)u2+α−1

∑
λnz

2
n, valid for any α > 0, where

the convergence of the first series on the RHS holds for
the Neumann actuation setting (βn = O(1)) and with a
term

∑
λnz

2
n that can be handled, provided its conver-

gence, in the L2 Lyapunov stability analysis 1 . This ap-
proach fails in the case of Dirichlet/Robin actuation set-
tings (βn = O(

√
λn)). The situation is even more strin-

gent when trying to assess the stability of the system tra-
jectories inH1 norm (possibly with unbounded output op-
erators instead of a bounded one) since this would led to
a term of the form

∑
λnβnzn that cannot be neither han-

dled with the above approach. In this paper, we completely
solve the control design problem for the general reaction
diffusion (2) with Dirichlet/Neumann/Robin boundary
control/condition and with a measurement selected ei-
ther as the Dirichlet (3) or Neumann (4) trace. The pro-
posed strategy consists in designing the predictor feedback
based on the representation (10) in original coordinates
(2) while the stability analysis is performed based on (9)
in homogeneous coordinates (7).

1 Essentially because λn appearing in
∑
λnz

2
n =

∑
λαnz

2
n

has a power α = 1 that is not larger than the one in the
dynamics of the modes (10).

4 Case of a Dirichlet measurement

We consider in this section the input-delayed reaction-
diffusion system (2) for θ1 ∈ (0, π/2] with Dirichlet mea-
surement (3).

4.1 Control strategy

Let δ > 0 be the desired exponential decay rate for the
closed-loop system trajectories. Let N0 ≥ 1 be such that
−λn + qc < −δ < 0 for all n ≥ N0 + 1. Let N ≥
N0+1 be arbitrarily given and that will be specified later.
Consider first the following observer dynamics used to
estimate theN first modes of the plant in z-coordinates:

ŵn(t) = ẑn(t) + bnu(t− h) (13a)

˙̂zn(t) = (−λn + qc)ẑn(t) + βnu(t− h) (13b)

− ln

{
N∑
k=1

ŵk(t)φk(0)− yD(t)

}
, 1 ≤ n ≤ N0

˙̂zn(t) = (−λn + qc)ẑn(t) + βnu(t− h), N0 + 1 ≤ n ≤ N
(13c)

where ln ∈ R are the observer gains.

Remark 4 Dynamics (13) constitutes an observer of
the N first modes zn of the PDE in (original) z coordi-
nates. However, due to Remark 2 and in view of (11),
the estimation ŷD(t) of the actual Dirichlet measurement
yD(t) is expressed in function of the estimation ŵn of the
modes wn of the PDE in homogeneous coordinates w as

ŷD(t) =
∑N
k=1 ŵk(t)φk(0). Hence, even if (13) estimates

the modes zn in z coordinates, the correction of the er-
ror of measurement is done based on the modes wn in w
coordinates.

Remark 5 The idea to split the observer dynamics into
two parts, one with active correction of the estimation
error for the first modes as in (13b) and one without cor-
rection of the estimation error as in (13c), roots back to
[35] in a delay-free context with bounded input and output
operators. Since then, such an idea, sometimes referred
to as the add of a “Residual Mode Filter” and which
was shown to be of paramount importance for ensuring
closed-loop stability [2] has been extended in various di-
rections [2,9,10,13,21,24,22,23,35,36].

Due to the input delay h > 0, we need to intro-
duce a predictor component. To do so, let ẐN0 =[
ẑ1 . . . ẑN0

]>
, A0 = diag(−λ1 + qc, . . . ,−λN0 + qc),

and B0 =
[
β1 . . . βN0

]>
. We can now introduce the

following Artstein transformation [1]:

ẐN0

A (t) = eA0hẐN0(t) +

∫ t

t−h
eA0(t−τ)B0u(τ) dτ. (14)
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Then the control is defined as the predictor feedback [12]:

u(t) = KẐN0

A (t), t ≥ 0 (15)

where K ∈ R1×N0 is the feedback gain.

Remark 6 The well-posedness of the closed-loop sys-
tem composed of the plant (7) in homogeneous coordi-
nates w, the Dirichlet measurement (3), and the con-
troller (13-15) in terms of classical solutions for initial
condition z0 ∈ H2(0, 1) so that cθ1z0(0) − sθ1z′0(0) = 0
and cθ2z0(1)+sθ2z

′
0(1) = 0, with null control in negative

times (u(τ) = 0 for τ < 0) and zero initial condition for
the observer (ẑn(0) = 0), is a direct consequence of [31,
Thm. 6.3.1 and 6.3.3] and the invertibility of the Art-
stein transformation [4] using a classical induction ar-
gument. Having obtained classical solutions based on the
homogeneous representation (7), standard arguments [8,
Sec. 3.3] using the change of variable formula (6) give the
existence of classical solutions for the closed-loop system
with the plant (2) expressed in original z coordinates.

In preparation of the statement of the main re-
sult, we define the matrices A1 = diag(−λN0+1 +

qc, . . . ,−λN + qc), B̃1 =
[
βN0+1/λN0+1 . . . βN/λN

]>
,

C0 =
[
φ1(0) . . . φN0

(0)
]
, C̃1 =

[
φN0+1(0)√
λN0+1

. . . φN (0)√
λN

]
,

L =
[
l1 . . . lN0

]>
,

F =


A0 + B0K eA0hLC0 0 eA0hLC̃1

0 A0 − LC0 0 −LC̃1

B̃1K 0 A1 0

0 0 0 A1

 , L =


eA0hL

−L
0

0


E =

[
A0 + B0K eA0hLC0 0 eA0hLC̃1 e

A0hL
]
, and

K̃ =
[
K 0 0 0

]
.

Remark 7 Since A0 is diagonal, the Hautus test com-
bined with the boundary conditions involved in the defini-
tion of D(A) show that the pairs (A0,B0) and (A0, C0)
both satisfy the Kalman condition. The same remark ap-
plies in the case of the Neumann boundary measurement
(4) studied in Section 5. Subsequently, the feedback gain
K from (15) and the observer gain L whose coefficients
ln appear in (13) are computed so that A0 + B0K and
A0 − LC0 are Hurwitz with eigenvalues that have a real
part strictly less than −δ < 0. To complete the control
design procedure, it merely remains to select adequately
the dimension N of the observer to ensure the stability of
the closed-loop system with exponential decay rate δ > 0.

4.2 Main stability results

Theorem 8 Let θ1 ∈ (0, π/2], θ2 ∈ [0, π/2], p ∈
C2([0, 1]) with p > 0, and q̃ ∈ C0([0, 1]). Let q ∈ C0([0, 1])
and qc ∈ R be such that (5) holds. Let δ > 0 and N0 ≥ 1
be such that −λn + qc < −δ for all n ≥ N0 + 1. Let
K ∈ R1×N0 and L ∈ RN0 be such that A0 + B0K and
A0 − LC0 are Hurwitz with eigenvalues that have a real
part strictly less than −δ < 0. Let h > 0 be given. For
a given N ≥ N0 + 1, assume that there exist P � 0,
Q1, Q2 � 0, α > 1, and β, γ > 0 such that

Θ1 � 0, Θ2 ≤ 0, R1 � 0, R2 � 0 (16)

where

Θ1 =

[
F>P + PF + 2δP + Q̃1 PL

L>P −β

]
+ E>Q2E

(17a)

Θ2 = 2γ

{
−
(

1− 1

α

)
λN+1 + qc + δ

}
+ βMφ (17b)

R1 = −e−2δhQ1 + αγ‖RNa‖2L2K>K (17c)

R2 = −e−2δhQ2 + αγ‖RNb‖2L2K>K (17d)

with Q̃1 = diag(Q1, 0, 0, 0) andMφ =
∑
n≥N+1

|φn(0)|2
λn

<
+∞. Then there exists a constant M > 0 such
that for any initial condition z0 ∈ H2(0, 1) so that
cθ1z0(0) − sθ1z

′
0(0) = 0 and cθ2z0(1) + sθ2z

′
0(1) = 0,

the trajectories of the closed-loop system composed
of the plant (2), the Dirichlet measurement (3),
and the controller (13-15) with null control in neg-
ative times (u(τ) = 0 for τ < 0) and zero ini-
tial condition for the observer (ẑn(0) = 0) satisfy

‖z(t, ·)‖2H1 + supτ∈[t−h,t] |u(τ)|2 +
∑N
n=1 ẑn(t)2 ≤

Me−2δt‖z0‖2H1 for all t ≥ 0. Moreover, for any given
h > 0, the constraints (16) are always feasible for N
selected large enough.

Proof. We first write a finite dimensional model cap-
turing the N first modes of the PDE and the dynam-
ics (13-15) of the output feedback controller. We define
en = zn − ẑn for all 1 ≤ n ≤ N . In view of (13a-13b)
and based on (8) and (11), we obtain that

˙̂zn = (−λn + qc)ẑn + βnu(· − h) + ln

N∑
k=1

φk(0)ek + lnζ

(18)
for 1 ≤ n ≤ N0 where ζ(t) =

∑
n≥N+1 wn(t)φn(0).

Introducing EN0 =
[
e1 . . . eN0

]>
, the scaled error ẽn =

√
λnen (see [24]), and ẼN−N0 =

[
ẽN0+1 . . . ẽN

]>
, we
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deduce that

˙̂
ZN0 = A0Ẑ

N0+B0u(·−h)+LC0E
N0+LC̃1Ẽ

N−N0+Lζ.
(19)

Taking first the time derivative of (14) and then inserting
(15) and (19), we infer that

˙̂
ZN0

A = (A0 + B0K)ẐN0

A (20)

+ eA0h
(
LC0E

N0 + LC̃1Ẽ
N−N0 + Lζ

)
.

Consider now (13c). Defining the scaled estimation z̃n =

ẑn/λn and Z̃N−N0 =
[
z̃N0+1 . . . z̃N

]>
, this latter dy-

namics can be written as

˙̃ZN−N0 = A1Z̃
N−N0 + B̃1u(t− h).

In order to eliminate the input delay, we consider the
second following Artstein transformation:

Z̃N−N0

A (t) = eA1hZ̃N−N0(t) +

∫ t

t−h
eA1(t−τ)B̃1u(τ) dτ

(21)
which implies, along with (15), that

˙̃ZN−N0

A = A1Z̃
N−N0

A + B̃1KẐ
N0

A . (22)

Combining (10) and (13b-13c), the error dynamics reads

ĖN0 = (A0 − LC0)EN0 − LC̃1Ẽ
N−N0 − Lζ, (23a)

˙̃EN−N0 = A1Ẽ
N−N0 . (23b)

Therefore, defining the vector

X = col
(
ẐN0

A , EN0 , Z̃N−N0

A , ẼN−N0

)
, (24)

we infer from (20) and (22-23) that

Ẋ = FX + Lζ. (25)

Finally, defining X̃ = col (X, ζ) and based on (15) and
(20), we also have

u = K̃X, v = u̇ = K
˙̂
ZN0

A ,
˙̂
ZN0

A = EX̃. (26)

We can now perform the stability analysis. Consider the
functional defined by V (t) = V0(t)+V1(t)+V2(t) where

V0(t) = X(t)>PX(t) + γ
∑

n≥N+1

λnwn(t)2 (27a)

V1(t) =

∫ t

(t−h)+
e−2δ(t−s)ẐN0

A (τ)>Q1Ẑ
N0

A (τ)dτ (27b)

V2(t) =

∫ t

(t−h)+
e−2δ(t−s)

˙̂
ZN0

A (τ)>Q2
˙̂
ZN0

A (τ) dτ (27c)

with (t− h)+ = max(t− h, 0). The computation of the
time derivative of V for t > h gives

V̇ ≤ X̃>
[
F>P + PF PL
L>P 0

]
X̃ + 2γ

∑
n≥N+1

λn(−λn + qc)w
2
n

+ 2γ
∑

n≥N+1

λn{anu(· − h) + bnv(· − h)}wn − 2δV1 − 2δV2

+ (ẐN0

A )>Q1Ẑ
N0

A − e
−2δhẐN0

A (· − h)>Q1Ẑ
N0

A (· − h)

+ (
˙̂
ZN0

A )>Q2
˙̂
ZN0

A − e
−2δh ˙̂

ZN0

A (· − h)>Q2
˙̂
ZN0

A (· − h).

Using Young inequality and invoking (15), we obtain
that

2
∑

n≥N+1

λnanu(· − h)wn

≤ 1

α

∑
n≥N+1

λ2nw
2
n + α‖RNa‖2L2u(· − h)2

≤ 1

α

∑
n≥N+1

λ2nw
2
n + α‖RNa‖2L2Ẑ

N0

A (· − h)>K>KẐN0

A (· − h)

for any α > 0 and, similarly,

2
∑

n≥N+1

λnbnv(· − h)wn

≤ 1

α

∑
n≥N+1

λ2nw
2
n + α‖RNb‖2L2

˙̂
ZN0

A (· − h)>K>K
˙̂
ZN0

A (· − h)

Combining the latter estimates and using (26), we obtain

V̇ + 2δV

≤ X̃>
{[

F>P + PF + 2δP + Q̃1 PL
L>P 0

]
+ E>Q2E

}
X̃

+ 2γ
∑

n≥N+1

λn

{
−
(

1− 1

α

)
λn + qc + δ

}
w2
n

+ ẐN0

A (· − h)>R1Ẑ
N0

A (· − h) +
˙̂
ZN0

A (· − h)>R2
˙̂
ZN0

A (· − h).

Recalling that ζ =
∑
n≥N+1 wnφn(0) we have ζ2 ≤

Mφ

∑
n≥N+1 λnw

2
n. Hence, we obtain, for any β > 0,

V̇ + 2δV ≤ X̃>Θ1X̃ +
∑

n≥N+1

λnΓnw
2
n

+ ẐN0

A (· − h)>R1Ẑ
N0

A (· − h) +
˙̂
ZN0

A (· − h)>R2
˙̂
ZN0

A (· − h)
(28)
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where Γn = 2γ
{
−
(
1− 1

α

)
λn + qc + δ

}
+βMφ. For α >

1, we have Γn ≤ ΓN+1 = Θ2 for all n ≥ N + 1. Thus we

infer from (16) that V̇ + 2δV ≤ 0 for all t > h, implying
that V (t) ≤ e−2δ(t−h)V (h) for all t ≥ h.

Computing now the time derivative of V for t ∈ (0, h)
for which u(· − h) and v(· − h) are zero, and proceed-
ing similarly to the previous paragraph, we infer that
V̇ + 2δV ≤ X̃>Θ1X̃ +

∑
n≥N+1 λnΓ′nw

2
n with Γ′n =

2γ {−λn + qc + δ} + βMφ ≤ Γn ≤ Θ2 for n ≥ N + 1.

Hence we obtain that V̇ +2δV ≤ 0 on (0, h) thus V (t) ≤
e−2δtV (0) for all 0 ≤ t ≤ h. Combining this estimate
with the result of the previous paragraph, we infer that
V (t) ≤ e−2δtV (0) for all t ≥ 0. The claimed stability es-
timate now easily follows from the definition of V , the
estimates (1), the control law (15), and the two Artstein
transformations (14) and (21).

It remains to show that the constraints Θ1,Θ2, R1, R2 �
0 are feasible when selecting N ≥ N0 + 1 large
enough. Regarding the matrix F + δI, we note that
(i) A0 + B0K + δI and A0 − LC0 + δI are Hur-
witz; (ii) ‖e(A1+δI)t‖ ≤ e−κ0t for all t ≥ 0 with
κ0 = λN0+1 − qc − δ > 0 is independent of N ; and

(iii) ‖eA0hLC̃1‖ ≤ ‖eA0h‖‖L‖‖C̃1‖, ‖LC̃1‖ ≤ ‖L‖‖C̃1‖
and ‖B̃1K‖ ≤ ‖B̃1‖‖K‖ where eA0h, K, and L are
independent of the number of observed modes N while
‖C̃1‖ = O(1) and ‖B̃1‖ = O(1) when N → +∞.
Hence, applying the Lemma reported in Appendix to
the matrix F + δI, we infer that the solution P � 0
to F>P + PF + 2δP = −I is such that ‖P‖ = O(1)
as N → +∞. Note also that ‖L‖ is a constant inde-
pendent of N while Mφ = O(1) and ‖E‖ = O(1) as
N → +∞. We fix arbitrarily the value of α > 1 and we
set β =

√
N , γ = 1/N , Q1 = 2e2δhαγ‖RNa‖2L2K>K,

and Q2 = 2e2δhαγ‖RNb‖2L2K>K. Hence, using in par-
ticular Schur complement, we infer that (16) hold for
N ≥ N0 + 1 selected large enough. 2

Remark 9 Recall the definition of V (t) = V0(t) +
V1(t) + V2(t) with Vi defined by (27). The term V0
presents a first term that accounts for the dynamics
of the observer as well as the dynamics of the N first
modes of the (original) PDE in z coordinates. However,
the second term, which accounts for the residual modes
n ≥ N + 1, is expressed in homogeneous w coordinates.
This point is key in the success of the stability assess-
ment of the previous theorem. The term V1 is introduced
as in [15] in order to compensate the term u(· − h)
appearing in the time derivative of wn, see (9). More-
over, since the modes n ≥ N + 1 are captured by wn
in w coordinates, the time derivative of wn also implies

the occurrence of v = u̇ = K
˙̂
ZN0

A , see again (9). This
latter term is handled in the stability analysis by the
introduction of the term V2.

While Theorem 8 assesses the stability of the closed-loop
inH1 norm, the following theorem states a similar result
but for trajectories evaluated in L2 norm.

Theorem 10 Let θ1 ∈ (0, π/2], θ2 ∈ [0, π/2], p ∈
C2([0, 1]) with p > 0, and q̃ ∈ C0([0, 1]). Let q ∈ C0([0, 1])
and qc ∈ R be such that (5) holds. Let δ > 0 and N0 ≥ 1
be such that −λn + qc < −δ for all n ≥ N0 + 1. Let
K ∈ R1×N0 and L ∈ RN0 be such that A0 + B0K and
A0 − LC0 are Hurwitz with eigenvalues that have a real
part strictly less than −δ < 0. Let h > 0 be given. For
a given N ≥ N0 + 1, assume that there exist P � 0,
Q1, Q2 � 0, and α, β, γ > 0 such that

Θ1 � 0, Θ2 ≤ 0, Θ3 ≥ 0, R1 � 0, R2 � 0 (29)

where Θ1, R1, R2 are defined by (17a), (17c), and (17d),
respectively, while

Θ2 = 2γ

{
−λN+1 + qc + δ +

1

α

}
+ βMφλ

3/4
N+1

Θ3 = 2γ − βMφ

λ
1/4
N+1

with Q̃1 = diag(Q1, 0, 0, 0) andMφ =
∑
n≥N+1

|φn(0)|2

λ
3/4
n

<

+∞. Then there exists a constant M > 0 such
that for any initial condition z0 ∈ H2(0, 1) so that
cθ1z0(0) − sθ1z

′
0(0) = 0 and cθ2z0(1) + sθ2z

′
0(1) = 0,

the trajectories of the closed-loop system composed
of the plant (2), the Dirichlet measurement (3),
and the controller (13-15) with null control in neg-
ative times (u(τ) = 0 for τ < 0) and zero ini-
tial condition for the observer (ẑn(0) = 0) satisfy

‖z(t, ·)‖2L2 + supτ∈[t−h,t] |u(τ)|2 +
∑N
n=1 ẑn(t)2 ≤

Me−2δt‖z0‖2L2 for all t ≥ 0. Moreover, for any given
h > 0, the constraints (29) are always feasible for N
selected large enough.

Proof. Consider the functional defined by V (t) =
V0(t) + V1(t) + V2(t) where V0(t) = X(t)>PX(t) +
γ
∑
n≥N+1 w

2
n while V1, V2 are defined as in (27). Pro-

ceeding as in the proof of Theorem 8 but replacing the es-

timate of ζ by the following: ζ2 ≤Mφ

∑
n≥N+1 λ

3/4
n w2

n,
we infer that

V̇ + 2δV ≤ X̃>Θ1X̃ +
∑

n≥N+1

Γnw
2
n

+ ẐN0

A (· − h)>R1Ẑ
N0

A (· − h) +
˙̂
ZN0

A (· − h)>R2
˙̂
ZN0

A (· − h)

holds for t > h with Γn = 2γ
{
−λn + qc + δ + 1

α

}
+

βMφλ
3/4
n . For n ≥ N+1 we note that λ

3/4
n = λn/λ

1/4
n ≤

λn/λ
1/4
N+1 hence

Γn ≤ −Θ3λn + 2γ

{
qc + δ +

1

α

}
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≤ −Θ3λN+1 + 2γ

{
qc + δ +

1

α

}
= Θ2 ≤ 0

where we used that Θ3 ≥ 0. Therefore, the assumptions
imply that V̇ +2δV ≤ 0 for t > h. Similarly to the proof
of Theorem 8, it can also be seen that V̇ + 2δV ≤ 0
for t ∈ (0, h). Gathering these two results together, we
infer that V (t) ≤ e−2δtV (0) for all t ≥ 0, implying the
claimed stability estimate.

Regarding the feasibility of the constraints (29) for N ≥
N0 + 1 large enough, this can be achieved following the
same procedure as in the proof of Theorem 8 with α > 0
arbitrarily fixed, β = N1/8, and γ = 1/N1/4. 2

Remark 11 LetN ≥ N0+1 be a given number of modes
to be observed. When fixing the value of α > 1 (resp.
α > 0), the constraints (16) from Theorem 8 (resp. the
constraints constraints (29) from Theorem 10) take the
form of LMIs for which efficient solvers exist. Moreover,
as shown in the proof of the two theorems, the resulting
LMI constraints remain feasible (when fixing arbitrarily
the value of α) for N selected large enough.

5 Case of a Neumann measurement

We consider in this section the input-delayed reaction-
diffusion system (2) for θ1 ∈ [0, π/2) with Neumann
measurement (4).

5.1 Control strategy

Let δ > 0 and N0 ≥ 1 be such that −λn + qc < −δ < 0
for all n ≥ N0 + 1. Let N ≥ N0 + 1 be arbitrarily given.
Consider first the following observer dynamics used to
estimate theN first modes of the plant in z-coordinates:

ŵn(t) = ẑn(t) + bnu(t− h) (30a)

˙̂zn(t) = (−λn + qc)ẑn(t) + βnu(t− h) (30b)

− ln

{
N∑
k=1

ŵk(t)φ′k(0)− yN (t)

}
, 1 ≤ n ≤ N0

˙̂zn(t) = (−λn + qc)ẑn(t) + βnu(t− h), N0 + 1 ≤ n ≤ N
(30c)

where ln ∈ R are the observer gains. With the same
notations that the ones of the previous section and in-
troducing the Artstein transformation (14), the control
input is defined as

u(t) = KẐN0

A (t), t ≥ 0 (31)

where K ∈ R1×N0 is the feedback gain.

Remark 12 The well-posedness of the closed-loop sys-
tem in terms of classical solutions for initial condition

z0 ∈ H2(0, 1) so that cθ1z0(0) − sθ1z
′
0(0) = 0 and

cθ2z0(1) + sθ2z
′
0(1) = 0, with null control in negative

times (u(τ) = 0 for τ < 0) and zero initial condition for
the observer (ẑn(0) = 0), follows the same arguments as
Remark 6.

We finally introduce the same matrices as at the end
of Subsection 4.1 except that we replace the defi-

nitions of C0, C̃1 by C0 =
[
φ′1(0) . . . φ′N0

(0)
]

and

C̃1 =
[
φ′N0+1(0)/λN0+1 . . . φ

′
N (0)/λN

]
.

5.2 Main stability result

Theorem 13 Let θ1 ∈ [0, π/2), θ2 ∈ [0, π/2], p ∈
C2([0, 1]) with p > 0, and q̃ ∈ C0([0, 1]). Let q ∈ C0([0, 1])
and qc ∈ R be such that (5) holds. Let δ > 0 and N0 ≥ 1
be such that −λn + qc < −δ for all n ≥ N0 + 1. Let
K ∈ R1×N0 and L ∈ RN0 be such that A0 + B0K and
A0 − LC0 are Hurwitz with eigenvalues that have a real
part strictly less than −δ < 0. Let h > 0 be given. For
a given N ≥ N0 + 1, assume that there exist P � 0,
Q1, Q2 � 0, ε ∈ (0, 1/2], α > 1, and β, γ > 0 such that

Θ1 � 0, Θ2 ≤ 0, Θ3 ≥ 0, R1 � 0, R2 � 0 (32)

where Θ1, R1, R2 are defined by (17a), (17c), and (17d),
respectively, while

Θ2 = 2γ

{
−
(

1− 1

α

)
λN+1 + qc + δ

}
+ βMφ(ε)λ

1/2+ε
N+1

Θ3 = 2γ

(
1− 1

α

)
− βMφ(ε)

λ
1/2−ε
N+1

with Q̃1 = diag(Q1, 0, 0, 0) andMφ(ε) =
∑
n≥N+1

|φ′
n(0)|

2

λ
3/2+ε
n

<

+∞. Then there exists a constant M > 0 such
that for any initial condition z0 ∈ H2(0, 1) so that
cθ1z0(0) − sθ1z

′
0(0) = 0 and cθ2z0(1) + sθ2z

′
0(1) = 0,

the trajectories of the closed-loop system composed
of the plant (2), the Neumann measurement (4),
and the controller (30-31) with null control in neg-
ative times (u(τ) = 0 for τ < 0) and zero ini-
tial condition for the observer (ẑn(0) = 0) satisfy

‖z(t, ·)‖2H1 + supτ∈[t−h,t] |u(τ)|2 +
∑N
n=1 ẑn(t)2 ≤

Me−2δt‖z0‖2H1 for all t ≥ 0. Moreover, for any given
h > 0, the constraints (32) are always feasible for N
selected large enough.

Proof. Proceeding as in the first part of the proof
of Theorem 8 but with ẽn = λnen and ζ(t) =∑
n≥N+1 wn(t)φ′n(0), we infer that (25) holds.

Consider the functional defined by V (t) = V0(t)+V1(t)+
V2(t) where V0, V1, V2 are defined by (27). Proceeding as
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in the proof of Theorem 8 but replacing the estimate of

ζ by: ζ2 ≤Mφ(ε)
∑
n≥N+1 λ

3/2+ε
n w2

n, we infer that

V̇ + 2δV ≤ X̃>Θ1X̃ +
∑

n≥N+1

λnΓnw
2
n

+ ẐN0

A (· − h)>R1Ẑ
N0

A (· − h) +
˙̂
ZN0

A (· − h)>R2
˙̂
ZN0

A (· − h)

holds for t > h with Γn = 2γ
{
−(1− 1

α )λn + qc + δ
}

+

βMφ(ε)λ
1/2+ε
n . For n ≥ N + 1 we note that λ

1/2+ε
n =

λn/λ
1/2−ε
n ≤ λn/λ1/2−εN+1 hence

Γn ≤ −Θ3λn + 2γ {qc + δ}
≤ −Θ3λN+1 + 2γ {qc + δ} = Θ2 ≤ 0

where we used that Θ3 ≥ 0. Therefore, the assumptions
imply that V̇ +2δV ≤ 0 for t > h. Similarly to the proof
of Theorem 8, it can also be seen that V̇ + 2δV ≤ 0
for t ∈ (0, h). Gathering these two results together, we
infer that V (t) ≤ e−2δtV (0) for all t ≥ 0, implying the
claimed stability estimate.

Regarding the feasibility of the constraints (32) for N ≥
N0 + 1 large enough, this is achieved following the same
procedure as in the proof of Theorem 8 with α > 1 arbi-
trarily fixed, ε = 1/8, β = N1/8, and γ = 1/N3/16. 2

Remark 14 Similarly to Remark 11, LMIs can be de-
rived from the constraints (13) of Theorem 13 by fixing
the values of α > 1 and ε ∈ (0, 1/2]. Moreover, as shown
in the proof of the theorem, the subsequent LMI condi-
tions with any fixed α > 1 and when setting ε = 1/8 re-
main feasible for a number of observed modes N selected
large enough.

Remark 15 In the case of a Dirichlet measurement, it
was possible to propose a L2 version of the stability re-
sult, namely Theorem 10. However, the approach used in
the proof of this latter result fails when trying to study the
trajectories in L2 norm for a Neumann measurement.
This is because, in this setting, ζ =

∑
n≥N+1 wnφ

′
n(0)

hence ζ2 ≤ Mφ(ε)
∑
n≥N+1 λ

3/2+ε
n w2

n with Mφ(ε) =∑
n≥N+1

|φ′
n(0)|

2

λ
3/2+ε
n

where all the terms are finite provided

ε ∈ (0, 1/2]. However a term in λ
3/2+ε
n cannot be asymp-

totically dominated by a term in λn. Hence the procedure
of Theorem 10 for a Dirichlet measurement cannot be
used anymore in the case of a Neumann measurement.

6 Numerical illustration

We consider the parameters p = 1, q̃ = −5, θ1 = π/5,
θ2 = 0 (Dirichlet boundary control), and the input de-
lay h = 1 s. In this setting, the reaction-diffusion PDE
described by (2) is open-loop unstable. We set the feed-
back gain K = −0.6950. The observer gain is set as

L = 1.7695 in the case of the Dirichlet measurement (3)
while L = 1.2856 in the case of the Neumann measure-
ment (4). With δ = 0.5 and for the Dirichlet measure-
ment (3), the constraints of Theorems 8 and 10 are fea-
sible for N = 2 modes estimated by the observer, ensur-
ing the exponential stability of the closed-loop system in
H1 and L2 norms. Considering now the case of the Neu-
mann boundary measurement (4), the application of the
constraints of Theorem 13 are found feasible for N = 6
modes estimated by the observer, ensuring the exponen-
tial stability of the closed-loop system in H1 norm.

For numerical illustration, we consider the Dirich-
let measurement (3) along with the initial condition
z0(x) = 10x2(x − 1). The evolution of the closed-loop
system is depicted in Fig. 1. We observe the exponential
decay of the both state of the PDE and observation er-
ror in spite of the h = 1 s input delay. This is compliant
with the theoretical prediction of Theorems 8 and 10.

7 Conclusion

This paper solved the boundary stabilization prob-
lem of general 1-D reaction-diffusion PDEs in the
presence of an arbitrarily large input delay. The ap-
proach is very general as it covers the cases of Dirich-
let/Neumann/Robin boundary control/condition with
Dirichlet/Neumann boundary measurement and for
system trajectories evaluated in H1 norm (also in L2

norm for Dirichlet measurement). The control strategy
couples of finite-dimensional observer that observes a
finite number of modes of the PDE and a predictor
to compensate the arbitrarily long input delay. Future
research directions may be concerned with nonlinear
PDEs and non collocated boundary conditions.
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A Useful lemma

The following lemma is borrowed from [24, Appendix]
and is a generalization of a result presented in [13].

Lemma 16 Let n,m,N ≥ 1, M11 ∈ Rn×n and M22 ∈
Rm×m Hurwitz, M12 ∈ Rn×m, MN

14 ∈ Rn×N , MN
24 ∈

Rm×N , MN
31 ∈ RN×n, MN

33,M
N
44 ∈ RN×N , and

FN =


M11 M12 0 MN

14

0 M22 0 MN
24

MN
31 0 MN

33 0

0 0 0 MN
44

 .

We assume that there exist constantsC0, κ0 > 0 such that

‖eMN
33t‖ ≤ C0e

−κ0t and ‖eMN
44t‖ ≤ C0e

−κ0t for all t ≥ 0
and all N ≥ 1. Moreover, we assume that there exists a
constant C1 > 0 such that ‖MN

14‖ ≤ C1, ‖MN
24‖ ≤ C1,

and ‖MN
31‖ ≤ C1 for all N ≥ 1. Then there exists a

constant C2 > 0 such that, for any N ≥ 1, there exists
a symmetric matrix PN ∈ Rn+m+2N with PN � 0 such
that (FN )>PN + PNFN = −I and ‖PN‖ ≤ C2.
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