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Abstract— A novel True Random Number Generator circuit 

fabricated in a 130nm HfO2-based resistive RAM process is 
presented. The generation of the random bit stream is based on a 
specific programming sequence applied to a dedicated memory 
array. In the proposed programming scheme, all the cells of the 
memory array are addressed at the same time while the current 
provided to the circuit is limited to program only a subset of the 
memory array, resulting in a stochastic distribution of cell 
resistance values. Some cells are switched in a low resistive state, 
other cells are slightly programmed to reach an intermediate 
resistance state, while the remaining cells maintain their initial 
high resistance state. Resistance values are next converted into a 
bit stream and confronted to National Institute of Standards and 
Technology (NIST) test benchmarks. The generated random bit 
stream has successfully passed twelve NIST tests out of fifteen. 
Compared to state-of-the-art resistive RAM-based true random 
number generators, our proposed methodology is the first one to 
leverage on programming current limitation at a memory array 
level. 
 

Index Terms— True Random Number Generator, TRNG, 
stochastic switching, memristor, OxRAM, RRAM. 

I. INTRODUCTION 
True Random Number Generators (TRNGs) are incorporated 

in many data encryption systems in order to generate non-
predictable data, which can be used as cryptographic keys [1]. 
TRNG exploits a physical entropy source to generate random 
numbers, rather than by means of an algorithm [2]. Such 
generators are often based on Random Telegraph Noise (RTN) 
that occurs in semiconductors and ultra-thin gate oxide films 
[3]. Over the last few years there has been a lot of activity across 
research groups proposing efficient TRNG based on resistive-
switching devices [4-6]. Among these devices, bipolar oxide-
based RAM (so-called OxRAM) have shown interesting 
properties [7-12].  

OxRAM devices intrinsically suffer from significant 
spatiotemporal variability [13-15]. Switching parameters vary 
from device to device and cycle to cycle [16, 17]. This inherent 
drawback of the technology is exploited in this paper to propose 
a cost-efficient TRNG. In this context, this work presents a 
novel true random number generation methodology based on 
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Input Current Limitation (ICL) of an OxRAM memory array 
when a global programming is performed. During a standard 
OxRAM cell SET operation, a single cell is addressed and the 
current flowing through the selected cell is limited, usually by 
a select transistor in a 1T1R (1 Transistor 1 Resistor) 
configuration to a value high enough to program the cell. In our 
approach, all the cells of the memory array are addressed during 
a global SET operation while the available current for the array 
is limited, resulting in a stochastic distribution of resistance 
values. Afterward, resistance values are converted into logical 
values to generate a random bit stream. To the authors’ 
knowledge, this is the first work which presents an integrated 
compact OxRAM-based TRNG based on ICL at a memory 
array level during a global SET operation. 

The proposed TRNG overcomes limitations of state of the art 
OxRAM-based TRNG which are mainly based on a single 
memory cell [6, 7, 18-20]. Using a whole memory array to 
generate random numbers combine the temporal effect of cycle 
to cycle variability and the spatial effect of device to device 
variability. Besides, as the proposed methodology relies on a 
whole memory array, instead of a single cell, the proposed 
TRNG is turned more reliable. A post-processing can be added 
to improve the entropy of the random bit stream as already 
proposed in previous studies found in the literature [20-23]. In 
our case, only a XOR operation is applied to the memory array 
bits to generate a single bit response. Indeed, as the TRNG 
circuit is represented by a standard memory array, only 
conventional decoding and reading circuits are required for its 
operation. 

The rest of the paper is organized as follows. In section II, 
the used OxRAM technology is presented with experimental 
results obtained from a memory array. In section III, the true 
random number generation methodology is developed and 
experimental results are provided. National Institute of 
Standards and Technology (NIST) test results are given in 
section IV. Finally, section V provides some concluding 
remarks. 
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II. OXRAM TECHNOLOGY 

A. 1T1R memory cell 
Devices used in our TRNG circuit are bipolar OxRAMs. An 

OxRAM consists of two metallic electrodes that sandwich a 
thin dielectric layer serving as a storage medium. This Metal-
Insulator-Metal (MIM) structure, denoted RRAM in Fig. 1(a) 
can easily be integrated in the Back-End-Of-Line (BEOL) in 
combination with advanced CMOS technologies. The MIM 
structure is integrated on top of Metal 4 copper layer (Cu). A 
TiN Bottom Electrode (BE) is first deposited. Then, a 10nm-
HfO2/10nm-Ti/TiN stack is added to form a capacitor-like 
structure [24, 25]. Fig. 1(b) shows the basic 1T1R memory cell. 
In this configuration one MOS transistor is serially connected 
to an OxRAM. This select transistor acts as a “local” current 
limiting device. It controls the amount of current flowing 
through the cell according to its gate voltage value in order to 
prevent memory cell damage during the FORMING and the 
SET operations. Table I presents the different voltage levels 
applied across the OxRAM cell presented in Fig. 1(b) during 
the different functioning phases. The whole experimental setup, 
based on a Keysight B1500 semiconductor parameter analyzer, 
will be described in section II.C. Fig. 2 presents typical 1T1R 
OxRAM I-V characteristics. Based on these I-V curves, the 
memory cell behavior can be seen as follows: after an initial 
electroforming step (not presented here for a better readability), 
the memory element can be reversibly switched between a High 
Resistance State (HRS) and a Low Resistance State (LRS). 
Resistive switching in an OxRAM corresponds to an abrupt 
change between an HRS and an LRS. This resistance change is 
achieved by applying specific biases across the 1T1R cell (i.e. 
VSET, switching from HRS to LRS and VRESET, switching from 
LRS to HRS). According to Fig. 2, VSET value required to switch 
from HRS to LRS is around 0.65 V, while VRESET value required 
to switch back to HRS is around -0.65 V. 

 

 
Fig. 1.  (a) TEM cross-section of an OxRAM device co-integrated in a 130nm 
CMOS process (b) symbol view of a basic 1T1R OxRAM cell. 
 

TABLE I.  STANDARD OPERATING VOLTAGES (CELL LEVEL)  

 FORMING RESET SET READ 
WL 2V 4.5V 2V 4V 
BL 2V 0V 1.2V 0.2V 
SL 0V 1.2V 0V 0V 

 

The proposed TRNG circuit exploits the HfO2-based OxRAM 
variability to generate a sequence of random bits. Indeed, HfO2-
based OxRAM technology suffers from stochastic switching 
and these statistical fluctuations are generally attributed to the 
formation/dissolution of a Conductive Filament (CF) between 
metallic electrodes [26-28]. The number of defects and the 
distance between traps within the CF in both SET and RESET 
states are considered as the main causes of variability [29]. 
 

 
Fig. 2. I-V characteristics of an OxRAM cell, using the operating conditions 
from Table I. RSET (blue) and RRESET (red) levels are highlighted. 

B. 1T1R memory array 
Fig. 3(a) presents the used TRNG circuit which is basically a 

classical 1T1R array. Memory cells are grouped to form eight 
8-bit memory words. Word Lines (WLX) are used to select the 
active row, Bit Lines (BLX) are used to select active columns 
during a SET operation and Source Lines (SLX) are used to 
RESET a whole memory word or an addressed cell. Fig. 3(b) 
presents the layout view of the memory array. Due to the limited 
pin out of the probe card used in the experimental phase, only a 
7x7 memory array is available for our experiments (subset of 
the 8x8 array).  

 

          
           a)                                                                    b) 

Fig. 3. (a) 8x8 OxRAM memory array and (b) corresponding layout view. 

1T1R	cell
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C. Experimental Setup 
Fig. 4 describes the experimental setup which is based on a 

Keysight B1500 semiconductor parameter analyzer. The 
studied structure is the 7x7 1T1R OxRAM memory array 
presented in section II.B which is embedded on an 8-inch wafer, 
connected to the B1500 through a probe card and a low-
resistance switching matrix. The matrix connects the 
Source/Measure Units (SMUs) to the memory array pads 
during the SET, RESET and READ operations. All the 
experiments are performed thanks to Python programs, 
controlling the equipment.  
 

 
Fig. 4. Experimental setup used for the 7x7 OxRAM memory array. 

D. 7x7 memory cell array experimental results 
After an initial forming step (Table I) all the conductive 

filaments of the 49 memory cells are created and the 7x7 
memory array is ready to use. Memory cells have first suffered 
200 successive RESET/SET cycles to obtain the initial 
distribution of HRS resistances (after individual RESET 
operations) and LRS resistances (after individual SET 
operations). Fig. 5 presents these distributions and the inset 
shows resistance values for each cycle. Each distribution is 
made of 9,800 values (49x200). Fig 6. presents the 
corresponding HRS and LRS cumulative probabilities, using 
data from Fig. 5.  It is worth noting that the HRS level is more 
spread than the LRS level which is a classical trend in OxRAM 
technology [25, 26]. The LRS median is around 12kW while the 
HRS median is around 150kW. We can notice on Fig. 5 and 6 
an overlap between HRS and LRS distributions (i.e. some cells 
present an HRS resistance lower than some LRS resistance 
values). This is due to device to device variability combined 
with the programming conditions. This observation leads to the 
definition of the notion of “Resistance Threshold Level” 
referred to as RTH. 

If the resistance value is lower (resp. higher) than a threshold 
value denoted RTH, the cell is considered in a Low Resistance 
Level LRL (resp. in High Resistance Level HRL), 
corresponding to a “1” (resp. “0”) logical state. The choice of 
this threshold value RTH for random number generation 
deserves a focus, it will be discussed in section III.B. 
 

 
Fig. 5. Resistance values distribution after 200 consecutive individual 
SET/RESET cycles of the 7x7 array (9,800 LRS and 9,800 HRS values). 
 

 
Fig. 6. Cumulative probabilities of the LRS and HRS resistances (using data 
from Fig. 5) 
 

During a classical SET operation, the final cell resistance is 
a function of the maximal current allowed through the cell. This 
maximal current, flowing through the Bit Line, can be adjusted 
by modulating the Word Line bias VWL connected to the gate of 
the memory cell select transistor (see Fig. 1(b) and Fig. 3(a)). 
Fig. 7 presents the impact of the Word Line voltage on the cell 
resistance value (left axis) during a SET operation. The impact 
on the maximal Bit Line current is also reported (right axis). In 
this figure, each Word Line voltage value is associated with 49 
resistance values coming from every cell of the memory array.  
When the Word Line voltage is low the select transistor controls 
very well the current through the cell, while the current 
dispersion becomes larger when the Word Line voltage is high. 
The relation between the maximal current allowed in the 
memory cell and the current dispersion is presented in Fig. 8 
and has already been observed in literature [16, 30]. We can 
observe that the higher the maximal current during a SET 
operation, the lower the resistance after SET. Moreover, when 
the maximal current decreases, the resistance values are more 
spread. Conversely, when the current limitation is high, all the 
cells are correctly SET switching in a low resistance state. 
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Fig. 7. Impact of the Word Line voltage on the final resistance and the 
maximum Bit Line current during individual cell SET operations for the 7x7 
memory array. 
 

 
Fig. 8. Impact of the maximal cell current on the post-SET resistance for the 
7x7 memory array (49 cells) where each cell is SET individually. Cell current 
limitation is achieved by controlling the select transistor gate bias. 

III. TRNG METHODOLOGY 

A. TRNG concept: Input Current Limitation (ICL) 
The proposed TRNG concept is based on the following 

specific protocol referred to as the ICL technique for the 
random number generation: (i) OxRAM cells are first RESET 
one by one by addressing each cell independently, (ii) a global 
SET operation is performed with all BLs and WLs activated, 
with an Input Current Limitation ITOT imposed by the B1500 
generator and (iii) a READ operation is achieved to sense the 
cell resistance values.  In a future circuit, a current source will 
be designed and integrated to the memory. Due to the current 
levels involved in this experiment (less than a few milliamps), 
the use of a single source for the whole array is possible. The 
most sensitive part is the global SET operation which results in 
a random distribution of the total input current ITOT within the 
memory array (Fig. 9).  

 

 
Fig. 9. Example of current distributions within the memory array using the Input 
Current Limitation (ICL) technique with a value of ITOT. The thicker the arrow, 
the higher the current. 
 

The random current distribution among the memory cells is 
due to the stochastic nature of OxRAM cells. Indeed, due to the 
variability, some “fast” cells can easily reach low resistance 
level (LRL), consuming a main part of the total current 
available so that the other cells cannot be SET anymore and 
remain in their high resistance level (HRL) or are slightly 
shifted to intermediate resistance values. Nevertheless, the 
current in a single cell is limited thanks to the WL voltage 
applied on the select transistor so that all the available current 
won’t flow in this cell. Moreover, thanks to the cycle to cycle 
variability which is comparable to the device to device 
variability in this technology, the SET cells will not always be 
the same, avoiding reproducible spatial patterns to be created 
[8, 16, 17, 30-32]. Using data from Fig. 5 we show in Fig 10 
that for the 49 cells in the array the Device-to-Device (for 100 
cycles) and Cycle-to-Cycle (for 49 cells) variabilities are 
comparable. If this TRNG methodology is applied to another 
technology, a careful engineering of the applied pulses and 
electrical parameters (forming conditions, SET current 
limitation, …) is required to guarantee a Cycle-to-Cycle 
variability larger than the Device-to-Device one. In our study, 
the resistance of the interconnects has also been taken into 
account since we have demonstrated in a previous work the 
impact of voltage drop on this kind of memory array lines [33], 
that’s why the memory array for the random number generation 
was limited to a 7x7 size. 
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Fig. 10. Cycle-to-Cycle and Device-to-Device variabilities from data in Fig. 5. 
 
 

B. ICL implementation 
Fig. 11 illustrates the memory array current evolution versus 

the Bit Line Voltage VBL for a single memory array (Fig. 9). As 
VBL increases, memory cells are SET successively, inducing an 
increase of the memory array current. This is highlighted by the 
current steps of the red curve of Fig. 11, each step 
corresponding to the current contribution of individual cells of 
the array moving from an HRL level to an LRL level. When the 
array current reaches its maximal value ITOT, a subset of the 
memory array cells is effectively in an LRL level while the rest 
of the array remained in an HRL level. Note that the total 
number of LRL cells is function of the maximal current value 
ITOT (the higher ITOT, the higher the number of LRL cells). 
 

 
Fig. 11. I-V characteristics of the 7x7 OxRAM array, using the ICL technique 
during a global SET operation (ITOT is here limited to 1150 µA). 

C. Choice of the threshold resistance RTH 
Fig. 12 presents the ratio of LRL cells in the array versus the 

total current ITOT for different threshold resistance values RTH 
ranging from 15kΩ to 100kΩ (RTH being defined as the 
resistance value below which a cell is in an LRL level).  

 

 
Fig. 12. Mean ratio (over 1,000 runs for each ITOT using ICL technique) of LRL 
cells in the array. 
 

Each point of Fig. 12 curves represents the HRL over LRL 
ratio obtain after 1,000 runs applied to the 7x7 array under the 
ICL technique for a fixed ITOT value. The ICL method is 
repeated for different ITOT values ranging from 200 µA to 5 mA. 
On the one hand, when the ITOT current is very low (a few 
hundreds of micro-amps) only few cells can reach the LRL level 
since the current provided to the array is immediately consumed 
by some “fast” cells. Indeed, as shown in Fig. 11, “fast” cells 
have a lower SET voltage VSET and are the first cells to conduct 
current as the BL voltage increases, thus all the other cells do 
not have enough current to reach a low resistance value after 
the SET operation as depicted in Fig. 8. On the other hand, 
when the current is high enough (few thousands of micro-
amps), all the cells in the array can reach the LRL level since 
the current is self-limited in each cell by the select transistor. 
For a given ITOT, when RTH decreases, the number of cells is 
LRL level decreases. Thus, the choice of the threshold value 
RTH is of crucial importance in the ICL implementation. Indeed, 
for TRNG applications and especially for NIST test suite 
success [34], 50% of the cells must statistically be in the LRL 
level so if we consider this 50% target (dashed line in Fig. 12) 
we can plot in Fig. 13 the total current ITOT required for each 
RTH values to obtain a 50% of LRL over HRL ratio, denoted 
𝐼"#"$.&.  
 

 
Fig. 13 Required ITOT value to obtain 50% of LRL cells in the array as a function 
of the threshold resistance RTH. Symbols for the different RTH values are the 
same as in Fig. 12. 
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To reduce the current consumption of the proposed TRNG 
solution, we can see that the RTH value cannot be too low since 
the required current is high. Consequently, the chosen RTH 
should be higher than 20 kW. Moreover, if RTH is too high, the 
LRL is directly included in the natural HRS distribution of the 
memory cell array (Fig. 5 and 6). Cells could stay in the LRL 
level, losing the required randomness feature, and 
compromising the NIST test suite success. Consequently, the 
chosen RTH should be lower than 35 kW and included in the 
green area of Fig. 13. In the rest of the paper the RTH value is 
equal to 27.5 kW. The associated current limitation ITOT is equal 
to 1150 µA in order to SET exactly half of the memory array. 
Despite external (temperature, …) or internal variations 
(degradation, …) the 50% ratio of LRL cells has to be ensured. 
Concerning the degradation of our devices, it is possible to 
reach an outstanding endurance of twenty billion cycles on the 
technology considered in our paper, as shown in [35]. 
Nevertheless, the RTH value (or equivalently the ITOT value) has 
to be tuned for each random number generation step. Methods 
have been proposed in literature and can be adapted in our 
technology [4, 36, 37], based on a current comparator we 
proposed in a previous work [38]. We will discuss in section 
IV.E the robustness of our methodology and the real need to 
track the right RTH value during the lifetime of the TRNG 
circuit. 

D. Modeling of the ratio of LRL cells in an array 
 

To interpolate the ratio rLRL of LRL cells in an array of size 
Ncell (Ncell = 49 in our study), we propose a model using a 
generalized sigmoid function, according to the equation (1): 
 
𝑟()((𝐼"#") =

-./.(0121)
-3455

= 6
789:;.(<121:<$)

− 1                   (1) 
 
where C and I0 are two fitting constants.  
 

The value of I0 corresponds to the minimum current 
necessary to have a non-zero probability to have a cell in a LRL 
level. 
I0 can thus be estimated thanks to the values of VSET (around 
0.65 V) and RTH using equation (2): 
 

 𝐼? =
@AB1
)1C

≈ ?.EF
)1C

                                         (2) 
 

Consequently, the value of C can be calculated so that we 
obtain half of LRL cells in the array for a given value of ITOT. 
By solving eq. (1) with 𝑟()(G𝐼"#"$.&H =

7
6
 we can demonstrate 

(equation (3)) that: 
 

 𝐶 = JK	(M)
0121$.&N0$

                                           (3) 

 
Fig. 14 shows that the fitting curves (dashed lines) obtained 

with this model are consistent with the experimental results.  
 

 
Fig. 14. Fitting curves of the proposed model for the mean LRL ratio (over 
1,000 runs for each ITOT using the ICL technique). 

IV. NIST RESULTS 

A. Analog bitmaps 
Between two consecutive runs, memory cells carry different 

current intensities, resulting in different final cell resistances. 
These results are confirmed by the bitmaps presented in Fig. 15. 
Bitmaps are extracted after two consecutive runs (N and N+1) 
and plotted as a 2D matrix. Resistance values are represented 
by a grayscale from white to black. Black is associated to the 
highest resistance values (higher than 440 kΩ) and white is 
associated to the lowest resistance values (lower than 13.75 
kΩ).       

 
Fig. 15.  Analog bitmaps after Run N (left) and Run N+1 (right) with resistance 
values (in kΩ) ranging from values lower than 13.75 kΩ (white) to values higher 
than 440 kΩ (black). 
 
 For the NIST test, we need to convert the analog values 
obtained from the 1,000 consecutive runs applied to a 49-cell 
array into 49,000 digital values. 

B. Digital bitmaps 
Fig. 16 presents the resistance distribution of the previous 

49,000 analog values. The used color gradient is identical to the 
one used in Fig. 15.  
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Fig. 16. Resistance distribution of 1,000 runs involving the 49 cells (49,000 
occurrences) for ITOT = 1150 µA using ICL technique. The greyscale values 
correspond to the ones from Fig. 15. 
 

To convert resistance values into “0” and “1”, all values 
lower than RTH = 27.5 kΩ (dashed line of Fig. 16) are associated 
with a “1” logical state while all higher values are associated 
with a “0” logical state. The reading circuitry which basically 
consists in a simple biasing circuit with its output connected to 
a comparator is in charge of the distribution split. Thus, the 
analog bitmaps presented in Fig. 15 are turned into logical 
bitmaps presented in Fig. 17. At run N we obtain 25 bits at “1” 
level (and thus 24 bits at “0” level) and at run N+1 we obtain 
26 bits at “1” level (and thus 23 bits at “0” level). Moreover, 
between the two presented runs 21 cells out of the 49 have 
changed their state and no systematic pattern is visible between 
the two runs. Over the 1,000 runs we performed; we have 
reached 49.96% of “1” bits which is very close to the 50% 
target. 
 

           
Fig. 17.  Digital bitmaps after Run N (left) and Run N+1 (right) using data from 
Fig 15. 

C. NIST results on 7x7 array 
The random numbers (49 kbits) generated after 1000 runs 

and extracted from the distribution presented in Fig. 16 are 
verified against a statistical test suite. The statistical calculation 
is performed based on the NIST test suite for random and 
pseudorandom number generators for cryptographic 
applications [34]. Without any post-processing stage, 6 NIST 
tests (over 15) were successful. Table II sums up the results of 
all the tests. 

 
 

TABLE II.  NIST TEST SUITE RESULTS ON 7X7 MEMORY ARRAY  

Test p-value Random ? 
01-Frequency  0.9909 Yes 
02-Frequency within a block 1.0 Yes 
03-Runs 2.6e-39 No 
04-Longest Run of ones in a block 1.2e-68 No 
05-Binary Matrix Rank 0.7062 Yes 
06-Discrete Fourier Transform 0.0 No 
07-Non-overlapping Template Matching 9.4e-104 No 
08-Overlapping Template Matching 2.7e-71 No 
09-Maurer’s Universal Statistical 2.1e-27 No 
10-Linear Complexity 0.5289 Yes 
11-Serial 0.0 No 
12-Approximate Entropy 0.0 No 
13-Cumulative Sums 8.6e-8 No 
14-Random Excursions 0.9977 Yes 
15-Random Excursions Variant 0.8694 Yes 

Global NIST Score 6 / 15 

D. NIST results after XOR operation 
To improve the entropy of the random bit stream, a post-

processing step, based on a XOR gate is added as already 
proposed in previous studies found in the literature [20-23]. We 
propose to add, either directly inserted in the circuit or during a 
post-processing phase of the data, a XOR operation having as 
inputs the 49 bits of the array. The detailed implementation of 
cascaded-XOR gates is illustrated in Fig.18. Only 8 XOR gates 
and 7 D-Flip Flops are used. TRNG outputs are read by senses 
amplifiers connected to the memory array bit lines (OUT0 to 
OUT6). OUT0 to OUT6 are then XORed (4 gates) and sent to 
a 7-bit shift register (D-Flip Flops). When the shift process is 
over (S signal goes High), the shift register outputs are XORed 
again to provide the random bit.  

 

 
Fig. 18.  Circuit performing the XOR operation between bits of the memory 
array. 
 

If we consider the proposed TRNG circuit with an 7x7 
elementary array, the area of the XOR circuitry is comparable 
to the one of the memory array as shown in table III.  

TABLE III.  SIMULTED AREAS OF XOR POST-PROCESSING 

Gates Area (µm2) 
2-input XOR (x4) 43.04 
3-input XOR (x7) 72.62 
D flip-flop (x7) 118.4 

Transmission gate (x1) 5 
Total XORing Area 1.297x103 
7x7 Memory array 1.2x103 
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Regarding the power consumption, power overhead 
associated with one random bit generation has been simulated 
as 41.5 µW with an average current of 20.7 µA. This current is 
negligible (less than 2%) compared to the current limitation ITOT 
used to program the memory array which is equal to 1150µA. 
Table IV sums up the results of all the tests after a XOR-49 
post-processing step: 12 over 15 NIST tests are successful. The 
only failed tests (05-Binary Matrix Rank, 08-Overlapping 
Template Matching, 09-Maurer’s Universal Statistical) need a 
longer sequence of bits as recommended in [34]. Due to the 
experimental setup used for this study, data generation is quite 
slow (about one week for the 1,000 ICL runs). However, the 
proposed TRNG circuit is intended to be embedded in a 
dedicated circuit for a faster random data generation. Indeed, 
ReRAM and especially HfOx OxRAM have already been 
demonstrated to be very fast technologies [39, 40]. 

TABLE IV.  NIST TEST SUITE RESULTS AFTER XOR-49 OPERATION 

Test p-value Random ? 
01-Frequency  0.6580 Yes 
02-Frequency within a block 0.6752 Yes 
03-Runs 0.9951 Yes 
04-Longest Run of ones in a block 0.8351 Yes 
05-Binary Matrix Rank -1.0 No 
06-Discrete Fourier Transform 0.7717 Yes 
07-Non-overlapping Template Matching 0.6058 Yes 
08-Overlapping Template Matching -1.0 No 
09-Maurer’s Universal Statistical -1.0 No 
10-Linear Complexity 0.3208 Yes 
11-Serial 0.9000 Yes 
12-Approximate Entropy 0.9992 Yes 
13-Cumulative Sums 0.7947 Yes 
14-Random Excursions 0.9679 Yes 
15-Random Excursions Variant 0.4308 Yes 

 Global NIST Score 12 / 15 
 

E. Robustness of the proposed TRNG circuit 
If for any reason (degradation, environmental change, etc.) a 

spatial pattern appears, the XOR operation will maintain the 
randomness of the generated number. Indeed, we have forced 
in the 49,000-bit sequence the 24 first cells at a stuck-ON ‘1’ 
(or stuck-OFF ‘0’) state during the 1,000 runs. After the XOR 
operation NIST tests still succeed with 12 pass tests over 15 
NIST tests as previously presented in Table IV. The XOR step 
guarantees the robustness of the TRNG against spatial patterns 
(even if it is initially not supposed to happen due to the Cycle-
to-Cycle and Device-to-Device variabilities presented in 
section III.A). On the other hand, the choice of RTH seems to be 
crucial for proper operation of the proposed TRNG. 
Nevertheless, even if the original choice of RTH is a major 
concern to initially ensure the 50% of ‘1’, we have 
demonstrated that the final XOR operation guarantees the 
success of 12 over 15 NIST tests for a digitization with RTH 
values ranging from 12kΩ to 43kΩ. This result establishes that 
during the circuit lifetime, parameters degradation will not 
affect the randomness of the generated bits as RTH can vary to a 
certain extent, avoiding the need of a continuous operation of 

the probability tracking. This work is summarized and 
compared to the state-of-art of recent TRNGs in Table V.  

TABLE V.  COMPARISON TO STATE-OF-ART TRNGS 

 Circuit 
Type 

Techno. 
(nm) 

Entropy 
Source 

NIST 
pass 

Power 
Eff. 

(pJ/bit) 

This 
Work 

8x8 
memory 

array 
130 

ReRAM 
switching 
current 

12 138* 

Ref [9] 
2019 

1Kb 
ReRAM 

array 
N.A. 

ReRAM 
cycle-to-cycle 

variability 
All 3.5 

Ref [20] 
2017 

Single 
cell 

No 
CMOS** 

ReRAM 
switching 

delay 
15 N.A. 

Ref [10] 
2016 2 cells N.A. 

ReRAM 
switching 

delay 
11 N.A. 

Ref [11] 
2016 Array*** 40 

ReRAM 
current 

fluctuation 
All 40 

Ref [12] 
2015 CMOS 350 Thermal 

noise 7 120 

Ref [19] 
2012 

Single 
cell 65 ReRAM 

RTN 5 N.A. 

* during global SET with VBL=1.2V, ITOT=1150µA, tSET=100ns 
** Standalone ReRAM, not embedded in a CMOS technology 
*** Array size not specified 

V. CONCLUSION 
The proposed TRNG is implemented based on an elementary 

array of 1T1R OxRAM cells. During a global SET operation, 
where all the array cells are selected, the programming current 
is limited (i.e. Input Current Limitation technique or ICL) with 
ITOT = 1150 µA. As the available current is not enough to SET 
the whole memory array, the proposed programming technique 
results in a stochastic distribution of resistance values, due to 
the intrinsic variability of the cells. To convert resistance values 
into “0” and “1”, a threshold resistance RTH equals to 27.5 kΩ 
is chosen. The RTH choice is crucial as it controls the circuit 
power consumption. Finally, the digital bit stream is confronted 
to NIST standard benchmarks. The bit stream passes 12 NIST 
tests, after a XOR post-processing step, which also increases 
the robustness of the proposed circuit against parameter 
degradation. 
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