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Abstract 

Automatic emotions recognition is a great research subject 

nowadays. It applies in different fields as robotic, data analysis, E-

health. We can use different supports for emotions recognition: text, 

vision and voice. These three sources complement each other to 

analyse the emotional state of someone. In the field of health 

especially, this can be extremely helpful to detect pathologies early, 

like depression, so that doctors can prescribe rapidly appropriate 

healthcare. 

This paper deals with classification methods of eight emotions with 

voice recordings. Machine learning algorithms are used. 

Particularly, the quadratic Support Vector Machines (SVM) gives the 

best results. We use supervised training (voice recordings are labelled 

according to the emotion) and features as the maximum, the means, 

and the variance of various acoustic properties… We use labelled 

databases of English voice recordings for our emotional 

classification study. The results depend on the number of emotions to 

be detected and on the type of emotion. 

 

Keywords: Speech emotion recognition, IA, SVM, MFCC 

 

I. INTRODUCTION 

Affective Computing (AC) attempts to bridge the 

communication gap between human users and computer with 

"soulless" and "emotionless" feeling. The inability of systems to 

recognize, express and feel emotions limits their ability to act 

intelligently and interact naturally with us.  

 

Moreover, the interest in understanding emotions is multi-

disciplinary and covers a long history of research. The 

importance of modelling emotions has multiple benefits across 

applications such as E-health [1], E-learning [2], advanced 

driver-assistance systems [3], etc.  

 

From a computational perspective, different vectors of 

emotions can be analysed. This includes facial expressions [4], 

speech [5] and multimodal approaches [6]. Facial emotion 

recognition especially is often used as all the people of the world 

share the same facial expressions for seven primary emotions 

(anger, contempt, disgust, enjoyment, fear, sadness, and 

surprise) [4]. However, depending on the country legislation, 

camera cannot be used in places considered private.  

 

As an alternative, real-time voice analysis by algorithms could 

be considered less intrusive to determine the emotional state of 

someone. The aim of our study is to design and develop systems 

that can measure the emotional state of a person based on 

acoustic characteristics. In the practical case, sound signals 

recorded in real-time can be associated with predefined 

emotions. If negative emotions (sadness, anger…) are detected, 

an alarm can trigger adequate actions from humans or machines. 

 

Currently, one of the main difficulties for emotion detection 

is the choice of features and their number. To reduce the features 

number, the PCA (Principal Component Analysis) method is 

largely used [7]. Among the most popular algorithms used for 

emotional detection are SVM and Hidden Markov Models 

(HMM) scheme [8, 9, 10] or both [11] with Mel-Frequency 

Cepstral Coefficients (MFCC) features extraction [12]. 

 

In this paper, we use global and “semi-local” features for 

which the signal is split into three parts. More complex methods 

of “semi-local” features as voiced/unvoiced, phonemes or 

phrasing [7, 13] are also used for speech emotion recognition. 

 

In this paper, section II details the workflow and architecture 

of our emotion recognition system (software, data, 

algorithm…). In section III, we present our results and in section 

IV, we give the conclusion and perspective of our work. 

 

II. METHODOLOGY 

For this study, we used a database of 1379 labelled recordings 

(single sentence) by 20 actors from both sexes, with a sample 

rate of 48kHz. The emotions featuring in our database were 

anger, sadness, calm, surprise, joy, disgust, neutrality and fear. 

Recording has been clean by removing silences at the beginning 

and at the end of the signals and normalizing them so that they 

have all similar amplitude. There were no apparent needs for 

filtering noise.  

 

Data were imported into MATLAB’s Audio Datastore and 

features such as the pitch, Mel-Frequency and Gammatone 

Cepstral Coefficients (MFCC and GTCC) were extracted using 
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MATLAB’s audioFeaturesExtractor1. Additionally, we used 

Praat2 software to compute additional features: the shimmer and 

jitter. MATLAB’s and Praat compute local features on small 

temporal windows resulting in an important volume of data. To 

keep computational cost reasonable, we transformed them in 

global features by computing statistics over them (mean, 

standard deviation, range…) or “semi-local” features (statistics 

covering sections of the signal). Like this, we obtained a set of 

1188 features that we will now call 1188 aFE. 

 

The features were then given as inputs to a classification 

model training algorithm. We tested all algorithms of 

MATLAB’s Classification learner app on features sets with 

various sizes. For the rest of the study, we retained Quadratic 

SVM as the overall top performing one (closely tied with Cubic 

SVM). We used a 5-fold cross-validation and accuracy score to 

evaluate our models as our dataset were overall well balanced.  

 

The figure 1 summarizes the overall architecture of the model, 

distinguishing the parts from MATLAB from external sources. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Architecture proposed 

 

III. RESULTS 

While training models to classify the eight emotions (anger, 

sadness, calm, surprise, joy, disgust, neutrality and fear), we 

reached a maximum of 60.1% of accuracy on 1188 aFE set. 

 

                                                           
1 

https://fr.mathworks.com/help/audio/ref/audiofeatureextractor.

html 

In order to identify more precisely which emotions where 

more challenging, we decided working on binary models 

instead.  

 

A. Binary classification: 1 emotion vs others 

 

First, we trained models to classify a single emotion against the 

rest (seven other emotions of the database). The sets were 

balanced. Here is a recap of the learning parameters for the 

experiment:  

- Algorithm: Quadratic SVM  

- Features: 1188 aFE (mean, max, median, std, range, 

var)  

- Evaluation: 5-folds cross-validation  

- Signal pre-processing: normalisation and silence 

removal 

 

Additionally, to better understand our features individual 

influence on the models, we tried training models using only one 

feature at a time. With this, we wanted to see if some features 

were especially good to identify an emotion by themselves. 

These experiments resulted in about 12000 models whose 

accuracy score ranged from 29% to 74%.  

 

We were not able to identify miracle features, but we used 

these scores to make rankings of the features per emotions. From 

there we trained binary models on each emotion using their top 

10, 40 and 200 ranked features and compared them to our initial 

model trained on the set 1188 aFE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Accuracies obtained with various features sets 

 
2 https://www.fon.hum.uva.nl/praat/ 

 

https://fr.mathworks.com/help/audio/ref/audiofeatureextractor.html
https://fr.mathworks.com/help/audio/ref/audiofeatureextractor.html
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The results on figure 2 for the models trained with 200 

features are quite close to the ones for the set 1188 aFE (expect 

for sadness). This clearly shows potential and calls for 

experimenting more on feature reduction, maybe comparing it 

with standard methods such as PCA.  

 

B. Binary classification: 1 emotion vs 1 emotion 

 

To have a clear vision of which emotions tend to be confused 

between each other, we trained binary models to classify one-

emotion vs another. The training parameters for this section 

were the same as in part II.A.  

 

VS Cal. Dis. Fea. Joy Neu. Sad. Sur. 

Ang. 87% 83% 91% 89% 89% 89% 84% 

Cal.  90% 93% 92% 74% 77% 92% 

Dis.    92% 83% 80% 78% 86% 

Fea.    78% 78% 78% 76% 

Joy      77% 82% 77% 

Neu.      65% 84% 

Sad.        83% 

Figure 3. Accuracies obtained on binary models (1 emotion vs. 1 emotion) 

The results in figure 3 show that most confusion happens for 

neutrality and sadness. We can notice also that surprise and fear 

tend to be confused too.  

 

In order to improve these results, we tried to divide our signal 

to compute “semi-local” features on each portion. In fact, global 

features may be too generic and miss a lot of information and 

we got the idea that some emotions could be more audible at 

some specific time in a locution. For instance, someone 

surprised would likely rise his voice toward the end of a 

sentence.  

 

The most interesting results regarding this hypothesis were 

obtained when dividing each signal in three equal parts and 

training models on each individual part. We remind that in this 

study, a signal corresponds to a sentence. 

 

Considering the accuracies we obtained when training on one 

section at a time (beginning, middle and end), it appears overall 

that the beginning of the sentence is the least informative 

emotion wise while the end contains most of the relevant 

acoustic cues. Moreover, training models solely on the end 

section rather than the whole sentence resulted in a gain in 

accuracy for several emotions (figure 4). For instance, we 

gained 7% of accuracy for the binary model “anger vs calm” 

which initially scored 87% when training on the whole sentence. 

                                                           
3 https://www.kaggle.com/uwrfkaggler/ravdess-emotional-

speech-audio 

This method however resulted in a loss of accuracy for most 

models implying fear or joy. 

 

We think that these results advocate for further 

experimentations using “semi-local” features and may justify in 

the future the effort to train a model to split sentences as a first 

layer to an automatic system for emotion recognition. 

 

VS Ang. Cal. Dis. Neu. Sad. Sur. 

Ang.   +7% +5% +3% -4% +5% 

Cal. 87%   -1% +6% 0% 0% 

Dis. 83% 90%   +5% +2% +1% 

Neu. 89% 74% 80%   +4% +2% 

Sad. 89% 77% 78% 65%   -1% 

Sur. 84% 92% 86% 84% 83%   

Figure 4. Gains in accuracy for models trained on the end of a sentence 

(red/blue) over accuracies obtained on whole sentence (yellow/green). 

 

IV. CONCLUSION AND PERSPECTIVES 

Many fields use Automatic Emotions Recognition as robotic, 

data analysis, E-health, analysing different supports as text, 

vision or/and voice. In the field of health, the emotion detection 

is very helpful to early detect signs of disease for a rapid patient 

care. 

 

In this study, we experimented on automatic detection of eight 

emotions based on acoustic signals using classification methods. 

We studied emotions from 1379 audio-files recorded by actors. 

We used the supervised algorithms quadratic SVM, global or 

“semi-local” features for three kinds of models. One of them is 

the multi-classes model of eight emotions and we obtained 

60.1% accuracy. The others are the binary models identifying 

one emotion among the others. From this, we established a 

ranking of features per emotions. We used this ranking to reduce 

the number of features. Finally, the binary models of one 

emotion vs another allowed us to identify which emotions are 

more difficult to distinguish from each other, for example 

neutrality and sadness or fear and surprise. We also established 

that the end of a sentence is the most important part to detect the 

emotion. This very interesting result allows reducing the 

analysed data. 

 

For the future of this work, we consider swapping to open-

source databases so that our result can be reproducible and 

compared to other papers. The RAVDESS3 dataset is the closest 
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to the one we used and it would be a good candidate. TESS4 and 

SAVEE5 are other possibilities though they were recorded with 

less actors so the results obtain on these would risk being less 

generalizable. 

 

Our attempt to reduce the number of features were 

encouraging though unconventional. It would be interesting to 

compare it to other algorithms for features selections such as 

PCA. 

 

Finally, according to our results, it would be interesting to 

explore signal segmentation methods such as sentence detection 

to compute “semi-local” features for real-time emotions 

detection on speech analysis. 
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