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ARTICLE

Expansion by migration and diffusion by contact is
a source to the global diversity of linguistic nominal
categorization systems
Marc Allassonnière-Tang 1✉, Olof Lundgren2, Maja Robbers3, Sandra Cronhamn2, Filip Larsson2,

One-Soon Her4, Harald Hammarström3 & Gerd Carling2

Languages of diverse structures and different families tend to share common patterns if they

are spoken in geographic proximity. This convergence is often explained by horizontal dif-

fusibility, which is typically ascribed to language contact. In such a scenario, speakers of two

or more languages interact and influence each other’s languages, and in this interaction, more

grammaticalized features tend to be more resistant to diffusion compared to features of more

lexical content. An alternative explanation is vertical heritability: languages in proximity often

share genealogical descent. Here, we suggest that the geographic distribution of features

globally can be explained by two major pathways, which are generally not distinguished

within quantitative typological models: feature diffusion and language expansion. The first

pathway corresponds to the contact scenario described above, while the second occurs when

speakers of genetically related languages migrate. We take the worldwide distribution of

nominal classification systems (grammatical gender, noun class, and classifier) as a case

study to show that more grammaticalized systems, such as gender, and less grammaticalized

systems, such as classifiers, are almost equally widespread, but the former spread more by

language expansion historically, whereas the latter spread more by feature diffusion. Our

results indicate that quantitative models measuring the areal diffusibility and stability of

linguistic features are likely to be affected by language expansion that occurs by historical

coincidence. We anticipate that our findings will support studies of language diversity in a

more sophisticated way, with relevance to other parts of language, such as phonology.
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The distribution of linguistic features in the more than 7000
languages of the world (Hammarström, 2016; Hammar-
ström et al., 2019) reflects a scenario where some features

may have emerged and spread by horizontal diffusion, whereas
others are represented by vertical stability within their lineage.
Generally, different feature types vary with respect to their
inherent stability (Nichols, 1992; Dediu and Cysouw, 2013),
which may reflect their functional role and cognitive preference.
In the evolutionary dynamics of language, high stability implies
that a feature has high gain and low death rates (attractor feature)
whereas low stability implies that a feature has high gain and loss
rates (unstable feature), or alternatively low gain and high death
rates (recessive feature). Due to their cognitive preference, fea-
tures of high stability can be both stable in lineage and diffuse by
contact, but as a rule, features bound by morphology show a
tendency to higher stability in the lineage (Carling and Cathcart,
2021). Both lexicon and grammar vary with respect to their
inherent stability (Haspelmath and Tadmor, 2009; Dediu and
Cysouw, 2013) but in general, more grammaticalized features of
grammar have higher stability rates than more lexical features,
and more frequent grammatical and lexical features have higher
stability rates than less frequent features (Thomason and
Kaufman, 1988; Wilkins, 1996; Matras, 2009). Even though lex-
ical morphemes can be borrowed at varying degrees, grammatical
morphemes are very seldom borrowed (Matras and Sakel, 2007).
The most frequent lexical items of basic vocabulary have high
stability rates and are usually not borrowed (Greenhill et al.,
2017), but a majority of the lexicon has lower stability rates and is
subject to borrowing at varying degrees (Haspelmath, 2009;
Carling et al., 2019). Grammaticality can be viewed as a con-
tinuum, ranging from the most grammatical items of grammar
(frequent function words of low transparency) to the least
grammatical items of the lexicon (cultural and non-frequent
content words of high transparency) (Matras and Sakel, 2007).
Even though stability is a property that is independent of the
grammar-lexicon axis, we expect to find the most grammatica-
lized items in the domain of high-stable and preferred features,
whereas the least grammaticalized items of the lexicon are
expected to be less stable in diachrony. While the distribution of
every linguistic feature is likely to be shaped by both horizontal
diffusion and vertical stability, few analyses based on real data
have been proposed to examine how these two pathways simul-
taneously shape the distribution of specific language features in
languages of the world. We aim at filling this gap by providing a
case study on nominal classification systems.

Globally, there are three major types of linguistic systems that
mirror the cognitive process of categorizing objects within our
environment (Lakoff and Johnson, 2013: 162–163; Kemmerer,
2014, 2017a, 2017b). The first type is grammatical gender
(Corbett, 1991, 2013), such as the masculine/feminine distinction
in French or the masculine/ feminine/neuter distinction in Ger-
man. The second type is noun classes (Corbett, 1991; Grinevald
and Seifart, 2004), such as the semantic-based distinction of more
than 15 classes in Swahili. The third type is classifiers (Aikhenvald,
2000; Grinevald, 2015), such as the shape-based distinctions in
Mandarin (see Supplementary material 1.1 for further details on
the definitions). On a grammaticality continuum, gender and
noun class markers are thus typical examples of ‘grammatical
items’, while classifiers are relatively closer to ‘lexical items’, or
‘content words’. At a system level, gender is the most grammati-
calized system with a few classes of low transparency, triggering
agreement in all or a subset of lexemes of a language. Noun class is
a less grammaticalized system, involving more classes of higher
transparency, but also triggering agreement and targeting all or a
subset of lexemes of a language. Classifiers represent the least
grammaticalized system, involving a higher number of transparent

markers, targeting selected lexemes of a language and not trig-
gering agreement (see Supplementary material 1.2 for further
details). Based on this premise, the existing literature suggests that,
on the one hand, classifiers are more easily diffused (horizontally)
across language families than gender and noun class (Nichols,
1992: 32, 2003; Wichmann and Holman, 2009: 54–55; Seifart,
2010; Greenhill et al., 2017). On the other hand, in terms of
vertical inheritability within languages of the same family, gram-
matical gender and noun class systems are much more stable than
classifiers (Nichols, 2003; Greenhill et al., 2017; Allassonnière-
Tang and Dunn, 2020). Studies indicate that grammatical gender
hardly ever arises in the course of language contact (Stolz and
Levkovych, 2021). However, little quantitative data have been
provided to investigate the results of the dynamics of these factors
on the distribution of nominal categorization systems worldwide
(Seifart, 2010: 730). As an example, classifiers may diffuse faster
horizontally. However, their low stability (Kilarski and Allasson-
nière-Tang, 2021) might counterbalance this fast diffusion, while a
slow diffusion of grammatical gender and noun classes might be
counterbalanced by their stable inheritability.

We constructed a database of 3077 languages annotated with
the presence/absence of gender, noun class, and classifier systems.
This database is the first contribution of this paper, as it exceeds
by far the existing databases on classifiers and/or gender/noun
class in terms of size. As an example, data from theWorld Atlas of
Language Structures (Dryer and Haspelmath, 2013) have a sample
of 400 languages for classifiers (Gil, 2013) and 257 languages for
gender/noun class (Corbett, 2013). The data were compiled by
automatic data extraction and checked manually according to
precisely defined linguistic criteria for identifying the presence/
absence of different nominal classification systems. Data were
first extracted from language grammars and grammar sketches
using a lightweight keyword-extraction technique (Supplemen-
tary material 1.3). Thereupon, manual checking was performed
for each individual language and feature, using the Gramfinder
tool as an aid for navigating through grammars more effectively
(Supplementary material 1.4). Our data (Fig. 1) show that clas-
sifiers are more frequent than gender and noun class. Within the
data, 26.5% (814/3077) of the languages have classifiers, while
20.1% (634/3077) have gender and 10.3% (317/3077) have noun
classes. We can also see that 46.6% (1434/3077) of the languages
do not have any of the three systems. In terms of geographic
areas, our findings match the existing literature. Classifiers are
mainly found in Asia (Gil, 2013) and gender in Europe (Corbett,
2013). Africa has a mixed picture of noun class and gender.
Languages that have both gender and classifier systems are mainly
found in South America and Papua New Guinea (Seifart, 2010).

However, the ratios we found deviate from the existing lit-
erature in several respects. First, the largest available databases
report 140 (35.0%, 140/400) classifier languages (Gil, 2013) and
112 (43.5%, 112/257) gender/noun class languages worldwide
(Corbett, 2013). Our data show that the actual ratio of classifier
and gender/noun class is much lower. Moreover, in our data, the
number of classifier languages and that of gender languages are
fairly close, and both are much higher than noun class languages.
This is intriguing since noun class and gender systems are often
considered to be the same type of system (Corbett, 2013) and
under such a premise, one would expect that the distribution
should be similar. To further investigate the diffusibility and
heritability of each of the three systems, we used Delaunay
neighbors and phylogenetic neighbors to assess the areal and
phylogenetic cohesion of these systems (Supplementary material
2.1). This method mirrors the structure of existing methods for
the assessment of diffusibility and heritability of linguistic features
(Parkvall, 2008; Wichmann and Holman, 2009; Dediu and
Cysouw, 2013; Cathcart et al., 2018; Murawaki and Yamauchi,
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2018; Nikolaev, 2019). If languages found within the same geo-
graphic area tend to share the same feature, the feature has a
strong geographic cohesion and it implies that the feature diffuses
geographically. If languages found within the same phylogenetic
branch share the same feature, it has strong phylogenetic cohe-
sion, which indicates that the feature is robustly inherited within
the language family. The results (Fig. 2a) from Wilcoxon rank-
sum tests with continuity correction show that the geographic
cohesion of classifiers (μ= 0.5, m= 0.5) is significantly smaller
than the geographic cohesion of gender (μ= 0.6, m= 0.7,
w= 207207, p < 0.001) and noun classes (μ= 0.7, m= 0.8,
w= 79545, p < 0.001), while the geographic cohesion of gender is
significantly smaller than the geographic cohesion of noun classes
(w= 82972, p < 0.001). Furthermore, the phylogenetic cohesion
of classifiers (μ= 0.6, m= 0.7) is significantly smaller than the
phylogenetic cohesion of gender (μ= 0.8, m= 1, w= 195,193,
p < 0.001) and noun classes (μ= 0.9, m= 1, w= 79,472,
p < 0.001), while the phylogenetic cohesion of gender is sig-
nificantly smaller than the phylogenetic cohesion of noun classes
(w= 84,686, p < 0.001).

The results support our theory in showing that gender and
noun class have a stronger phylogenetic cohesion and thus a
stronger heritability than classifiers. However, our results also
demonstrate that the geographic cohesion of gender and noun
class is higher than that of classifiers. Furthermore, the geo-
graphic and phylogenetic cohesion of noun class is higher than
that of gender. This suggests that factors other than horizontal
diffusibility and vertical stability might have either inflated the
distribution of gender languages or diminished the distribution of
noun class languages. Such factors can be family-specific since the
measure of geographic cohesion does not control language
families. Universal preferences could potentially have an effect
too, as universal preferences converge more easily since they are
preferred by the human processor. Research indicates that more
grammaticalized systems are cognitively preferred and more
learnable, because of the higher cognitive load of distinguishing
more categories (Bentz and Winter, 2013). Due to limitations of
data and method, our study does not account for these possible
explanations.

We hypothesize that our observations can be explained by the
difference between two feature dispersal mechanisms, which we
label feature diffusion and language expansion. Feature diffusion
implies that features spread by areal diffusion, which does not
require relocation or diffusion of languages or speakers. Language
expansion implies a spread of features, which depends on either
the long-distance movement of language communities or the
small-scale movement of foreign speakers into a local community,
which may lead to a subsequent language shift or death of local
languages (Neureiter et al., 2021). While all linguistic features are
spread by both mechanisms, the weight of language expansion

and feature diffusion may vary. Besides other influencing factors
such as high birth rates and low death rates, a high areal cohesion
could depend on both feature diffusion and language expansion.
The same may be true for a high phylogenetic cohesion (features
may potentially diffuse within families). In our study, we hypo-
thesize that the more grammaticalized gender and noun class
systems spread historically mainly through language expansion,
giving gender and noun class a larger magnitude of language
expansion. Contrary to this, we hypothesize that the more lexical
classifier systems relied more on feature diffusion.

As an additional exploration toward this hypothesis, we con-
sider the ‘Continental Axis Theory’ (Diamond, 1997), which
suggests that humans tend to migrate east and west rather than
north and south to stay within similar climatic conditions for the
sake of farming (Greenhill, 2014; Güldemann and Hammarström,
2020). This suggests that language expansion is likely to be
stronger along latitudes. When visualizing the distribution of
latitude across languages with different features in our data
(Supplementary material 2.2, Fig. 2b), we see that noun classes are
concentrated in a specific range of latitude, which likely repre-
sents Africa, while both classifier and gender languages have a
larger range of latitude. This shows that the spreading dynamics
of gender are in fact much more similar to classifiers than noun
class. Again, this large range of latitude could have resulted from
feature diffusion and/or language expansion for both features. To
further verify which of the two scenarios is more likely, we
consider the diversity of language families across languages with
classifier, gender, and noun class systems.

Fig. 2 The distribution of different measures of classifier, gender, and
noun class systems. a Shows the distribution and average of geographic
and phylogenetic cohesion of classifiers, gender, and noun class. Gender
and noun class are stronger than classifiers in terms of geographic cohesion
and in particular in phylogenetic cohesion. b Shows the distribution of
classifiers, gender, and noun class with respect to latitude. Classifiers and
gender are more evenly distributed than noun class, which is concentrated
in the southern hemisphere.

Fig. 1 Nominal classification systems in languages of the world. The abbreviations are interpreted as follows. CLF classifier, GEN gender, NC Noun Class.
Note that Gender and Noun Class are mutually exclusive according to our coding policy (see Supplementary material 1).
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Language contact is largely determined by complex and spar-
sely documented social factors (Hickey, 2010; Bowern et al.,
2011). Nevertheless, if the distribution of a feature is mostly
influenced by feature diffusion, the feature is more likely to be
found across languages from different language families located in
geographic proximity. This can be explained by the fact that the
diffusion would happen by language contact and diffuse from a
language to its geographic neighbors, with few restrictions of
family affiliation (Coupé et al., 2013). In our case study, classifiers
are expected to diffuse more than gender and noun class. We thus
expect that classifiers are more likely to be found across different
language families in the same area. As for gender and noun class,
if they expand more by language expansion, we expect that a
gender or noun class language is less likely to have geographic
neighbors from different language families since languages from
different families are more likely to have been pushed away and/
or replaced by the family with gender. To investigate this
hypothesis, we divide the world map into 3267 grids (Derungs
et al., 2018). For each grid and for each feature, we count the
number of language families represented by languages within the
grid with the feature in question (Supplementary material 2.3).
Our data show that the family density of classifier languages is
indeed higher than the family density of gender languages
(w= 294,410, p < 0.001) and noun class languages (w= 171,006,
p < 0.001). The data also show that the family density of gender
languages is significantly higher than the family density of noun
class languages (w= 117,264, p < 0.001).

Additional evidence consistent with our hypothesis relates to
the geographic coverage of language families (Supplementary
material 2.4). If we count the pairwise distance between all lan-
guages of each family and compare the mean distance across all
possible pairs (normalized on a scale from 0 to 1), we find that the
Indo-European language family has the largest geographic cov-
erage, almost twice as large as the second-ranked Austronesian
family (the ratio is 1–0.62). Accordingly, the top 10 families with
a large geographic coverage are Indo-European (1), Austronesian
(0.62), Eskimo-Aleut (0.51), Afro-Asiatic (0.48), Turkic (0.46),
Atlantic-Congo (0.41), Tungusic (0.40), Mongolic-Khitan (0.34),
Athabaskan-Eyak-Tlingit (0.34), and Pama-Nyungan (0.33).
Several of these families did experience large-scale migration of
their speakers and are also well-known for their gender and/or
noun class systems (e.g., Indo-European, Afro-Asiatic, Atlantic-
Congo). This is also consistent with our hypothesis, as the
expansion of these families could have indirectly contributed to
the expansion of their gender and/or noun class systems. As an
example, the expansion of the Indo-European family (Mallory
and Adams, 2006; Anthony, 2007; Carling, 2019) is likely to be
one of the main factors that contributed to the expansion of
grammatical gender in Eurasia, while the expansion of the Niger-
Congo languages (and in particular Bantu) is likely to have played
a major role in the expansion of noun classes in Africa (Hepburn-
Gray, 2020).

Finally, language speakers tend to stay in similar environments
when they migrate (Nichols, 1992; Gray and Jordan, 2000; Ramat,
2012; Hock and Jospeh, 2019); therefore, if gender and noun class
languages spread more by language expansion, we expect to find
less variance within the natural environment surrounding their
location. If classifiers spread more by feature diffusion, the spread
is expected to be more independent of environmental factors. We
thus assume that features spreading by language expansion
should have a smaller variance of the environmental factors that
facilitate migration and farming (Antunes et al., 2020). We
investigate environmental factors that are less likely to vary across
geographical areas (Moore et al., 2002; Pacheco Coelho et al.,
2019; Antunes et al., 2020). As an example, the mean temperature
varies drastically across geographical areas, which is likely to

affect its variance. We thus select these three environmental
factors: low variation of elevation, distance to water bodies, and
rainfall. Low variation of elevation is generally more suitable for
farming, as topographically complex areas largely correspond to
versatile ecosystems and may pose restrictions on settlement
options (Hassan, 1975; Kavanagh et al., 2018), while accessibility
to an adequate source of water (either by river or rainfall) is also
one of the basic conditions considered when expanding and
finding new settlements.

River access seems to influence distributions of hunter-gatherer
languages (Derungs et al., 2018), which can partly be explained by
high supplies of protein-rich foods provided in these regions
(Hassan, 1975). Rivers may act as physical barriers that keep
linguistic groups apart, as well as resource providers, and most
importantly as means of transportation. River density is described
as giving rise to high language diversity with a good fit for Africa
(Axelsen and Manrubia, 2014). Riverine transportation options
might also increase contact among groups which, depending on
the navigability of the riverine network, can decrease language
diversity for example in North America (Pacheco Coelho et al.,
2019). Feature diffusion along river networks can be assessed
areally by route inference (Ranacher et al., 2017). Precipitation
variables can correlate significantly with linguistic diversity
(Moore et al., 2002; Collard and Foley, 2002; Hua et al., 2019).
Continuous precipitation provides reliable bases for production
and thereby decreases ecological risk (Nettle, 1996) and favors
small-scale linguistic groups (Amano et al., 2014). More precisely,
precipitation seasonality seems more influential than total annual
or monthly precipitation or production factors such as mean
growing season (Hua et al., 2019).

The exact time of the spreads is unknown for most of our
families, but given their reconstructed age range of 4000–8000
years (Nichols, 2008; Greenhill et al., 2017), the spreads most
likely occurred during the mid-Holocene period. Therefore, we
use mid-Holocene projections for the selected environmental
factors (Derungs et al., 2018), which are shown in Fig. 3. The
results are consistent with our hypothesis, as for each of the three
environmental factors, classifier languages have the largest var-
iance, followed by gender languages, and then by noun class
languages (as shown by Quantile dispersion, Levene tests, and
Conover tests. Further details are included in Supplementary
material 2.5).

As a summary, we show that the geographical distribution of
nominal classification systems is likely to have been influenced by
the mechanisms of language expansion. Evidence from language

Fig. 3 The values of distance to river, precipitation in the wettest quarter,
and the standard deviation of elevation for languages of each nominal
classification system, in which classifier languages have the largest
variance. The values of the three environmental factors have been
normalized to a scale from 0 to 1.
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family density, the geographical coverage of language families,
and variance of environmental factors highlight the importance of
distinguishing between the two mechanisms of language expan-
sion and feature diffusion. These two mechanisms are generally
not distinguished in quantitative assessments of the horizontal
stability of linguistic features; however, they can lead to similar
results, while in fact telling a drastically different story about the
importance of grammaticalization in the diffusibility and the
stability of the analyzed linguistic features. Our study also points
out the importance of testing such an assumption for other lin-
guistic features and other factors. We demonstrate how the effects
of language expansion could be investigated in a case study of
nominal classification systems. We encourage future studies to
replicate the analysis on other features related to phonology,
syntax, semantics, among others, to compare their dynamics in
spreading. We also encourage the building of evolutionary models
to take into account the impact of non-linguistic factors, such as
language expansion, along with linguistic factors, such as gram-
maticalization, so that the spreading dynamics of linguistic fea-
tures are modeled in a more accurate way.

Data availability
Supplementary Information is available for this paper at the
journal website and at the repository https://github.com/
marctang/Diversity_NominalCategorization.
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