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Abstract—Detecting abnormal tissues can be
overlooked during body screening procedures in-
cluding endoscopy, bronchoscopy, and colonoscopy.
Colonoscopy is a routine screening procedure that
can examine inside of the large intestine. However,
observants might not be able to detect anomalies at
initial phase. Therefore, a precise method is needed to
detect the abnormalities. In this paper, we have imple-
mented three different convolutional neural networks
to segment polyps in gastrointestinal tract images.
First, UNet which consist of two parts contraction
and expansion for segmenting medical images. In
this model data augmentation is performed with
elastic deformations to yield accurate results with
very few annotated images.Then, we implemented
TriUnet which consists of three UNet models. The last
model DivergentNets is an ensemble of five segmen-
tation models named as TriUnet, Unetplusplus, FPN,
DeeplabV3 and DeeplabV3plus. We have also tested
images by using color correction, image pyramid
and specularity removal. Our results suggest that
when we combine different segmentation models as
DivergentNets, it produces better results than UNet
and TriUnet.

I. INTRODUCTION

Colorectal cancer is one of the most common
malignancy of the digestive tract and cause of
cancer-related death in both sexes [1]. Polyps,
are abnormal growth tissue from the mucous
membrane (Fig. 1). Colorectal polyps are usu-
ally benign while some might be precancerous
or even cancerous over a period of 5 to 15
years [2]. Colorectal polyps may be lethal
at their later stages. Therefore, it is critical
to detect and remove them at earlier stage.

Colonoscopy is a safe diagnostic procedure
approach to detect polyps. However, previ-
ous studies showed that polyps can sometimes
be unnoticed during colonoscopy procedure.
Moreover, manually detecting polyps needs a
lot of time and efforts as well as it is susceptible
to physicians’ bias. Therefore, it is required
to find an automated and robust approach to
detect them. Finding a way to spot polyps
automatically can assist pathologist to increase
chance of detecting polyps at early stage of
their formation, which is crucial for prevention
and survival from colorectal cancer [3].

Developments in computer vision and artifi-
cial intelligent algorithms has been influenced
different fields of science and industry. It also
has been simplifying the most complicated
problems embarked in wide variety of profes-
sions including engineering, art, and medicine.
The trend shows the increasing demand on
usage of automation for verity of tasks in a real
operation. One of the interesting area is image
segmentation. Segmentation has been widely
utilized in different fields such as robotics to
find and recognize objects in environment [4],
smart cities for urban surveillance, road and
building segmentation [5], self driving cars [6],
medical images [7], and many other areas. Seg-
mentation is an important stage of the image
recognition system.

The idea behind image segmentation is to
assign same label to pixels that have the same
specific characteristics. Image segmentation



and object detection techniques can divide
image to meaningful parts that are easier to
analyze and interpret [3]. Image segmentation
techniques can assist detecting abnormalities
in medical images. These techniques can
assist pathologist in many ways such as
monitoring and improving the diagnostic
ability. In this paper, we have experimented
three different architectures, UNet, TriUnet,
and DivergentNets for polyp segmentation to
decrease the chance of polyps to be overlooked.

The paper is organized as follows. Section
II describes the related work in the literature.
Section III describes the data set. In Section IV
we discussed the Implemented methods while
Section V reports the results of the imple-
mentation. Section VI is the discussion about
the implementation results. Finally, Section VII
draws some conclusion and outline some future
works.

II. LITERATURE REVIEW

Image segmentation being one of the most
important domains in computer vision start-
ing from early 1970s with study involving
region growing techniques and optimization
approaches. As colonoscopy screening suffers
from human errors and failure to fully recog-
nize polyps, computer-aided detection, local-
ization, and segmentation methods can help to
improve colonoscopy procedures. Among them
the task of polyp segmentation attracted much
in recent years.

The early approaches came under shape-
based segmentation category where predefined
polyp shape models were used. In [8], they
used ellipse fitting techniques based on image
curvature, edge distance, and intensity values
for polyp detection. In [9], they implemented
the Canny edge detector to process prior-
filtered images, identifying the relevant edges
using a template matching technique for polyp
segmentation. Recently an increasing trend of
colonoscopy image analysis have become more
automated and integrated by making use of the
latest machine learning techniques.

The paper [10] proposes a novel ResUNet++
architecture for medical image segmentation.
A deep learning architecture for segmentation
of biomedical applications is UNet [11]. The
road image extraction has been provided by the
ResUNet [12] architecture, which acts as the
basis for the proposed architecture. They have
created a new Kvasir-SEG dataset by annotat-
ing the existing Kvasir dataset. The ResUNet++
consists of one stem block followed by three
encoders, Atrous Spatial Pyramidal Pooling
(ASPP) and three decoder blocks. The Residual
unit consists of a combination of normalization,
Rectified Linear Unit (ReLU) activation and
convolution layers. It helps to improve the
design of the neural network by decreasing
the parameters helps to propagate information
within the network without degradation and
increasing performance in segmentation. The
encoder consists of a convolution block in-
cluding a normalization layer and an identity
mapping that connects the input and output
of the encoder. The output of the encoder
is sent to squeeze and excitation block. This
block increases the sensitivity of the relevant
features and suppress the unnecessary features.
The ASPP enlarges the field-of-view of the
filters by resampling features at multiple scales.
This this architecture it also acts as a bridge
between the encoder and the decoder. The
decoder also consists of residual units where at-
tention block increases the effectiveness, near-
est neighbour upsampling from lower levels
and concatenation with feature maps from the
corresponding encoder. It is passed through
ASPP and a 1x1 convolution layer that provides
the segmentation map. Evaluation was done
using two datasets with all the methods, it
has been proven that ResUNet++ architecture
outperforms the UNet and ResUNet in terms
of accurate predictions.
In [13], they presented a new strategy for
the delineation of gastrointestinal polyps from
endoscopic images based on a direct exten-
sion of common encoder-decoder networks for
semantic segmentation. In this approach, they
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Fig. 1. Example frames from the Kvasir dataset where polyp tissue are shown in green [3]

proposed two sequentially stacked pretrained
encoder-decoder networks where the second
network takes the output of the first network
as input. The initial prediction generated by
the first network acts as an attention mech-
anism enabling the second network to focus
on interesting areas within the image, thereby
improving the quality of its predictions. In
[14], they developed a framework of polyp im-
age segmentation by a deep learning approach,
specially a convolutional neural network. This
framework is based on image preprocessing
and two types of SegNet architecture to ob-
tain the segmented polyp image. The paper
has demonstrated state-of-the-art performance
on both VGG-16, and VGG-19 networks for
training and testing data to address colorectal
cancer screening rates. In [15], they describe
a polyp segmentation algorithm that was de-
veloped based on fully convolutional network
models. In [3], they demonstrated the use
of their dataset with two segmentation ap-
proaches. The method is based on the efficient
FCM [16] unsupervised clustering architecture
and the second one is based on the deep-
learning ResUNet [17] architecture and utilized
the advantage of the residual block. In [18],
they proposed ColonSegNet for real-time polyp
identification and delineations that can poten-
tially transform current clinical practices and
minimise miss-detection rates.
As clinicians miss polyps between 14% to 30%

during standard screenings of gastrointestinal
tract, the paper [19] suggested a novel ap-
proach to improve segmentation performance
by introducing a grid segmentation framework.
They have applied the framework to U-Net and
Pix2Pix architectures called, Grid-U-Net and
Grid-GAN, respectively. Their hypothesis was
that these receptive fields of U-Net can corre-
spond to the grid cells which would correspond
to a segmentation precision when the grid cells
are classified. The same grid framework also
applied to the Pix2Pix model for comparison.
The grid segmentation networks have shown
particularly promising results for lower preci-
sion segmentations, which produced better re-
sults than ordinary pixel-to-pixel segmentation
at the cost of less precision. In [20] authors
mention three different techniques for segmen-
tation, classical image processing, extracting
features, and using classifiers for segmentation
and convolution neural networks.

III. DATASET

There are several datasets available for polyp
images that consist of ground truth and corre-
sponding segmentation mask, including ASU-
Mayo, CVC-Colon DB, ETIS-Larib Polyp DB,
CVCClinicDB, Endoscene, Kvasir, and Kvasir-
SEG Dataset.

A. CVC-612

CVC-ClinicDB is an open-access dataset of
612 images with a resolution of 384×288 from
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31 colonoscopy sequences.It is used for med-
ical image segmentation, in particular polyp
detection in colonoscopy videos [21].

B. PolypGen

PolypGen dataset is curated from 6 unique
centres incorporating more than 300 patients.
The dataset includes both single frame and
sequence data with 3446 annotated polyp labels
with precise delineation of polyp boundaries
verified by six senior gastroenterologists [22].

C. Kvasir-Seg

The Kvasir-Seg dataset contains 1000 polyp
images and their corresponding ground truth
from the Kvasir Dataset v2 [3].

IV. IMPLEMENTED METHODS

Fig. 2. UNet Architecture [11]

A. UNet

Olaf Ronneberger developed UNet archi-
tecture, a fully conventional neural network
for biomedical image segmentation. The Unet
model has been implemented using TensorFlow
2.0. this model is designed to work with very
few images to yield a more precise segmen-
tation. The main modification is implemented
in the upsampling part by adding more feature
channels. Since this network does not have

fully connected layers, it uses the parts of
the segmentation for which the full context
is available. As this network has very limited
training data available, it is trained to learn
invariance to deformations.
Its architecture consists of mainly two parts,
contraction (left side) and expansion (right
side). The left side is the same as that of the
typical convolution network. For each down-
sampling, the number of feature channels is
doubled. On the expansion side, other than the
upsampling of the feature map the correspond-
ing feature map is concatenated. A total of 23
convolution layers are used in this network.
Caffe model [23] is used to train images and
their segmentation maps. The energy is com-
puted by pixel-wise soft-max (Eqn. 4) rest
over cross-entropy function (Eqn.2). When the
value of softmax is 1, indicates the maximum
activation and 0 for the rest.

pk(x) = exp (ak(x))/

(
K∑

k′ = 1

exp (ak′(x))

)
(1)

pk(x) denotes approximate maximum func-
tion
ak(x) denotes activation in feature channel k.
k is the number of classes

E =
∑
x ∈ Ω

ω(x)log (pℓ(x)(x)) (2)

ℓ : Ω → 1, . . . , K denotes true label of
every pixel
ω : Ω → R denotes weighted map

Morphological operations are used to sepa-
rate small borders. This process is done before
training by using weighted maps (Eqn. 8) for
each ground truth segmented so that the net-
work learns to separate thin borders between
segments. The initial weights are drawn from
a Gaussian distribution.

ω (x) = ωc (x) + ω0.exp
(
− (d1(x) + d1(x))

2

2σ2

)
(3)
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d1 : Ω → R denotes distance to border of
nearest cell

d2 : Ω → R denotes distance to border of
second nearest cell [11].

B. TriUNet
TriUnet is a combination of three Unets [11]

placed in a triangular shape as depicted in
Fig. 3. TriUNet takes a single image as an
input which is then passed to two separate
UNets in parallel with different randomized
weights. These two UNets produce two feature
vectors. These two outputs are concatenated
before passing it to the third UNet as an
input. The third UNet produces the final
prediction mask. The loss is estimated by
back-propagating through the entire network
using the dice coefficient of the mask that
corresponds to the main class and the ground
truth. From the architecture of TriUNet it
is clearly seen that different UNet learn
different interpretations of the data, which
are subsequently integrated into a single final
output [24].

C. DivergentNets
DivergentNets consists five high perfor-

mance segmentation models such as UNet++,
DeeplabV3, DeeplabV3+, FPN and TriUnet as
illustrated in Fig. 4. Models were selected on
the basis of their performance in segmentation
tasks. DivergentNets is constructed from the
idea that cumulative decisions taken from mul-
tiple high performance model can give more
precise decision than the predictions from a
single model. The models are trained separately
before with N number of epochs to get the
best checkpoints. The best checkpoint of each
model is selected to be combined in Divergent-
Nets. Like the TriUnet, DivergentNets also take
a single image as an input which is passed
through all the five models separately. Here,
masks for two classes are predicted, back-
ground and polyp, with no overlap between
them. The masks produced by each interme-
diate model represent the divergent views on

the data. The pixels between the output masks
from each model is averaged and rounded to
the nearest integar (either 0 or 1) to produce
the final prediction [24].

D. Single-channel Dice
The loss function is named as single-channel

dice loss as it only considers one channel when
calculating error. The equation is shown below.

Dice =
2 · |An ∩Bn|

2 · |An ∩Bn|+ |Bn\An| + |An \Bn|
(4)

where n represents the class for which loss
should be calculated for. In this case, we only
calculate loss for the polyp class and ignore the
background [24].

E. Tested Techniqes
1) Color Correction
To fix the color distortion, color correction

was implemented on input images so that
medical images from different sources
will have standard color and will be more
appropriate for segmenting the polyps. On
implementing this technique, the results
showed some improvements.

2) Specularity Removal
Specular highlights are due to the reflection

of the light shone by the colonoscopy torch
onto the device’s camera. Consequently, this
generates areas of the image with high inten-
sity, causing the loss of their information [25].
Adding the specularity removal in our case
did not give good results as they smoothen
the image and sometimes the polyps also are
smoothened.

F. Evaluation Metrics
1) Accuracy
In general, the accuracy metric measures

the ratio of correct predictions over the total
number of instances evaluated [26].

Accuracy (acc) =
tp + tn

tp + fp + tn + fn
(5)
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Fig. 3. TriUNet Architecture [24]

2) Precision
Precision is used to measure the positive

patterns that are correctly predicted from the
total predicted patterns in a positive class [26].

Precision(P ) =
tp

tp + fp
(6)

3) Recall
Recall is used to measure the fraction of pos-

itive patterns that are correctly classified [26].

Recall (r) =
tp

tp + tn
(7)

4) IoU
The IoU (Intersection over Union) score is

a standard performance measure for the object
category segmentation problem. Given a set of
images, the IoU measure gives the similarity
between the predicted region and the ground-
truth region for an object present in the set of
images and is defined by following equation
[27].

IOU =
|A ∩B|
|A ∪B|

(8)

V. RESULTS

A. UNet

In this model, the load data function
loads the CVC612 dataset. Once the dataset
is loaded, it is split into training, valida-
tion, and testing dataset using the function
train test split.
The loss function is calculated using bi-
nary crossentropy, and in the build model
function, the sigmoid is used for activation. The
training was done for 20 epochs and the results
are as follows:loss: 0.1664, val loss: 0.2206,
accuracy: 0.9737, val accuracy: 0.9435, recall:
0.8111, val recall: 0.5573, precision: 0.9216,
val precision: 0.7460, IoU: 0.3326, val IoU:
0.2248. The evaluation of test results are as
follows: loss: 0.2483, accuracy: 0.9318, recall:
0.5968, precision: 0.6821, IoU: 0.2386.

B. TriUNet & DivergentNets

We have used TriUNet (combination of
three UNets), UNet++, FPN, DeeplabV3 and
DeeplabV3+ to implement DivergentNets. For
training and validation, PolypGen dataset was
used. Testing was done using Kvasir-Seg
dataset. We implemented the experiments in
Google Colab. Each model was implemented
SE-ResNeXt-50-32x4D as the encoder [28],
which was initialized with ImageNet [29]
weights.The final prediction was produced by
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Fig. 4. DivergentNets Architecture [24]

passing the output through a two-dimensional
softmax function. For training, all models
started with a learning rate of 0.0001 and
reduced to 0.00001 after 50 epochs.The model
error was calculated using single-channel Dice
for the polyp class , and the weights were op-
timized using Adam [30]. A series of different
image augmentations were used to make the
model more generalizable. These augmenta-
tions include horizontal flip, shift scale rotation,
resizing, additive Gaussian noise, perspective
shift, contrast limited adaptive histogram equal-
ization (CLAHE), random brightness, random
gamma, random sharpen, random blur, random
motion blur, random contrast, and hue satu-
ration. The augmentations were implemented
using the Python library Albumentations [31].
No augmentations were applied to the valida-
tion and testing data. We tried color correction
for testing on DivergentNets.The IoU before
color correction was 0.7362 and after color
correction, we got an IoU of 0.7378 as it is
shown in Fig. 6. We also tried specular removal
for testing and got an IoU of 0.8449. However,
the IoU before specular removal was 0.9179
as it is shown in Fig. 7. After that, we tried
different size of images and tested the IoU for
both TriUnet and DivergentNets and the results
are depicted in Fig. 8.

Fig. 5. DivergentNets Results

VI. DISCUSSION

Our approach was to increase the perfor-
mance of polyps segmentation by modifying
or adding techniques. We have implemented
the UNet model and the results are not that
satisfactory. So, we have implemented two re-
cent models, TriUnet and DivergentNets, which
produced better results than UNet. We have
improved the performance by adding some
techniques like color correction Fig. 6. Also,
we have tried to remove the specularity from
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the images, but the IoU decreased as the polyps
were also smoothed during the process Fig. 7.
In addition, we have tested the models with
different size of images and observed that as the
resolution increases the IoU increases which
means having more details can produce better
prediction Fig. 8.

Fig. 6. Color Correction Results

Fig. 7. Specular Removal Results

VII. CONCLUSION

Segmentation of polyps for colorectal cancer
is a challenging task because of the different
shapes, colors, and intensities of the polyps.
Moreover, another challenge would be the lack
of access to a large public polyp dataset with
annotations. In the current study, we presented
our approaches to the polyp detection chal-
lenge. We used three models including UNet,
TriUNet, DivergentNets for colorectal polyp
segmentation. Comparison of all three methods

shows that a combination of a variety of seg-
mentation models achieves a higher IoU score
and detects polyps more precisely. In addition,
we tried three other techniques,such as, color
correction, image pyramid and specularity re-
moval to enhance the performance.

In future, we suggest changing the con-
figuration of TriUNet and DivergentNets by
integrating with other segmentation models for
each node to enhance the performance. We also
plan to try some other preprocessing techniques
to achieve better results.
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