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Highlights  
 

1. Converging evidence suggests that the acoustic forms of human vocalisations, like those of 
other animals, reflect their evolved social functions.  

2. A much-needed proliferation in cross-cultural studies points to possible universals in the 
production and perception of human nonverbal vocalisations.     

3. The human capacity to voluntarily control vocalisations greatly exceeds that of other primates, 
and likely played a role in the evolution of speech.    

4. New digital technologies for experimental manipulation or complete synthesis of human and 
animal vocalisations open a new world of causal hypothesis testing. 
 

Until recently, human nonverbal vocalisations such as cries, laughs, screams, moans, and groans have 
received relatively little attention in the human behavioural sciences. Yet these vocal signals are 
ubiquitous in human social interactions across diverse cultures and may represent a missing link 
between relatively fixed nonhuman animal vocalisations and highly flexible human speech. Here, we 
review converging empirical evidence that the acoustic structure (“forms”) of these affective vocal 
sounds in humans reflect their evolved biological and social “functions”. Human nonverbal 
vocalisations thus largely parallel the form-function mapping found in the affective calls of other 
animals, such as play vocalisations, distress cries, and aggressive roars, pointing to a homologous 
nonverbal vocal communication system shared across mammals, including humans. We aim to 
illustrate how this form-function approach can provide a solid framework for making predictions, 
including about cross-species and cross-cultural universals or variations in the production and 
perception of nonverbal vocalisations. Despite preliminary evidence that key features of human 
vocalisations may indeed be universal and develop reliably across distinct cultures, including small-
scale societies, we emphasise the important role of vocal control in their production among humans. 
Unlike most other terrestrial mammals including nonhuman primates, people can flexibly manipulate 
vocalisations, from conversational laughter and fake pleasure moans to exaggerated roar-like threat 
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displays. We discuss how human vocalisations may thus represent the cradle of vocal control, a 
precursor of human speech articulation, providing important insight into the origins of speech. Finally, 
we describe how ground-breaking parametric synthesis technologies are now allowing researchers to 
create highly naturalistic, yet fully experimentally controlled vocal stimuli to directly test hypotheses 
about form and function in nonverbal vocalisations, opening the way for a new era of voice sciences.  
 
KEY WORDS: voice, acoustic communication, speech evolution, nonverbal vocalisations, vocal control, 
cross-cultural, laughter, emotion. 
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INTRODUCTION 

 

Compared to speech, nonverbal vocalisations such as laughter, screams, roars, moans, and 

grunts remain remarkably understudied in humans. Yet these nonverbal vocal signals occupy a unique 

place in the human vocal repertoire (Anikin et al. 2018), differing from speech in important ways. 

Without the constraint of communicating intelligible linguistic information, nonverbal vocal signals 

can exploit a much broader acoustic soundscape. Screams, for instance, can reach extraordinarily high 

frequencies (Pisanski et al. 2020; Engelberg et al. 2021) and occupy a distinctive niche of acoustic 

roughness not observed in modal speech (Arnal et al. 2015). This makes screams excellent candidates 

for attention grabbing (Fitch et al. 2002). Human nonverbal vocalisations also involve evolutionarily 

conserved neural mechanisms that are not implicated in modal speech production: for example, 

unlike neutral speech, the production of spontaneous affective vocalisations like crying or laughter in 

humans involves the anterior cingulate cortex (ACC) with connections to the “emotional” limbic 

system, a homologous system shared by all mammals (Ackermann et al. 2014; Pisanski et al. 2016). 

Finally, human vocalisations show remarkable parallels both in their acoustic structure (form) and in 

their use (function) with the calls of other mammals, including infant distress cries (Lingle et al. 2012; 

Kelly et al. 2017; Koutseff et al. 2018), vocal threat displays (Morton 1977; Fitch et al. 2002; Raine et 

al. 2019), and play vocalisations in a range of species (Winkler & Bryant 2021), including our closest 

primate relatives (Davila Ross et al. 2009; Bryant & Aktipis 2014; Scott et al. 2014).  

Most animal vocalisations are not arbitrary, but rather follow a form-function mapping. Form-

function mapping refers to a systematic relationship between the acoustic form of a vocalisation and 

its ostensible social functions. Take for example a lion’s roar. The low frequency, high amplitude, and 

perceptually rough features of a roar are designed to communicate threat and formidability, and a 

similar form-function mapping has recently been shown in the roar-like threat displays of humans 

(Raine et al. 2019; Kleisner et al. 2021). In contrast, distress vocalisations in a range of species are 

more often characterised by a comparatively higher fundamental frequency (fo, perceived as pitch) 

and a pronounced frequency modulation pattern (Lingle et al. 2012). Here too, human distress 

vocalisations appear to be no exception (Koutseff et al. 2018; Pisanski et al. 2020; Engelberg et al. 

2021).  

Converging evidence thus strongly suggests that the acoustic “forms” of human vocalisations, 

like those of other animals, reflect their putative social communicative “functions”, often adhering to 

general motivation-structural rules (Morton 1977) and sound symbolic associations (Ohala 1984; 

Hinton et al. 2006; reviewed in Owren & Rendall 2001; Pisanski & Bryant 2019). Such form-function 

mappings can provide critical clues into the evolutionary origins of nonverbal vocalisations, which 

emerged in the vocal repertoires of our ancestors before spoken language (Pisanski et al. 2016). Yet, 

despite their clear evolutionary relevance and ubiquity in our everyday social lives, human nonverbal 

vocalisations have received far less attention from researchers in the voice sciences than speech has. 

In speech studies, following the popularisation of the source-filter theory of speech production (Fant 

1960), source-related and prosodic features of the voice such as fo (pitch) and filter-related features, 



 
 

 

namely formant frequencies (resonances of the vocal tract), have been intensively studied (Fitch 

2018; Pisanski & Bryant 2019 for recent reviews; Aung & Puts 2020). Yet these same important 

acoustic parameters have been largely ignored in the context of human nonlinguistic vocal sounds. 

Fortunately, this is quickly changing. The past decade has seen a new wave of researchers exploring 

the production and perception of nonverbal vocalisations in our own species, from mechanisms 

involved in their production and perception, to their evolved social functions.  

In this review, although we discuss emerging research on various vocalisation types including 

screams, roars, and grunts, we focus largely on crying and laughter. First, this is because cries and 

laughs represent, by far, the two most extensively studied types of human nonverbal vocalisations. 

Second, both cries and laughs provide excellent examples of form mapping onto function. Third, both 

call types also beautifully demonstrate how humans can voluntarily manipulate nonverbal 

vocalisations to communicate a range of social nuances, such as in conversational laughter, or when 

children vocally embellish their level of distress with an exaggerated cry (‘crying wolf’). We explain 

how this rare capacity to control our vocal output sets humans apart from most other terrestrial 

mammals. This includes nonhuman primates who show some vocal flexibility, but much less vocal 

control compared to humans. In a similar vein we review a small but growing body of literature 

examining similarities and differences in the production and perception of nonverbal vocalisations 

across diverse human cultures, further underscoring how a comparative approach, across species but 

also across human societies, can provide important insights into the origins and social functions of 

vocal behaviour. Finally, we conclude by highlighting how recent tools enabling the parametric 

manipulation and creation of synthetic yet naturalistic nonverbal vocalisations are likely to 

revolutionise experimental research in the voice sciences. 

THE CRY: A BUILT-IN SURVIVAL MECHANISM 

Studies on a wide range of mammal species have investigated how the affective dimensions of 

arousal and valence are encoded in human distress signals, often focusing on infant cries (Lingle et al. 

2012; Kelly et al. 2017). These studies provide compelling evidence for cross-species similarities in the 

acoustic form of cries, and also in listeners’ sensitivity to them. For example, two studies by Lingle and 

colleagues show that infant distress vocalisations from diverse mammal species share a similar 

chevron shape and frequency modulation pattern (Lingle et al. 2012), and that deer mothers respond 

to the distress cries of infants from a range of species owing to this shared acoustic structure (Lingle & 

Riede 2014). Infant distress vocalisations in mammals appear to share a critical function: to elicit aid 

from caregivers.  

Is this also the case for the human baby cry? Numerous studies have shown that human infant 

cries affect the neural (Laurent & Ablow 2012; Venuti et al. 2012; Messina et al. 2016; Bornstein et al. 

2017; Witteman et al. 2019), physiological (Frodi et al. 1981; Boukydis & Burgess 1982; Fleming et al. 

2002) cognitive and behavioural (Gustafson & Harris 1990; Bornstein et al. 1992; Yoo et al. 2019) 

responses of human adult listeners in ways that align with their ostensible function to elicit aid. For 

example, in a large comparative study, Bornstein et al. (1992) show cross-culturally shared 



 
 

 

behavioural responses among mothers exposed to the cries of their own babies, namely a shared 

tendency to pick-up and speak to the crying infants. The authors also show concordant activation in 

brain areas linked to movement, speech processing, and care-directed cognition including the 

supplementary motor area (SMA), inferior frontal cortex, and superior temporal regions. Also notable 

among neural responses to infant cries, in vivo functional neuroimaging studies reveal activation in 

concordant brain structures related to cognitive control and attention (Swain et al. 2007; Swain 2011). 

Indeed, reduced performance in conflict tasks (Dudek et al. 2016), mental calculation tasks (Morsbach 

et al. 1986; Chang & Thompson 2011), and memory tasks (Hechler et al. 2015) effectively shows how 

the infant cry can engage the attention of the listener, reduce concentration, and ultimately disrupt 

behavioural performance in parents and in non-parents alike (Chang & Thompson 2011; Dudek et al. 

2016).  

Often triggered by physical discomfort, pain, hunger, or separation from parents, human baby 

cries have traditionally been studied as distinct types of vocalisations associated with a specific 

context (Gustafson & Harris 1990 for review). Although specific cry types may exist (e.g., ‘siren cry’, a 

persistent and periodic cry resembling a siren alarm sound; Bellieni et al. 2004), emerging evidence 

suggests that the human infant cry is a graded signal whose acoustic features vary dynamically along a 

continuum according to the intensity of the negative arousal state of the infant, from mild discomfort 

to pain (Gustafson et al. 1999 for review). The fo of human babies’ cries can increase sharply once a 

threshold of pain is exceeded (Bellieni et al. 2004), but information about the ostensible distress level 

of the infant appears more reliably encoded in the nonlinear acoustic phenomena of the cry (Fitch et 

al. 2002) such as sidebands, subharmonics, frequency jumps, vibrato-like frequency modulation, and 

the most perceptually aversive type of all, deterministic chaos (Anikin et al. 2020), as illustrated in Fig. 

1. These nonlinear phenomena, caused by irregular or chaotic vocal fold vibration, give the cry a 

perceptually rough and harsh quality, and appear to increase with arousal or distress in human infant 

cries (Leger et al. 1996; Tiezzi et al. 2004; Facchini et al. 2005; Koutseff et al. 2018; Yoo et al. 2019). 

Indeed, not only are nonlinear phenomena more prevalent in babies’ pain cries (e.g., produced during 

a vaccination event) than in mild discomfort cries (e.g., produced during a bath), nonlinearities also 

increase with distress level within each of these distinct contexts (Koutseff et al. 2018). In addition to 

their roughness and high pitch, cries are typically long, loud, and high or ‘bright’ in timbre – all 

hallmark features of salient acoustic events (Kaya & Elhilali 2014; Huang & Elhilali 2017). 

There is thus strong evidence that human preverbal infant cries are acoustically ‘designed’ to 

directly impair normal cognitive functioning and, in turn, elicit behavioural responses from caregivers 

who are motivated to stop the aversive cry signal, thereby attending to the crying infant. Most 

importantly, cries do this by being extraordinarily variable and unpredictable. The ‘unpredictability 

hypothesis’ posits that the presence of nonlinear phenomena in mammalian vocalisations makes 

them less predictable and therefore difficult to habituate to and ignore (Fitch et al. 2002). While this 

hypothesis has found support in research on nonhuman mammals (Blumstein & Recapet 2009; 

Townsend & Manser 2011; Reby & Charlton 2012), it remains to be directly tested in human crying. 

Nevertheless, with the advent of resynthesis techniques that now allow for direct experimental 



 
 

 

manipulation of nonlinear phenomena in human vocalisations, as described below, this will soon be 

investigated. More broadly, infant cries constitute a great experimental model for studying a general 

principle in vocal communication: high-intensity vocalisations such as cries and screams (Arnal et al. 

2015; Engelberg et al. 2021) appear to be “designed” to attract attention and prevent habituation in 

listeners by means of exploiting basic properties of auditory perception (Anikin 2020).  

 

 

<< Fig. 1 in separate attachment >> 

 

Fig. 1. – Nonlinear acoustic phenomena in human baby cries. Top of each panel: spectrogram (x-axis = time in seconds; y-
axis = frequency in kilohertz); bottom of each panel: oscillogram (x-axis = time; y-axis= relative amplitude). (A) Cry 
recorded during a bath (mild discomfort context). (B-D) Cries recorded during vaccination events (painful context). While 
nonlinear phenomena are observed in both discomfort and pain cries, pain cries are characterised by a higher proportion,  
including of sidebands, periodic vibrato-like frequency modulation (VFM), subharmonics, frequency jumps, and 
deterministic chaos, the latter of which represents the most severe and acoustically salient type of nonlinear 
phenomenon. Figure prepared with the R package seewave (Sueur et al. 2008). 

 

 

LAUGHTER: FROM REFLEX TO SOCIAL TOOL 

While we are born crying, laughter does not emerge until around 4 months of age in human 

infants (Sroufe & Wunsch 1972). Human laughter evolved from social play vocalisations, and thus like 

the human baby cry, the acoustic structure of human spontaneous laughter shares many 

commonalities with the laughter-like calls of other animals (Vettin & Todt 2005). Homologous 

versions of vocal play signals exist across numerous extant species, with a recent survey of the 

literature counting at least 65, including three species of birds (Winkler & Bryant 2021). Play 

vocalisations are thought to serve the important function of communicating benign intent during 

social play interactions in which animals practice skills needed in adult life, such as predator-prey 

simulations and play fighting. During these play encounters, individuals act in ways that might appear 

to be threatening. Biting, growling, and lunging behaviours can quickly escalate into aggression unless 

there is a reliable indication, through visual or auditory signals, that the intent is non-threatening. 

Evidence is growing that human laughter is derived from such a signal, but has also evolved into a 

suite of inter-related signals that are much more complicated, helping people communicate subtle 

emotional meanings and intentions using a variety of laughter types that are highly sensitive to 

context, and can even be negatively valenced (Scott et al. 2014; Winkler & Bryant 2021). Indeed, 

human social life is rich and multifaceted, involving cooperation in the absence of kinship, extended 

networks of affiliation, and complex social cognition wherein laughs may be used to communicate 



 
 

 

anything from friendship and empathy to sarcasm and malice (Scott et al. 2014). Our navigation of the 

social landscape necessitates sophisticated social cognitive machinery and complex ostensive 

signalling often involving language (Scott-Phillips 2015). This is where the evolution of laughter takes 

an interesting turn.  

Most uses of language occur in conversation. During conversation, interlocutors use a variety 

of multimodal behaviours to help coordinate their talk: we gesture with our hands and bodies, 

modulate our voices prosodically, and make facial expressions. But we also inject nonverbal vocal 

signals into our speech in systematic ways. Laughter is a prime example of such behaviour. We laugh 

in ways that “punctuate” our speech (Provine 1993), such as during conversational turns, or just after 

a particular utterance that might require additional signalling to accurately convey intent. This type of 

‘conversational’ laughter, which humans produce volitionally, sets human laughter apart from the 

more spontaneous play signals of other animals. It allows humans to voluntarily produce laughs, even 

‘fake’ laughs, to intentionally communicate a range of meanings, motivations, and emotions, from 

social cohesion to spite (Scott et al. 2014; Bryant 2020). While spontaneous human laughter is 

perceptually indiscriminable from nonhuman primate vocalisations when slowed down and pitch 

adjusted (Bryant & Aktipis 2014), voluntarily produced laughter in humans has a unique structure: it is 

typically shorter, with slower individual calls, more voiced, and lower in pitch (Bryant & Aktipis 2014; 

Lavan et al. 2015). In other words, volitional laughter is more speech-like compared to spontaneous 

laughter.  

Volitionally controlled vocalisations likely emerged to fulfil new functions in the context of 

more recently evolved communicative behaviours, such as conversational contexts that involve 

language. For example, when talking, laughter can function as a type of play signal that works in 

largely the same way that play signals function in nonhuman social interactions. We may verbally 

“attack” with a taunt or joke, and then indicate our non-serious intent with a laugh. In this way, 

laughter has retained its original function shared across many species, but it now occurs in a much 

more complex pragmatic context, and potentially imparts rich meaning as it interacts with other 

complex social communicative behaviours and intentions. Human laughter also takes on additional 

functions in turn-taking, backchanneling, and various discourse functions (Bryant 2020).  

Other vocalisations can be analysed similarly, such as the way we cry, scream, and moan 

during discourse or in various social or intimate interactions. In humans, such vocalisations are often 

produced volitionally and used strategically as social tools in ways that are frequently different from 

their spontaneous counterparts. This hints at the possible evolutionary roots of vocal control, as 

described below, but also opens up the possibility that, while basal acoustic features of nonverbal 

vocalisations may have evolved similarly across the human lineage, those readily under vocal control 

may be more susceptible to sociocultural variation. In other words, while affective vocalisations are 

likely to retain broadly similar features across human populations, people might nevertheless 

volitionally modulate their nonverbal vocalisations in different ways depending on varying social 

norms and cultural experiences.  



 
 

 

DO HUMAN VOCALISATIONS SHOW CULTURAL UNIVERSALS? 

The form-function approach provides a solid framework for making predictions about the 

universality and cultural variation in vocal signals (Bryant 2021a). If the acoustic structure of a 

vocalisation automatically affects receivers’ physiology and cognition, as in the case of a baby’s cry 

affecting parental attention or an abrupt yell to stop the unwanted behaviour of a young child, then 

we might expect this relationship in acoustic form and communicative function to occur across 

cultural boundaries (Fernald 1992; Bryant & Barrett 2007). Conversely, the highly variable 

sociocultural and pragmatic rules associated with how people express emotion to one another could 

cause notable variation in the frequency and manner in which these expressions manifest themselves, 

particularly given how easily people can control vocal output. 

An important development in the study of human behaviour across cultures is the recognition 

of a need for diversity in human participant samples (Rad et al. 2018). Most studies in the behavioural 

sciences have traditionally relied on WEIRD (Western, Educated, Industrialized, Rich, Democratic) 

samples, and there are many reasons to be suspicious of the generalizability of findings based solely 

on such participants (Henrich et al. 2010). Recently the WEIRD concept has received much attention, 

and there are early efforts across many disciplines to ameliorate the problem. Yet this has caused a 

new set of issues to emerge, such as: (i) prioritising exotic, small-scale societies that represent an 

extremely small proportion of current living humans, (ii) perpetuating long standing 

misunderstandings about the “ancestral slot” that indigenous people often fill for Western 

researchers, including erroneously treating them as proxies for ancestral humans, and (iii) neglecting 

populations that represent the bulk of people living today (i.e., rural, uneducated people living on the 

edge of large socioeconomic environments) (Barrett 2021). 

Much work exploring the production and perception of nonverbal vocal characteristics across 

languages and cultures has focused on WEIRD-like samples in European, North American and Asian 

societies (e.g., Pell et al. 2009). For example, many studies have examined how emotion is perceived 

from vocal signals, often recorded from actors manipulating prosodic features of their speech like the 

pitch, loudness, rhythm and timbre (Banse & Scherer 1996; Pisanski & Bryant 2019 for reviews; Bryant 

2021b). Overall, this research shows that people can often accurately identify emotion categories 

across languages and cultures from the nonverbal parameters of speech, though there is a well-

documented in-group advantage in which accuracy decreases as a function of cultural similarity 

between speaker and listener (Laukka & Elfenbein 2021). In the past decade researchers have also 

examined nonverbal voice perception in small-scale societies that have little exposure to Western 

media (Bryant & Barrett 2007, 2008; Sauter et al. 2010; Bryant et al. 2012; Gendron et al. 2014). 

While most of these studies focused on emotional speech, Sauter et al. (2010), in a seminal paper, 

showed that Himba people living in isolated Namibian villages could correctly classify several 

emotions from nonverbal vocalisations produced by British adults, and vice versa, particularly 

negative emotions, or joy signalled by laughter.  



 
 

 

Emotion recognition is just one domain of vocal signalling that has been explored across 

disparate cultures, and is perhaps one of the most difficult given the complexities of emotion, culture, 

and vocal production. Yet, despite the obvious affective basis of most nonverbal vocalisations, few 

studies have sought to test for culturally universal relationships between acoustic features of 

nonverbal vocal stimuli and listeners’ perceptual judgments (i.e., form-function mapping), with a few 

notable exceptions. In two large-scale studies, Bryant and colleagues demonstrated that spontaneous 

and volitional laughter can be distinguished by listeners across more than 20 societies (Bryant et al. 

2018), as can detecting friends and strangers from colaughter (Bryant et al. 2016). In these laughter 

studies, listeners across quite different societies relied on similar acoustic features to make their 

judgments, namely features associated with speaker arousal. Human aggressive roar-like vocalisations 

also appear to share a common function of maximising signals of physical formidability such as 

strength, as shown in three distinct samples of British drama students (Raine et al. 2019), urban-

dwelling Cameroonian adults and nomadic Hadza hunter-gatherers living in the Tanzanian bushlands 

(Kleisner et al. 2021). Data recently collected in the Democratic Republic of the Congo by author C. 

Cornec, currently being prepared for publication, also shows that distress information encoded and 

perceived in babies’ cries shares extraordinary similarities between two very distinct cultures, 

Congolese and French. Taken together this body of work represents a promising rise in large-scale 

cooperation between researchers in which data from multiple geographic sites with diverse 

participants are combined to provide new insight into the complex ways that vocal properties relate 

to signalling functions. 

 

VOCAL CONTROL: THE MISSING LINK? 

Emerging evidence for cross-cultural universals in form-function mappings as described above 

suggests that, like in nonhuman animal calls, there may exist strong fixed components of acoustic 

structure in human nonverbal vocalisations. Yet, as seen with volitional human laughter, people can 

adeptly alter the nonverbal components of their vocalisations ‘on demand’ to communicate or even 

exaggerate traits and motivational states. This advanced capacity for volitional vocal control in 

humans is possible owing to direct monosynaptic connections between the motor cortex (M1) and 

brainstem motoneurons that control the laryngeal muscles and vocal articulators such as the jaw, 

tongue and lips; neural connections that are thought to be indirect (via the reticular 

formation/brainstem) in nonhuman primates. In contrast, according to the dual-pathway model of 

vocal control, the production of spontaneous affective vocalisations in humans and other mammals 

more readily involves the limbic pathway, including the periaqueductal gray (PAG) and anterior 

cingulate cortex (ACC), brain regions that are part of an evolutionarily older and more basal neural 

system (reviewed in Ackerman et al. 2014; Fitch 2018; Pisanski et al. 2016).  

While the neuroanatomical mechanisms involved in voluntary and involuntary vocal 

production in humans have been intensively studied, it remains less clear when and why the capacity 

to produce volitional vocal signals evolved in our lineage. From a functional perspective, volitional 



 
 

 

vocal control could have conferred definite advantages in prelinguistic vocalisers. In the absence of 

linguistic conventions, the ability to mimic animal, environmental or even affective vocalisations could 

have been a highly functional means to exchange information for coordinating foraging, hunting and 

social interactions in our ancestors. The rich communicative potential of vocal iconicity could thus 

have provided evolutionary pressures for increasing vocal control, and there is evidence for such 

functionality in present-day humans. For instance, Ćwiek et al. (2021) show that novel vocalisations 

representing a variety of actions (e.g., cook), objects (e.g., water) and living things (e.g., tiger) can be 

understood across a diverse range of 28 human cultures and 12 language groups, suggesting that in 

the absence of shared language, people can use volitional nonverbal vocalisations to communicate 

meaning. In the context of hunting, deceptive mimicry of animal calls is used by a variety of hunter-

gatherer tribes such as the Mbendjele Pygmies in northern Congo (Lewis 2009; Knight & Lewis 2017). 

Whereas in social contexts, the ability to exaggerate (or even completely fake) the expression of 

emotional states like pain or pleasure could likewise have clear functional benefits if it effectively 

elicits a favourable response from listeners. As an example, volitionally produced roar-like 

vocalisations in both European and African samples of men and women increase the perceived body 

size and physical strength of vocalisers relative to screams and distressed speech (Raine et al. 2019) or 

neutral speech (Kleisner et al. 2021), and this may be beneficial in competitive contexts. Similarly, 

volitional pain vocalisations of increasing intensities elicit corresponding pain ratings in listeners 

(Raine et al. 2018), suggesting that people may indeed be able to effectively exaggerate their pain 

level to attract aid from others.  

Humans thus clearly possess a capacity to readily modulate nonverbal vocalisations in ways 

that could be functionally beneficial. Vocal control is also observed in songbirds and some other 

mammal species, including cetaceans and seals (Fitch 2000), but can other primates voluntarily 

control their vocal output? On one hand, there is mounting evidence that nonhuman primates may 

have more control over their vocal output than previously thought (reviewed in Pisanski et al. 2016; 

Seyfarth & Cheney 2018). For example, wild chimpanzees appear capable of voluntarily inhibiting 

various vocalisations and preferentially or flexibly producing vocalisations in specific contexts, such as 

alarm calls or food grunts (see e.g., Laporte & Zuberbühler 2010; Crockford et al. 2012; Schel et al. 

2013). Flexibility in vocal production has also been observed in other great ape species, including wild 

bonobos (Clay et al. 2015; Cornec et al. in press) and both wild and enculturated orangutans (Lameira 

et al. 2013a, 2013b). Research emerging in the past decade is also challenging the traditional dual-

pathway model of vocal control in mammals, pointing to a greater degree of cross-talk between the 

cortical and limbic pathways typically thought to be respectively involved in volitional and 

spontaneous vocal production (e.g., Belyk & Brown 2016; Belyk et al. 2016; Ludlow 2015; Wattendorf 

et al. 2013; reviewed in Ackermann et al. 2014, Pisanski et al. 2016, and Scott 2021).  

On the other hand, humans are arguably the only primate that can easily voluntarily modulate 

the acoustic structure of our vocalisations “on demand”, frequently producing them in the complete 

absence of endogenous or exogenous stimuli that would normally trigger their production in 

nonhuman mammals (Ackermann et al. 2014; Pisanski et al. 2016; Fitch 2018). Pisanski et al. (2016) 



 
 

 

argue that selection pressure for these clearly functional vocal abilities in humans could have played a 

crucial role in the emergence of displacement and vocal control in our ancestors, two essential 

precursors of human speech (Fitch 2018). This approach positions volitional human nonverbal 

vocalisations as the “missing link” between nonhuman animal calls and full-blown human speech, 

further underscoring the importance of their empirical investigation. Specifically there is a strong 

need for comparative cross-disciplinary studies that combine phylogenetic analysis with neural and 

behavioural measures of vocal control, particularly manipulation of the source and filter, to clarify the 

extent of vocal control abilities across species, including but not limited to nonhuman primates. 

(RE)SYNTHESIS: A NEW ERA OF VOICE SCIENCES 

Increasingly the study of human nonverbal vocalisations spans a broad range of disciplines, 

including bioacoustics, ethology, computer sciences, psychology and linguistics, with a rise in 

comparative studies examining vocal interactivity within and among humans, nonhuman animals, and 

machines (reviewed in Moore et al. 2016). This is both an opportunity, because tools and techniques 

can be borrowed and adapted from several disciplines, and a challenge, because none of those tools 

necessarily fit perfectly. The prevalent approach has been to acoustically analyse a large number of 

vocalisations in order to establish which acoustic characteristics correlate with particular meanings 

(e.g., with high arousal or perceived authenticity). While this correlational approach is valuable for 

initial exploration of the acoustic space, allowing researchers insight into which acoustic parameters 

might be most relevant, the critical problem is that many acoustic features co-vary, and large sample 

sizes are necessary to tease apart their relative roles. A more powerful approach is to systematically 

manipulate acoustic characteristics one at a time, or in methodical combinations, to test their 

independent causal effects on listeners and thus gain deeper insights into their putative evolved 

functions. Here we discuss new tools for experimental manipulation or complete synthesis of human 

vocalisations that promise to open a new world of hypothesis testing.   

Independent digital manipulation of the vocal source (fo, pitch) and filter (formants) in speech 

and later in nonhuman animal vocalisations greatly contributed to the advancement of animal 

communication research. Indeed, this step was critical to establishing the independent contribution 

of pitch and formants in conveying various biosocial traits like body size, dominance, or mate-quality 

in humans (reviewed in Pisanski & Bryant 2019; Aung & Puts 2020) and other animals (reviewed in 

Taylor & Reby 2010; Taylor et al. 2016; Charlton et al. 2020) including nonhuman primates (Fitch & 

Hauser 1995). Digitally manipulating these voice frequencies to study their effects on listeners is often 

achieved with a technique known as PSOLA, implemented in many popular software packages such as 

Praat (Boersma & Weenink 2021). While most audio manipulation techniques like PSOLA were first 

developed for speech or music, many are fully applicable to nonverbal vocalisations. Frequency-

domain methods of source-filter separation with phase vocoders, while mostly developed in the 

music industry, potentially have several advantages over PSOLA for manipulating nonverbal 

vocalisations because they are not dependent on accurate pitch tracking, can deal with biphonation, 

and are capable of separating voices from percussive and other non-harmonic noises. Some phase 



 
 

 

vocoders can perform pitch shifting and filter manipulations in real time, as well as change some 

aspects of voice quality by means of sophisticated techniques such as spectral warping and pitch-

synchronous amplitude modulation (Burred et al. 2019; Arias et al. 2020). This is a very promising 

method to apply to nonverbal vocalisations in future studies. Another interesting technique is 

morphing, or gradually changing one sound into another. Morphing was used to study categorical 

perception and individual recognition in macaque vocalisations (Chakladar et al. 2008; Furuyama et al. 

2017) with the STRAIGHT algorithm (Kawahara 2006). There are already some reports of morphing 

human emotional vocalisations for the purpose of neuroimaging (Salvia et al. 2014) and testing for 

categorical perception (Woodard et al. 2021), but morphing vocalisations remains quite challenging 

and uncommon compared to the ubiquitous use of morphing techniques in the visual domain. This is 

also an important gap to fill in future studies.  

For ultimate control, nonverbal vocalisations can be synthesized de novo. Regrettably, the 

abundant tools for speech synthesis are largely unsuitable because they seldom provide a simple and 

transparent mechanism for changing acoustic parameters one at a time or even for synthesising non-

speech sounds (Anikin 2019; Arias et al. 2020). There have been a few attempts to adapt 

concatenative speech synthesis to create synthetic laughs and other affect bursts (Urbain et al. 2013; 

El Haddad et al. 2016), but this method relies on splicing together pre-recorded samples and is not a 

viable method for testing acoustic hypotheses. Some intrepid researchers manually programmed 

sine-wave synthesis to create pure-tone mammalian (Snowdon & Pola 1978; DiMattina & Wang 2006) 

and avian (Margoliash 1983) calls, but most vocalisations are too complex to be synthesised without 

dedicated software.  

Fortunately, such software is finally becoming available. Some solutions are developed for 

specific applications such as real-time synthesis of simple animal-like vocalisations in social robots 

(Moore & Mitchinson 2017) or songbirds (Zúñiga & Reiss 2019), others are more general-purpose, 

such as the R packages seewave (Sueur et al. 2008) and soundgen (Anikin 2019) or the Matlab-based 

SynSing (Tanner et al. 2020). These emerging sound resynthesis platforms allow researchers to test 

the causal effects of a broad range of acoustic parameters, many of which traditionally could not be 

experimentally manipulated. For example, nonlinear acoustic phenomena are difficult not only to 

synthesize, but even to detect automatically in audio recordings. As a result, most evidence of their 

perceptual effects has been indirect. Using soundgen (Anikin 2019), researchers can now 

experimentally add different nonlinearities to synthetic nonverbal vocalisations, as illustrated in Fig. 2. 

Using this method, the authors have recently shown that nonlinearities directly enhance the 

perceived intensity of negative emotions in synthesized human vocalisations, such as roars and 

screams (Anikin et al. 2020), and also cause vocalisers to sound more aggressive and physically larger 

(Anikin et al. 2021). The availability of specialised tools for parametric synthesis of non-speech sounds 

thus offers exciting new opportunities for researchers interested in testing specific hypotheses about 

the acoustic code in animal and human nonverbal vocalisations. 

 



 
 

 

<< Fig. 2 in separate attachment >> 

Fig. 2. – Workflow for modifying nonlinear phenomena in speech or nonverbal vocalisations with a hybrid synthesis-
resynthesis method implemented in soundgen (Anikin 2019). The original recording (panel 1) is separated into an 
amplitude envelope, a smoothed spectral envelope representing formants, and a pitch contour (panel 2). The pitch 
contour is used to synthesize a “buzz” with the original intonation and any required combination of nonlinear phenomena 
(in the above example, we synthetically added deterministic chaos) (panel 3 top). Smoothed spectral and amplitude 
envelopes are then “transplanted” onto the synthetic “buzz”, thereby recreating the original formant and temporal 
structure, but now with a modified voice quality (panel 3 bottom). Code and audio examples are available in Anikin et al., 
(2021). Note that frequency (y-axis 0.5-10 kHz) is plotted on a logarithmic scale for improved visualisation of the pitch 
contour.  

CONCLUSION 

In this review, we describe growing, converging evidence suggesting that the acoustic forms of human 

nonverbal vocalisations, like those of other animals, reflect their evolved functions. Human infant 

cries elicit care by exploiting the perceptual sensitivities of parents, aggressive roar-like vocalisations 

maximize physical strength to rivals, and aroused co-laughter between friends communicates their 

companionship to bystanders across human cultures. These examples illustrate how the acoustic 

structures of human vocalisations vary systematically and predictably with their intended 

communicative function, and thus appear largely homologous to those of other mammals. At the 

same time, human vocalisations differ in critical ways from the affective calls of our closest living 

primate relatives, most notably in terms of vocal control. On one hand, cross-cultural studies point to 

possible universals in the production and perception of vocalisations across human societies. On the 

other hand, the human capacity to voluntarily modulate our vocal output, which is much more 

advanced in our own species than in any other extant primate, introduces some degree of cultural 

variability, and is likely to have played a role in the early evolution of speech abilities.  

This review demonstrates the broad insight that can be gained by adopting a comparative 

inter-disciplinary framework in the voice sciences. We show how the cross-cultural ubiquity and 

unique ontogenetic and phylogenetic positioning of human nonverbal vocalisations, which emerge 

before speech both in human development and in our ancestral past, makes them an excellent 

candidate for answering key questions about the evolution of vocal communication, and we show 

how new digital technologies enabling previously impossible experimental manipulation of these 

vocalisations will increasingly support this endeavour by allowing researchers to causally test 

predicted form-function mappings. Yet despite the steady improvements in the range of available 

digital manipulations and the authenticity of modified or synthesized vocalisations described here, 

the adoption of these tools remains sluggish as they require considerable expertise in both acoustics 

and programming. To fully realise the potential of the powerful new tools for voice manipulation and 

synthesis, it is essential to close the technological gap by improving the usability of the often arcane 

software solutions while strengthening cross-disciplinary links between the computer and life 

sciences.  
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