
HAL Id: hal-03500751
https://hal.science/hal-03500751

Submitted on 20 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

An MHD spectral theory approach to Jeans’ magnetized
gravitational instability

Jean-Baptiste Durrive, Rony Keppens, Mathieu Langer

To cite this version:
Jean-Baptiste Durrive, Rony Keppens, Mathieu Langer. An MHD spectral theory approach to Jeans’
magnetized gravitational instability. Monthly Notices of the Royal Astronomical Society, 2021, 506
(2), pp.2336-2361. �10.1093/mnras/stab1726�. �hal-03500751�

https://hal.science/hal-03500751
https://hal.archives-ouvertes.fr


MNRAS 506, 2336–2361 (2021) https://doi.org/10.1093/mnras/stab1726
Advance Access publication 2021 June 21

An MHD spectral theory approach to Jeans’ magnetized gravitational
instability

Jean-Baptiste Durrive,1,2,3‹ Rony Keppens3‹ and Mathieu Langer 4
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ABSTRACT
In this paper, we revisit the governing equations for linear magnetohydrodynamic (MHD) waves and instabilities existing within
a magnetized, plane-parallel, self-gravitating slab. Our approach allows for fully non-uniformly magnetized slabs, which deviate
from isothermal conditions, such that the well-known Alfvén and slow continuous spectra enter the description. We generalize
modern MHD textbook treatments, by showing how self-gravity enters the MHD wave equation, beyond the frequently adopted
Cowling approximation. This clarifies how Jeans’ instability generalizes from hydro to MHD conditions without assuming the
usual Jeans’ swindle approach. Our main contribution lies in reformulating the completely general governing wave equations in a
number of mathematically equivalent forms, ranging from a coupled Sturm–Liouville formulation, to a Hamiltonian formulation
linked to coupled harmonic oscillators, up to a convenient matrix differential form. The latter allows us to derive analytically the
eigenfunctions of a magnetized, self-gravitating thin slab. In addition, as an example, we give the exact closed form dispersion
relations for the hydrodynamical p- and Jeans-unstable modes, with the latter demonstrating how the Cowling approximation
modifies due to a proper treatment of self-gravity. The various reformulations of the MHD wave equation open up new avenues
for future MHD spectral studies of instabilities as relevant for cosmic filament formation, which can e.g. use modern formal
solution strategies tailored to solve coupled Sturm–Liouville or harmonic oscillator problems.

Key words: Galaxies: magnetic fields – MHD – methods: analytical.

1 IN T RO D U C T I O N

1.1 Motivations from astrophysics and cosmology

Sheet-like and filamentary structures of matter are ubiquitous in the Universe. For example, they are routinely observed in the interstellar
medium of our Galaxy, in which giant molecular clouds are shaped by the combined action of gravity, supernovae explosions, thermal
instability, cloud–cloud collisions, turbulence, and magnetic fields (Schneider & Elmegreen 1979; Bally et al. 1987; Mizuno et al. 1995;
Hartmann 2002; Myers 2009; Pudritz & Kevlahan 2013; André 2015). Similarly, at cosmological scales, gravity organizes matter into a cosmic
web of voids delineated by cosmological walls and filaments, as demonstrated by numerical simulations (Klypin & Shandarin 1983; Klar &
Mücket 2010). At the nodes of this web lie galaxy clusters, which are supplied with matter, baryonic and dark, flowing along the filaments that
interconnect them. Part of this accretion occurs intermittently (Dekel et al. 2009a; Dekel, Sari & Ceverino 2009b; Kereš et al. 2009; Sánchez
Almeida et al. 2014), suggesting that denser clumps of matter might form not only within galaxy clusters, but also either in the voids, the walls
or the filaments of the cosmic web. While a fraction of these clumps may in fact be numerical artefacts, most of the clumps are believed to
have a true physical origin (Springel 2010; Hobbs et al. 2013; Nelson et al. 2013; Hobbs et al. 2016). Do baryons in cosmological walls and
filaments fragment due to their own gravitational instability, or are these (numerically) observed gas clumps exclusively the product of the
growth of primordial overdensities, as baryons fall into the gravitational potential of collapsed dark matter haloes that they are embedded into?
The general motivation of this paper is to contribute to the study of the fragmentation of magnetized and unmagnetized self-gravitating gas
structures, in order to predict the size and growth rates of formation of clumps from astrophysical to cosmological scales. Such predictions are
essential to better understand star and galaxy formation.

Many different instabilities may in principle give rise to this fragmentation. The thermal, Rayleigh–Taylor, or Kelvin–Helmholtz
instabilities surely play a role, for example in the cosmological context, in the denser environments of massive haloes (e.g. Kereš & Hernquist
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Jeans’ magnetized instability 2337

2009). But another well identified universal actor at play, which is the main focus of the present work, is Jeans’ gravitational instability,
including magnetic fields, given their important dynamical role (Parker 1979; Cox 2005). In the literature, ‘gravitational instability’ may
refer to the convective instability or the Rayleigh–Taylor instability, but here we deliberately choose a closure relation which switches-off
convection, because our focus is on Jeans’ gravitational instability.

1.2 Brief summary on Jeans’ instability analysis

The analysis of Jeans’ instability in astrophysics has a very long history. References of historical importance studying the equilibrium states
of self-gravitating structures include Ledoux (1951) for planar structures, and Ostriker (1964a) for cylinders, and more recently an extremely
detailed study of polytropes has been performed by Horedt (2004). As for the stability of these equilibria, a plethora of studies could be
quoted, such that the following list is by no means exhaustive. Historically, the investigation of gravitational instability was triggered by the
works of Jeans (e.g. Jeans 1928). Later the stability of sheet-like structures has been explored by Ledoux (1951) and extended by Simon
(1965b) numerically. Effects of deviations from isothermality can be found for instance in Goldreich & Lynden-Bell (1965), in which stability
criteria for pressure bounded, uniformly rotating polytropic sheets are obtained. Gradually, more and more ingredients relevant to describing
astrophysical and cosmological environments were taken into account. The effects of an external pressure (e.g. Elmegreen & Elmegreen 1978;
Miyama, Narita & Hayashi 1987a, b; Narita et al. 1988), of uniform and differential rotation (Safronov 1960; Simon 1965a; Narita et al. 1988;
Papaloizou & Savonije 1991; Burkert & Hartmann 2004), of flow (Lacey 1989), of the background expansion of the Universe and the dark
matter component (Umemura 1993; Anninos, Norman & Anninos 1995; Hosokawa et al. 2000), of the possible advent of convective instability
(e.g. Mamatsashvili & Rice 2010; Breysse, Kamionkowski & Benson 2014), of the local expansion (or collapse) of the structure (Inutsuka
& Miyama 1992; Iwasaki, Inutsuka & Tsuribe 2011), of curvature (Chandrasekhar & Fermi 1953; Ostriker 1964b; Sadhukhan, Mondal &
Chakraborty 2016), and, last but not least, of magnetic fields (Strittmatter 1966; Kellman 1972, 1973; Langer 1978; Nakano & Nakamura
1978; Tomisaka & Ikeuchi 1983; Nakano 1988; Hosseinirad et al. 2017). Despite these numerous works, there is still no rigorous and complete
study of the magnetized Jeans’ instability, i.e. a derivation yielding analytically, without simplifying assumptions, the explicit expressions for
eigenvalues and eigenfunctions of the corresponding eigenvalue problem. The two major difficulties to do so are the following.

The first difficulty is that systems including gravity are necessarily stratified. Considering a homogeneous background violates the static
equilibrium Poisson equation, and doing so is known in the literature as Jeans’ swindle. The Universe being statistically homogeneous and
isotropic at its largest scales and is not static, this simplification yields good results in the cosmological context, aside from studies of the
cosmic web, which is obviously a stratified medium. Now, the study of waves and instabilities in stratified media is a very complex topic,
which is still active ongoing research by hydrodynamicists and plasma physicists. The most celebrated example of an important subtlety
arising from inhomogeneity is Landau damping, due to inhomogeneity in velocity space (kinetic description), but a similar damping arises
in the fluid description of magnetohydrodynamics (MHD) in spatially inhomogeneous systems. Mathematically speaking, taking rigorously
into account stratification involves considerations on continuous spectra and generalized eigenfunctions (i.e. distributions) in the framework of
spectral theory. The spectral theory of linear operators has a wide field of applications in physics. It is at the foundation of quantum mechanics
(von Neumann 1955) as well as of MHD (Lifschitz 1989; Goedbloed, Keppens & Poedts 2019), it is useful in astrophysics (Adam 1986a, b;
Winfield 2016) and in Earth seismology (Margerin 2009; Margerin et al. 2009), to name but a few examples.

The second difficulty is that formally the study of gravitational instability is an eigenvalue problem involving an integro-differential
operator (cf. Section 4 below). Physically, this stems from the fact that gravity is a long range force, without negative masses (mass being the
gravitational equivalent of charge in electromagnetism). In Newtonian gravity, there is no screening mechanism, no gravitational equivalent of
a Debye sphere, which could reduce the interaction to a local one effectively. Consequently, the system of equations governing this eigenvalue
problem is of fourth order. In some fields, notably in asteroseismology and in laboratory MHD, the perturbation of the gravitational potential
induces only small effects, and it is a common practice to neglect it. This is called the Cowling approximation (Cox 1980; Unno et al. 1989), and
doing so reduces this fourth-order problem to a second-order one, enabling an approximate analytic treatment. However, this approximation
is not relevant for our purpose, since it precisely discards the term responsible for the Jeans instability.

1.3 Overview of related analytical approaches

Efforts to understand analytically the evolution of perturbations in self-gravitating structures without the Cowling approximation are ongoing.
So far, the analytic dispersion relations for Jean’s instability were derived in special cases only, notably in the incompressible case (Goldreich
& Lynden-Bell 1965; Tassoul 1967), in the thin sheet limit (Tomisaka & Ikeuchi 1985; Wünsch et al. 2010), focusing on marginal stability
only (Oganesyan 1960; Goldreich & Lynden-Bell 1965), or working under simplifying assumptions about the scale of perturbations (Lubow
& Pringle 1993; Clarke 1999). Variational approaches such as in Chandrasekhar (1961), Lynden-Bell & Ostriker (1967), and Raoult &
Pellat (1978) provide general stability criteria but do not give explicit expressions for the eigenvalues. An upper bound on the perturbed
self-gravitational energy associated with the Lagrangian displacement was derived by Keppens & Demaerel (2016), Demaerel & Keppens
(2016), and Durrive & Langer (2019) decomposed, in the planar hydrostatic case, the fourth-order eigenvalue problem into a sequence of
second-order problems that can be solved separately. In addition, the eigenvalue problem related to Jeans’ instability being formally very
similar to the one relevant for stellar oscillations, the following analytical studies are also noteworthy. Since the Cowling approximation is
not accurate for long wavelength oscillations (Cox 1980), it poorly describes the dipolar f-mode in stellar oscillations, and taking advantage
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2338 J.-B. Durrive, R. Keppens, and M. Langer

of the fact that dipolar oscillations have the specific property of yielding a first integral from momentum conservation, Takata (2005, 2006)
reduced his fourth-order system of equations into a second-order one, and was able to analyse adiabatic dipolar oscillations of stars without
making the Cowling approximation. This analysis is restricted to a specific mode, does not consider magnetic fields, and assumes a hydrostatic
equilibrium. Other mathematically oriented stellar physics studies include Beyer (1995b,a) and Beyer & Schmidt (1995) in the framework of
operator theory, and Takata (2012) who suggests a way to give a complete mathematical justification to the conventional classification of stellar
eigenmodes into p-modes, g-modes, and f-modes, adopting an approach from the field of geoseismology based on wedge products. Finally,
Poedts, Hermans & Goossens (1985) use both the technique from Goedbloed (1975) and that from Pao (1975) to derive a reduced eigenvalue
problem focused on continuum modes. They conclude that the perturbation of the gravitational potential has no effect on the continuous
spectrum. However, their study excludes, by construction, discrete modes and in particular Jeans’ instability.

1.4 Aim of this MHD spectral approach

In the present paper, we aim at addressing the two above difficulties and contributing to the challenge of understanding rigorously the
magnetized Jeans’ gravitational instability as follows. Our goal is to reformulate the problem in order to exhibit the fundamental singularities
underlying this problem, given that singularities of differential equations are key to understand dynamics (e.g. Adam 1986c). More precisely,
we will extend the approach of Goedbloed et al. (2019): based on the work of Goedbloed (1971), the modern textbook treatment in Goedbloed
et al. (2019; section 7.3) exhibits the spectrum of a non-uniformly magnetized plasma slab embedded in a uniform gravitational field, making
the Cowling approximation. To do so, they write in Sturm–Liouville form the equation satisfied by the component of the displacement vector
in the direction of the stratification. From this equation, the spectrum may be read: the zeros of the numerator of the coefficient of the highest
order term correspond to the slow and Alfvén genuine singularities (continuous spectra), while the zeros of its denominator correspond to the
slow and fast magneto-acoustic apparent singularities. In addition, the theorem derived by Goedbloed & Sakanaka (1974), which extends the
classical Sturm–Liouville oscillation theorem (relevant for a linear eigenvalue problem) to this non-linear eigenvalue problem, indicates the
monoticity of the discrete parts of the spectrum lying between these continuous ranges of singularities. In the present work, we complement
this study by deriving the MHD wave equation of a self-gravitating slab, taking into account both the equilibrium and the perturbed Poisson
equations.

In the process, we recast the problem into various compact, classical forms, suited to analyse the spectrum and make the solutions explicit.
In particular, we manage to factorize this MHD wave equation. Previous authors did not take advantage of the wave equation formulation.
For instance, Ledoux (1950) and Ledoux & Walraven (1958) say that Pekeris (1938) has been the first to carry out completely the necessary
eliminations and derived a fourth order equation ‘which is too complicated to be reproduced (in their paper)’. Similarly, it is written in
Goldreich & Lynden-Bell (1965) that they derived this equation but they ‘did not find the result very enlightening so (they) shall not repeat it
(in their paper)’. One example in which such an equation is made fully explicit is Elmegreen & Elmegreen (1978). However, it is limited to the
hydrodynamical and isothermal case, and only the equation on the gravitational potential is derived, while we will formulate the equation on
the Lagrangian displacement vector, which is the most fundamental variable since all the other linearized quantities may be directly deduced
from it. In addition, the equation in Elmegreen & Elmegreen (1978) is left unfactorized. Similarly, often this eigenvalue problem is written
as a set of two coupled second-order differential equations (e.g. equations 22–33 of Nagai, Inutsuka & Miyama 1998) or as a 4 × 4 matrix
differential equation (e.g. equations 15–27 of Nakamura, Hanawa & Nakano 1991), but without any particular form, such that it is impossible
to tell from the coefficients which frequencies are the genuine singularities at the heart of the dynamics.

1.5 Paper organization

The paper is organized as follows. First, we present the equilibrium state under consideration (Section 2), and then the MHD equations
linearized about this equilibrium (Section 3). In Section 4, we present the eigenvalue problem, which we then transform into various forms,
from which we discuss its spectral properties and its solutions: (i) a coupled Sturm–Liouville form (obtained through Sections 5, 6, and 7), (ii)
a coupled harmonic oscillator form, including its Hamiltonian form (Section 8), (iii) a first-order matrix differential equation (Section 9), and
(iv) a scalar wave equation (Section 10). In Section 11, we give the expression of the displacement vector and perturbation of the gravitational
potential in terms of the solution of the above matrix differential equation. In that sense, we reduced the challenge of solving the initial problem
to solving a much simpler problem (which we do fully solve in a certain limit). In Section 12, we illustrate through a simple example how we
may obtain explicitly the dispersion relation thanks to the above reformulation, and in particular we give the analytic expression for the mode
corresponding to Jeans’ instability. Finally, we conclude in Section 13, presenting some of the prospects of this work.

2 EQU ILIBR IUM R ELATIONS

Let us consider a magnetized, polytropic, self-gravitating, planar medium in static equilibrium, governed by the following relations. Using
Cartesian coordinates x, y, and z, we choose x as the direction of stratification. Thus, all equilibrium quantities, denoted with subscripts 0,
are functions of x only. The slab contains a magnetic field B0 confined to plane layers perpendicular to the stratified direction x, but whose
components vary along the stratification, namely

B0 = By(x)ey + Bz(x)ez, (1)
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Jeans’ magnetized instability 2339

where we denote by ex , ey , and ez the unit vectors in the x, y, and z directions. As in Goedbloed et al. (2019), throughout this paper, we make
use of units where vacuum permeability μ0 is unity. To restore mks units, one should make the substitutions B → B/

√
μ0 and j → √

μ0 j
in the formulae. Thus, the equilibrium currents are given by j0 = ∇ × B0 = −B ′

zey + B ′
y ez. These currents remain along magnetic surfaces

(the (y, z) planes at a given height x), and since they are in general not aligned with B0, there exists a non-vanishing Lorentz force

j0 × B0 = −∇ ( 1
2 B2

0

)
, (2)

where B2
0 = B2

y + B2
z . However, there is no magnetic curvature term in this configuration. The slab is self-gravitating, meaning that the

equilibrium gravitational acceleration g0 satisfies the Poisson equation

∇ · g0 = −4πGρ0, (3)

where ρ0 is the equilibrium density field and G is Newton’s gravitational constant. This equation introduces the parameter

ω2
0 ≡ 4πGρ0(x), (4)

which corresponds physically to the local (due to its x-dependence) free-fall time-scale. This time-scale is the fundamental new ingredient as
compared to the textbook treatment in Goedbloed et al. (2019). The Lorentz and gravitational forces are in competition with gradients of the
pressure p0, such that the equilibrium force balance reads

− ∇p0 + j0 × B0 + ρ0 g0 = 0. (5)

Now, given the planar geometry, we may write

g0 = g0(x)ex, (6)

so that Poisson’s equation (3) reduces to

g′
0 = −ω2

0, (7)

and using (2), the force balance (5) reduces to(
p0 + 1

2 B2
0

)′ = ρ0g0. (8)

Throughout this work we consider a polytropic equation of state

p0 = κρ
γ

0 , (9)

where γ is called the polytropic exponent and κ is a constant that depends on the specific entropy. The isothermal equation of state corresponds
to γ = 1, in which case κ reduces to the speed of sound squared. Finally, two local (due to their x-dependence) speeds appear in this problem:
the speed of sound

c(x) ≡
√

γ
p0

ρ0
, (10)

and the Alfvén speed

b(x) ≡ B0√
ρ0

, (11)

associated with the propagation of purely magnetic waves called Alfvén waves, which are in essence vectorial since B0 is a vector, but given
the planar stratification considered, only the above scalar Alfvén speed appears here.

3 PE RT U R BAT I O N EQUAT I O N S

The ideal MHD equations describing the dynamics of a self-gravitating magnetized fluid are

∂tρ + ∇ · (ρv) = 0,

ρ(∂tv + v · ∇v) = −∇p + j × B + ρg,

j = ∇ × B,

∂t B = ∇ × (v × B),

∇ · g = −4πGρ, (12)

corresponding respectively to mass conservation, the momentum equation (with pressure gradients, Lorentz’s force, and the gravitational
force), Ampère’s law, the induction equation (Faraday’s law with Ohm’s law in the infinite electric conductivity limit), and Poisson’s equation.
To analyse waves and instabilities in self-gravitating magnetized fluids, we linearize these equations around the equilibrium state detailed in
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2340 J.-B. Durrive, R. Keppens, and M. Langer

Section 2. Following the usual procedure, for each quantity Q = (ρ, v, B, j , g), we write Q = Q0 + Q1 where subscripts 0 and 1 indicate
equilibrium and perturbed quantities respectively, assuming |Q1| � |Q0|. Doing so, mass conservation and the momentum equation read

∂tρ1 + ∇ · (ρ0v1) = 0, (13)

and

ρ0∂tv1 = −∇p1 + j1 × B0 + j0 × B1 + ρ1 g0 + ηρ0 g1, (14)

where ρ1, v1, j1, B1, and g1 are respectively the perturbations of mass density, velocity, current density, magnetic field, and gravitational
acceleration. Physically, the terms in the right-hand side of (14) correspond to the forces applied on volume elements, and are modelled as
follows. Note that we linearize about a static equilibrium where v0 = 0, such that the linearization of (12) involves (13).

3.1 Gradient of pressure

The above set of fluid equations requires a closure relation, constraining p1. Let us consider that the time-scales of the perturbations – the
oscillation period if stable and growth time-scale if unstable – are sufficiently short so that no heat is exchanged between neighbouring fluid
elements. Then the evolution of the perturbations may be considered as adiabatic and, from thermodynamical considerations, it can be shown
(cf. Thompson (2006) for example) that the equation expressing the absence of heat exchange δQ = 0 becomes the following relation between
the Lagrangian variation of pressure δp and the Lagrangian variation of density δρ:

δp

p0
= γad

δρ

ρ0
, (15)

where, in general, the constant γ ad is different from the polytropic exponent γ from the polytropic equation of state (9) of the equilibrium. Let
us rewrite equation (15) in the Eulerian variables ρ1 and p1 rather than in Lagrangian variables. The link between the two descriptions is given
by

δρ = ρ1 + ξ · ∇ρ0,

δp = p1 + ξ · ∇p0. (16)

where ξ is the Lagrangian displacement vector, which is related to the Eulerian velocity perturbation by v1 = ∂tξ , because we start from a
static equilibrium (v0 = 0). Defining the adiabatic speed of sound

cad ≡
√

γad
p0

ρ0
, (17)

which is different from the speed c defined in (10) in the equilibrium state because γ ad �= γ in general, expression (15) may be rewritten (cf.
Cox (1980) for example)

p1 = c2
adρ1 + γad p0 ξ · A, (18)

where

A ≡ ∇ρ0

ρ0
− ∇p0

γad p0
=
(

1 − γ

γad

) ∇ρ0

ρ0
. (19)

This vector is a well known quantity in stellar physics, and is linked to the Brunt–Väisälä frequency N by the relation N2 ≡ −Ag0. This frequency
gives the time-scale associated with buoyancy (frequency of oscillations or growth rate of convective instability). The second equality in (19)
is valid in the case of a polytrope of exponent γ , as (9), and indicates that stability depends on the ordering between γ and γ ad, according
to the so-called Schwarzschild criterion: convective instability occurs when γ > γ ad, while the system stably oscillates (g-modes in stars)
when γ < γ ad. In the literature, the expression ‘gravitational instability’ is sometimes ambiguous because it may refer to Jeans instability,
Rayleigh–Taylor instability or convective instability. Here, our focus is on Jeans’ gravitational instability, and therefore, to keep the equations
as transparent as possible, we will not take buoyancy into account by considering a convectively neutral medium, i.e. we take γ ad = γ . In this
case, (18) becomes

p1 = c2ρ1, (20)

where c is the equilibrium speed of sound (10). Relation (20) is our closure relation. Note that, since we are considering a polytrope, this is
equivalent to the relation used in Goedbloed et al. (2019)

p1 = −ξ · ∇p0 − γp0∇ · ξ , (21)

obtained by linearizing the adiabatic energy equation.
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Jeans’ magnetized instability 2341

3.2 Lorentz force

The perturbed current density j1 is given by the linearized Ampère law

j1 = ∇ × B1, (22)

where the magnetic field perturbation B1 satisfies the linearized induction equation

∂t B1 = ∇ × (v1 × B0) . (23)

3.3 Gravity

The perturbation of the gravitational acceleration g1 satisfies the linearized Poisson equation

∇ · g1 = −4πGρ1. (24)

Note that the gravitational acceleration g1 is a vectorial quantity while the above Poisson equation is only a scalar relation, so that it is not
constraining enough to define g1 fully. To keep the same amount of information as in Poisson’s equation �φ1 = 4πGρ1 for the gravitational
potential φ1, we must add the constraint

∇ × g1 = 0, (25)

which stems from the fact that the gravitational acceleration is a gradient (g1 = −∇φ1). The vector relation (25) seems to introduce three
constraints, i.e. one more than needed, but in fact one of them is redundant with the others, so that (25) does fix coherently the two degrees of
freedom left in (24) to define g1 fully. A crucial feature of the linearized Poisson equation (24) is that it does not give g1 explicitly, but it only
fixes its divergence. This information may be recast in integral form, omitting surface terms, as

g1 = −G

∫
ρ1(r ′)

r − r ′

|r − r ′|3 d3r ′, (26)

which exhibits the non-local nature of gravity, with important consequences detailed in the next section. In the momentum equation (14),
the two last terms are due to gravity, but they act in two different ways. Hereafter, we will call the first gravity term, ρ1 g0, the ‘Cowling
term’ and the other one the ‘Jeans term’. The Jeans term is the additional term that we consider compared to Goedbloed et al. (2019). The
customary way to write this term is ρ0 g1 but we introduce in front of it a parameter η that we call the ‘gravitational dilution factor’ following
Christensen-Dalsgaard & Gough (2001) who also introduced it. This parameter will help us keep track of the impact of this additional term
throughout our calculations, and will facilitate comparisons between our results and the literature. Indeed, setting

η = 0, (27)

is known in the literature as the ‘Cowling approximation’. It is always relevant in laboratory MHD and is often appropriate in asteroseismology
(Cox (1980), Smeyers & Van Hoolst (2010) for example). The Cowling term encodes the effect of the unperturbed gravitational field on the
density perturbations, which may give rise to the Rayleigh–Taylor instability and to convection when buoyancy is included. On the contrary,
setting

η = 1, (28)

corresponds to the full description of gravity, in which case the Jeans term reads ρ0 g1 as it should. The Jeans term is the term which may give
rise to the Jeans gravitational instability, and gravitational fragmentation. It is therefore essential in the context of star formation and galaxy
formation. The counterpart of the Cowling approximation is called the ‘Jeans swindle’. It consists in considering a homogeneous equilibrium
density ρ0, so that the Cowling term is absent. Naturally, this assumption has the advantage of immensely simplifying the problem since
one may then simply consider plane waves in all directions. Now, although drastic, this simplification provides good predictions in some
cases, notably at the largest cosmological scales at which the Universe is indeed homogeneous and isotropic, statistically speaking, and the
background is not static. However, taking a uniform ρ0 violates the static equilibrium Poisson equation, and this ‘swindle’ is not enough
to make correct predictions in many contexts, since in general the density stratification does play an important dynamical role. Therefore,
the purpose of our work is to analyse the above linearized MHD equations taking gravity fully into account, i.e. without making neither
the Cowling approximation nor the Jeans swindle, and track all waves and instabilities, particularly the Jeans instability, in self-gravitating
stratified magnetized media.

4 E I G E N VA L U E PRO B L E M I N V E C TO R F O R M

Let us now formulate the above linearized MHD equations as an eigenvalue problem. The equilibrium being static, the Eulerian velocity
perturbation v1 and the Lagrangian displacement vector ξ are simply related by v1 = ∂tξ . Also, since the equilibrium quantities do not depend
on time (the case of a time-dependent background with self-gravity was analysed in Keppens & Demaerel (2016)), we may consider solutions
in the form of normal modes

ξ (t, x) = ξ̂ (x)e−iωt . (29)
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2342 J.-B. Durrive, R. Keppens, and M. Langer

For convenience, we will drop the hat in the ξ̂ notation from now on. Then the linearized momentum equation (14) becomes the vector
eigenvalue problem (of eigenparameter ω2 and eigenfunction ξ )

− ω2ρ0ξ = F (ξ ) , (30)

where F is an operator acting on ξ , called the ‘force operator’, with

F(ξ ) = −∇p1 + j1 × B0 + j0 × B1 + ρ1 g0 + ηρ0 g1. (31)

For a thorough presentation of this operator, in full generality, see Goedbloed et al. (2019) and Keppens & Demaerel (2016). A key feature is
that the operator ρ−1 F is self-adjoint,1 which guarantees that we only have waves (ω2 > 0) or instabilities (ω2 < 0) and all instabilities must
go through the marginal frequency (ω2 = 0).

The variables ρ1, p1, B1, j1, and g1 in (31) are seen as operators acting on ξ , with the following expressions. The linearized mass
conservation gives the density perturbation

ρ1 = −∇ · (ρ0ξ ) , (32)

our choice of closure relation (20) gives the pressure perturbation

p1 = −c2∇ · (ρ0ξ ) , (33)

the induction equation gives the magnetic field perturbation

B1 = ∇ × (ξ × B0) , (34)

Ampère’s law gives the current density perturbation

j1 = ∇ × (∇ × (ξ × B0)) , (35)

and finally, the integral form of Poisson’s equation (26) gives the gravitational acceleration perturbation

g1 = G

∫
∇ · (ρ0ξ )

r − r ′

|r − r ′|3 d3r ′ . (36)

Expression (36) reveals the fundamental feature introduced by the Jeans term: in the Cowling approximation the force operator is differential,
while here we have to deal with an integro-differential operator. Now, following Goedbloed et al. (2019), our aim is to derive the scalar wave
equation, i.e. the scalar equation satisfied by the component of ξ in the direction of the stratification. As we will see, because of this integral
part in the vector eigenvalue equation (30), we will end up with a differential equation of the fourth order, while it is of the second order
in Goedbloed et al. (2019). Therefore, the Cowling approximation reduces the order of the wave equation, and this eliminates potentially
important information: (i) two linearly independent fundamental solutions out of four are discarded, (ii) two boundary conditions out of four
are neglected, and (iii) the coefficient in front of the highest order term of the wave equation, which is the key feature to determine the spectrum
as demonstrated by Goedbloed et al. (2019), is to be re-examined, since already the order itself of this highest order term is modified. For
example, a singularity in the Cowling approximation may not be a singularity in the full wave equation. The purpose of the gravitational
dilution factor η that we introduced in the force operator is precisely to assess the impact of the Cowling approximation on the wave equation.
Finally, one may argue that we lost some generality because we neglected surface terms in expression (36) of g1. However, in the following
we do not use (36): we listed this expression to highlight how different the Jeans term is compared to the other terms in the force operator.
Instead of using (36), in the following derivation, we incorporate g1 exclusively through the differential expressions (24) and (25), so that our
results do not depend on a particular choice of boundary conditions (except at the very end, in Section 12, where we add boundary conditions
explicitly).

5 FIE LD LINE PRO JECTION

In order to facilitate the derivation of the scalar wave equation, let us introduce a couple of definitions. Thanks to the translation invariance in
the (y, z) plane of the equilibrium state, we Fourier transform in the y and z directions, and can consider, without loss of generality,

ξ = [ξx(x) ex + ξy(x) ey + ξz(x) ez

]
ei(kyy+kzz). (37)

Similarly we put2

g1 = [g1x(x)ex + g1y(x)ey + g1z(x)ez

]
ei(kyy+kzz). (38)

1At least under appropriate boundary conditions. Indeed, as shown for instance in Goedbloed et al. (2019) and Keppens & Demaerel (2016), demonstrating the
self-adjointness of the force operator (and not only its symmetry) involves integrations by parts (the integrals stemming from the definition of the inner product)
which introduce surface integrals. For self-adjointness to hold, the latter are required to vanish, which is possible under appropriate boundary or symmetry
conditions, assumed to be adopted here. However, the derivation presented in our paper is independent of this fact, since boundary conditions come into play
only at the very end, as in the example of Section 12.
2Given (36), we take the same time dependence as ξ in (29). Also, to be precise, we follow the same steps as with ξ , namely we set g1(t, x) = ĝ1(x)e−iωt , with
ĝ1(x) given by (38), but for convenience we get rid of the hat on ĝ1.
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Jeans’ magnetized instability 2343

In addition, we work in the field line projection, i.e. we define the field line triad

ex ≡ ∇x,

e⊥ ≡ B0/B0 × ex = (Bzey − By ez)/B0,

e‖ ≡ B0/B0 = (By ey + Bzez)/B0,

(39)

such that the gradient operator reads

∇ = ex∂x + ie⊥(x)k⊥ + ie‖(x)k‖, (40)

where k⊥ and k� represent the perpendicular and parallel derivatives

k⊥(x) ≡ −ie⊥ · ∇ = (kyBz − kzBy)/B0,

k‖(x) ≡ −ie‖ · ∇ = (kyBy + kzBz)/B0,
(41)

where we used the substitutions ∂y → iky and ∂z → ikz for the invariant directions. The functions k⊥ and k� may be considered as the wave
vectors in the perpendicular and parallel directions, respectively. They are x-dependent but the resulting horizontal wave vector k0 is not:

k0 ≡
√

k2
⊥ + k2

‖ =
√

k2
y + k2

z = constant. (42)

In this projection we have

ξ = ( ξ ex − iξ⊥ e⊥ − iξ‖ e‖
)
ei(kyy+kzz),

g1 = (gx ex − ig⊥ e⊥ − ig‖ e‖
)
ei(kyy+kzz), (43)

where the components are defined as⎛⎜⎜⎝
ξ

ξ⊥

ξ‖

⎞⎟⎟⎠ ≡

⎛⎜⎜⎝
ξx

ie⊥ · ξ

ie‖ · ξ

⎞⎟⎟⎠ =

⎛⎜⎜⎝
ξx

i(Bzξy − Byξz)/B0

i(Byξy + Bzξz)/B0

⎞⎟⎟⎠ , (44)

and⎛⎜⎜⎝
gx

g⊥

g‖

⎞⎟⎟⎠ ≡

⎛⎜⎜⎝
g1x

ie⊥ · g1

ie‖ · g1

⎞⎟⎟⎠ =

⎛⎜⎜⎝
g1x

i(Bzg1y − Byg1z)/B0

i(Byg1y + Bzg1z)/B0

⎞⎟⎟⎠ . (45)

As in Goedbloed et al. (2019), we have inserted factors i because this turns out to lead to a representation where ξ , ξ⊥ and ξ � may be assumed
to be real.

6 MATR I X O P E R ATO R FO R M

Let us write the spectral equation (30) in the field line projection (43). This step only consists in straightforward but rather tedious calculations.
Ultimately, because of our additional term g1 in the force operator, we obtain a generalization of the matrix representation of the spectral
equation (7.78) of Goedbloed et al. (2019), namely

F · X + ηρ0Y = −ρ0ω
2X, (46)

where

X ≡ (ξ, ξ⊥, ξ‖)T, Y ≡ (gx, g⊥, g‖)T, (47)

and

F ≡

⎛⎜⎜⎝
d

dx
ρ0(c2+b2) d

dx
− k2

‖ρ0b
2 + ρ0g

′
0

d
dx

k⊥ρ0(c2+b2) − k⊥ρ0g0
d

dx
ρ0c

2k‖ − k‖ρ0g0

−k⊥ρ0(c2+b2) d
dx

− k⊥ρ0g0 −k2
⊥ρ0(c2+b2) − k2

‖ρ0b
2 −k‖k⊥ρ0c

2

−k‖ρ0c
2 d

dx
− k‖ρ0g0 −k‖k⊥ρ0c

2 −k2
‖ρ0c

2

⎞⎟⎟⎠ , (48)

where we have used the equilibrium force balance (8) to simplify the expression. Our expression of F differs from (7.78) of Goedbloed et al.
(2019) in two ways: we have a sign difference in front of g0 and we have an additional term ρ0g

′
0 in the first row. The first difference is simply

a matter of convention, as we defined g0 ≡ g0ex while they introduce a negative sign in this definition, and the second difference comes from
the fact that in (7.78) of Goedbloed et al. (2019), the gravitational acceleration is assumed to be a constant while here, since we consider a
self-gravitating slab, it is a function of x. Besides these differences, when setting η = 0 in (46), we recover (7.78) of Goedbloed et al. (2019),
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2344 J.-B. Durrive, R. Keppens, and M. Langer

as we should. Equation (46) can also be viewed as the planar version of (13.80) of Goedbloed et al. (2019; in which g0 depends on the radial
coordinate, see also Keppens, Casse & Goedbloed 2002) where we added self-gravity.

The representation (46) involves the six variables (ξ , ξ⊥, ξ �, gx, g⊥, g�). Let us now reduce this description to four variables, using the
constraints satisfied by g1. First, in the field line projection the constraint (25), which states that g1 derives from a potential, reads

g‖ = k‖
k⊥

g⊥,

gx = −
(

k⊥g⊥ + k‖g‖
k2

0

)′
. (49)

This second relation suggests to define the variable

G ≡ k⊥g⊥ + k‖g‖
k2

0

. (50)

It is not surprising that a variable of this form turns out to be convenient for the present problem, because the equilibrium state is invariant
in the plane perpendicular to the stratification direction x (cf. the form (40) of the gradient operator). Secondly, in the above variables and
projection, the Poisson equation (24) for the perturbed quantities becomes

G′′ − k2
0G = −(ω2

0ξ )′ − ω2
0(k⊥ξ⊥ + k‖ξ‖). (51)

Therefore, our eigenvalue problem (30) can be put into the second-order 4 × 4 matrix operator form⎛⎜⎜⎜⎜⎜⎝
d2

dx2 − k2
0

d
dx

ω2
0 ω2

0k⊥ ω2
0k‖

−ηρ0
d

dx
ρ0ω

2 + F11 F12 F13

ηρ0k⊥ F21 ρ0ω
2 + F22 F23

ηρ0k‖ F31 F32 ρ0ω
2 + F33

⎞⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎝
G

ξ

ξ⊥

ξ‖

⎞⎟⎟⎟⎟⎟⎠ = 0, (52)

where we denote by Fij the coefficients of matrix F given by (48). To derive this, we have also used the first relation of (49) which, with (50),
gives

g⊥ = k⊥G, and g‖ = k‖G. (53)

The first line of (52) corresponds to the linearized Poisson equation and the three others to the linearized momentum equation (30). In (52),
the eigenparameter ω, which is to be determined, appears only in the bottom 3 × 3 submatrix. Moreover, since the Fij ’s do not contain any
ω, we can see that the eigenparameter appears exclusively squared. This means that there are six waves to be found in this description, which
appear as three pairs of forward-backward modes (this forward-backward symmetry comes from the fact that the equilibrium is static, as it is
broken by equilibrium flows). They relate to the slow, Alfvén, and fast magneto-acoustic mode pairs. Finally, we can see that setting η = 0
decouples this 4 × 4 system into the 3 × 3 system containing matrix F, plus an additional equation which then looses its physical meaning of
Poisson’s equation since the Cowling approximation (η = 0) is not a rigorous, physically based, approximation.

7 C O U P LED STURM–LIOUVILLE FORM

To further explore the dynamics, let us rewrite the two first lines of (52) as⎛⎝ d2

dx2 − k2
0

d
dx

ω2
0

−ηρ0
d

dx
ρ0ω

2 + F11

⎞⎠(G

ξ

)
+
⎛⎝ω2

0k⊥ ω2
0k‖

F12 F13

⎞⎠(ξ⊥

ξ‖

)
= 0, (54)

and its two last lines as⎛⎝ηρ0k⊥ F21

ηρ0k‖ F31

⎞⎠(G

ξ

)
+
⎛⎝ρ0ω

2 + F22 F23

F32 ρ0ω
2 + F33

⎞⎠(ξ⊥

ξ‖

)
= 0. (55)

In the following calculations, to easily keep track of the order of the derivatives, it is convenient to notice that each Fij is an operator of order
equal to the number of its indices equal to one: for example F21 is a first-order operator (the notation F21 contains a single index 1), while F11

is of second order. This simple rule highlights the important fact that the coefficients in the second matrix in (55) are algebraic. As a result, we
can easily express ξ⊥ and ξ � in terms of ξ and G by simply inverting this 2 × 2 matrix. Hence(

ξ⊥

ξ‖

)
= − 1

ρ2
0D

⎛⎝ρ0ω
2 + F33 −F23

−F32 ρ0ω
2 + F22

⎞⎠⎛⎝ηρ0k⊥ F21

ηρ0k‖ F31

⎞⎠(G

ξ

)
, (56)

where inverting the matrix introduces the determinant D ≡ (ω2 + F22/ρ0)(ω2 + F33/ρ0) − F23F32/ρ
2
0 , which explicitly reads

D = ω4 − k2
0(b2 + c2)ω2 + k2

0k
2
‖b

2c2. (57)
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Defining the slow- and fast-turning point frequencies

ω2
s0 ≡ 1

2
k2

0(b2 + c2)

⎡⎣1 −
√

1 − 4k2
‖b2c2

k2
0(b2 + c2)2

⎤⎦ ,

ω2
f 0 ≡ 1

2
k2

0(b2 + c2)

⎡⎣1 +
√

1 − 4k2
‖b2c2

k2
0(b2 + c2)2

⎤⎦ , (58)

this is more conveniently written

D = (ω2 − ω2
s0)(ω2 − ω2

f 0). (59)

Then injecting (56) into (54), we get a second-order system coupling ξ and G. Making explicit the coefficients, with the definition (48) of F
and (57) of D, gives

G′′ − k2
0

(
1 + η

ω2
�

ω2

)
G + ω2

�

(
ξ ′ + k�ξ

) = 0, (60a)

η

4πG

[(
ω2

�G
)′ − ω2

�k�G
]

− (Pξ ′)′ − Qξ = 0, (60b)

where

P ≡ N/D,

N ≡ ρ0

(
b2 + c2

) (
ω2 − ω2

A

) (
ω2 − ω2

S

)
,

Q ≡ ρ0

(
ω2 − k2

‖b
2
)+ ρ ′

0g0 − k2
0ρ0g

2
0

(
ω2 − k2

‖b
2
)
/D − [ρ0g0ω

2
(
ω2 − k2

‖b
2
)
/D
]′

, (61)

with the Alfvén and slow continuum frequencies

ω2
A ≡ k2

‖b
2,

ω2
S ≡ k2

‖
b2c2

b2 + c2
. (62)

The above notations correspond3 to that of Goedbloed et al. (2019), but here we, in addition, introduce the squared pulsation and the
wavenumber

ω2
� ≡ ω2ω2

0

(
ω2 − ω2

A

)
D

, (63a)

k� ≡
(
ω2

0

)′
ω2

�

+ k2
0g0

ω2
, (63b)

which explicitly read

ω2
� = ω2ω2

0

(
ω2 − ω2

A

)(
ω2 − ω2

s0

) (
ω2 − ω2

f 0

) , (64a)

k� = 1

ω2

[(
ω2

0

)′
ω2

0

(
ω2 − ω2

s0

) (
ω2 − ω2

f 0

)(
ω2 − ω2

A

) + k2
0g0

]
. (64b)

In essence, (60a) corresponds to the linearized Poisson equation, and (60b) comes from the momentum equation. It is therefore natural that
taking η = 0 in (60) the two equations decouple, since in the Cowling approximation the perturbed Poisson equation becomes irrelevant.

Let us comment further on this system in the Cowling approximation. When η = 0 relation (60b) becomes

(Pξ ′)′ + Qξ = 0, (65)

i.e. we recover, as we should, the wave equation derived by Goedbloed et al. (2019). Now, Goedbloed et al. (2019) analyse (65) as follows.
First, the force operator (31) being self-adjoint, the eigenvalue ω2 must be a real number. In terms of ω, the spectrum thus lies on either the
real frequency axis, or the imaginary frequency axis, rather than spanning the full complex plane. Secondly, (65) is a singular differential
equation in two different ways: for a given frequency ω2, there may be positions x0 at which (i) P vanishes, i.e. such that N(x0; ω2) = 0,
and (ii) P diverges, i.e. such that D(x0; ω2) = 0. As detailed in Goedbloed et al. (2019), the N = 0 singularities give rise to non-square
integrable solutions associated with continuous spectra, while the D = 0 singularities, which seem genuine, are in fact only apparent. Indeed,
it turns out that the coefficients (61) of the equation (65) satisfy a special relation which makes the solutions remain finite when D → 0, i.e.
as ω2 approaches ω2

f 0 or ω2
s0. Hence, the ranges of frequencies corresponding to N = 0, namely {ω2

A} and {ω2
S}, are called continua, while

3Except that, we use opposite sign conventions for Q and g0, and our g0 is not assumed to be constant.
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the ranges corresponding to D = 0, namely {ω2
f 0} and {ω2

s0}, are not part of the spectrum, and are called ranges of cutoff or turning point
frequencies. Thirdly, a theorem, demonstrated by Goedbloed & Sakanaka (1974), completes this picture of the structure of the spectrum.
To understand its result, let us recall the classical Sturm–Liouville oscillation theorem: in an eigenvalue problem governed by an equation
of the form (65) but where P is independent of the eigenvalue and Q depends only linearly on the eigenvalue (and under specific boundary
conditions), this theorem states that the larger the eigenvalue, the faster the eigenfunction oscillates, i.e. the more nodes it possesses. Such a
behaviour is called Sturmian. Conversely, in problems where the eigenfunction oscillates more slowly for larger eigenvalues, the behaviour
is called anti-Sturmian. Now in (65), the eigenparameter ω2 appears non-linearly in P and in Q, so that the ideal MHD eigenvalue problem
is often referred to as a non-linear Sturm–Liouville problem. Goedbloed & Sakanaka (1974) have generalized Sturm’s oscillation theorem
for this MHD wave equation (65). The result is that outside the ranges {ω2

A}, {ω2
S}, {ω2

f 0}, and {ω2
s0}, the spectrum is discrete with Sturmian

behaviour for P > 0 and anti-Sturmian behaviour for P < 0. Therefore, the monoticity of the discrete spectrum changes every time ω2 crosses
one of the four aforementioned ranges. For completeness, let us mention that a fast magneto-sonic point spectrum accumulates at infinity.
Another important property, which is demonstrated under specific boundary conditions in Goedbloed et al. (2019), is that the eigenfunctions
of the discrete spectrum form an orthogonal set.

All these results belong to the wide field of spectral theory in mathematics, and in the context of laboratory plasma experiments like
tokamaks, this approach gave rise to MHD spectroscopy. Our aim is to find out how these results generalize once self-gravity is fully taken into
account. To this end, the first step we suggest is to rewrite the system (60) into a classical form, which we link to the mathematical literature
on fourth-order differential systems. Indeed, while (65) has the well-known Sturm–Liouville form, (60) does not exhibit any particular form.
However, in Appendix A, we show that making the change of variable

χ ≡
√

η

4πG

[
G′

ω2
�

+
(

ω2′
�

ω2
�

− k�

)
G

ω2
�

+ ξ

]
, (66)

yields, from (60), the following Coupled Sturm–Liouville system(
P1ξ

′)′ + Q1 ξ =
√

η

4πG
ω4

� χ, (67a)

(
P2χ

′)′ + Q2 χ =
√

η

4πG
ω4

� ξ, (67b)

where

P1 = P ,

Q1 = Q + η

4πG
ω4

�, (68)

and

P2 = ω4
�

2 ω2′
�

ω2
�

(
ω2′

�

ω2
�

− k�

)
− ω2′′

�

ω2
�

+ k2
� + k′

� − k2
0

(
1 + η

ω2
�

ω2

) ,
Q2 = (k�P2)′ − k2

�P2 + ω4
� . (69)

This is a rigorous mathematical result, and also represents an important improvement on previous derivations on self-gravitating, magnetized
plane-parallel configurations. The first line of (67) corresponds in essence to the momentum equation and the second line to Poisson’s equation.
Interestingly, the form (67) is symmetric, in the sense that a single coupling parameter enters both equations, namely

√
η/4πG ω4

� . The fact
that this parameter is proportional to ω2

0 is natural, because it means that in systems such as stars and laboratory plasmas in which the free-fall
time-scale is long, i.e. ω2

0 is small, the coupling is small. In this case, we thus have that while η = 1 (i.e. without the Cowling approximation),
the coupling

√
η/4πG ω4

� → 0, but this behaviour is reproduced if we simply take η → 0, i.e. if we make the Cowling approximation. In
other words, the dependency in ω2

0 of the coupling term in (67) is consistent with the fact that the Cowling approximation does satisfactorily
approximate the evolution of oscillations in systems such as stars and laboratory plasmas.

Having obtained (67), a natural next step would be to take advantage of the literature on systems of differential equations and higher
order Sturm–Liouville problems. Chuan (1982, 1988, and 1992) could be a starting point, as well as Pryce (1994) on vector Sturm–Liouville
problems. Another mathematical method that could be useful is the classical Infeld–Hull factorization method (Infeld & Hull 1951) generalized
by Humi (1986) to coupled systems of second-order differential equations. Analysing (67) by means of ladder (creation/annihilation) operators
seems natural given the formal analogy with quantum mechanics, in which coupled Sturm–Liouville forms arise frequently. For instance,
Landau & Lifshitz (1981) obtain a set of equations similar to (67), yet much simpler, when analysing a hydrogen atom in an electric field. In
the same spirit, a formal analogy with quantum mechanical harmonic oscillators will be pointed out in the next section.

Another essential feature to scrutinize are the possible existence of singularities of the coupled ordinary differential equation form (67).
Expressions (69) are a compact way of writing these coefficients down, but in order to identify the singularities of this system, we should, as
done for P1, write P2 as a ratio of polynomials in ω2. Making explicit ω2

� and k� from their definitions (64), we get that it is a ratio of two
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polynomials of order 8 in ω2, namely

P2 = N2

D2
, (70)

where the numerator contains only the Alfvén singularity and simply reads

N2 = ω8ω8
0

(
ω2 − ω2

A

)4
, (71)

while the denominator is far more involved, as it may be written as

D2 = D p6(ω2), (72)

where the factor D from (59) returns, and p6 is a sixth-order polynomial with lengthy coefficients, which are straightforward to obtain from
(69) but that are not worth showing explicitly for our purpose here.

Let us review the number of waves that we expect. Compared to the Cowling case, the number of ∂ t terms in the governing partial
differential equations is the same, so the number of waves also. In fact, we have seven time derivatives, and one constraint due to ∇ · B = 0.
Hence, there are six waves. We eliminated the entropy one when stating relation (20). The Poisson equation does not add a constraint in that
sense, and does not add waves because it is the elliptic limit from the hyperbolic General relativistic case.

Let us now investigate what the highest order term of the wave equation should look like. From (67), it is straigthforward to derive the
final fourth-order scalar equation,4 by simply injecting the expression of χ from (67a) into (67b). Doing so, it immediately appears that the
coefficient of the highest order term is proportional to P1P2/ω

4
� , which is itself proportional to (i.e. discarding quantities independent of the

eigenvalue ω2)

ω4
(
ω2 − ω2

A

)3 (
ω2 − ω2

S

)
p6(ω2)

. (73)

Thus, the slow and Alfvén singularities appear in the numerator of the highest order term, as they did in the second-order differential equation
(65) of the Cowling case. This strongly suggests that the slow and Alfvén singularities remain intact as genuine continua, as in the Cowling
case. In other words, they are unaltered by the perturbation of the gravitational field, as claimed in Poedts et al. (1985).

Now, let us focus on the denominator of (73). In the Cowling case (65), D was in the denominator of the highest order term, so by analogy,
it seems that the polynomial p6(ω2) plays the role of D once the Jeans term is added. It is thus likely that the roots of p6(ω2) are only apparent.
Studying the discriminant of this polynomial, it appears that often some, if not all, of its roots are not real. And since we know that ω2 is real,
by self-adjointess, these roots do not belong to the spectrum. Finally, for illustration, let us consider the hydrodynamical limit. In this case,
the polynomial has the very simple form p6(X) = (a1X + a0)X5 where a1 = −k2

0ρ
2
0 and a0 = k2

0ρ
2
0 (c2k2

0 − (c2)′′ − ηω2
0), such that, using the

hydrodynamical equilibrium (8) which now reads g0 = c2ρ ′
0/ρ0, we have

ω2
� = ω2ω2

0

ω2 − ω2
f 0

, (74a)

k� = ρ ′
0

ρ0
, (74b)

P1 = ρ0c
2ω2

ω2 − ω2
f 0

, (74c)

P2 = − ω4ω4
0

k2
0

(
ω2 − ω2

f 0

) (
ω2 − ω2

G

) , (74d)

where the fast turning point frequency reduces to ω2
f 0(x) = c2(x)k2

0 , and

ω2
G(x) ≡ c2k2

0 − (c2)′′ − ηω2
0(x). (75)

As above, we can easily derive the expression for the coefficient of the highest order term of the wave equation satisfied by ξ . Up to a factor
independent of ω2 it reads

ω2

ω2 − ω2
G

, (76)

while in the Cowling case, the coefficient of the highest order term of the (second order) wave equation reads, up to a factor independent of
ω2,

ω2

ω2 − ω2
f 0

. (77)

From this observation, we are led to conclude that the range of frequencies {ω2
G} generalizes {ω2

f 0} of the Cowling case. In fact, this idea was
already suggested in Durrive (2017), who analysed this hydrodynamical case, except that now we have a magnetized version of this conclusion:

4See Section 10 for a full expression of the scalar wave equation.
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2348 J.-B. Durrive, R. Keppens, and M. Langer

from (73), we conjecture that the roots of p6(ω2) generalize the apparent singularities found in the turning point frequency ranges {ω2
s0} and

{ω2
f 0} of the Cowling case.

8 C O U P L E D H A R M O N I C O S C I L L ATO R FO R M

As a mathematically equivalent form, we can also transfrom the coupled Sturm–Liouville set into a set of equations expressing two coupled
harmonic oscillators. Putting

χ1 ≡
√

|P1|ξ,

χ2 ≡
√

|P2|χ, (78)

we may rewrite (67) into the coupled harmonic oscillator form

χ ′′
1 − κ2

1 χ1 = s1 κ2
c χ2,

χ ′′
2 − κ2

2 χ2 = s2 κ2
c χ1, (79)

where κ1, κ2, and κc are wavenumbers, with the following expressions: the coupling parameter now reads

κ2
c ≡
√

η

4πG|P1P2| ω4
�, (80)

and for i = 1, 2

κ2
i ≡
(√|Pi |
)′′

√|Pi |
− Qi

Pi

,

= 1

2

P ′′
i

Pi

− 1

4

(
P ′

i

Pi

)2

− Qi

Pi

,

si ≡ sign(Pi) on the considered interval. (81)

The first expression for κ2
i corresponds to the way it naturally appears when performing the calculation, while the second expression is more

convenient as it does not contain square roots and absolute values. Note that the singularities that became evident in the Sturm–Liouville form
now appear as frequency ranges where the coupling parameter becomes locally infinite, as seen from (80). This is yet another indication that
they are physically significant in the MHD spectrum. The advantages of this reformulation are the following.

Coupled harmonic oscillators often arise in physics, such that (79) may be used to interpret the dynamics of the system through formal
analogies with other physical systems (the simplest example being two masses coupled by springs), which could help build an intuition of the
behaviour of the system. Moreover, these analogies could also be useful technically speaking, as numerous studies are dedicated to finding
the solutions of time-dependent5 coupled harmonic oscillators, particularly in quantum physics. To adapt our system to these studies, one
should express (79) in Hamiltonian form, as follows. Using the spatial x coordinate as time, and the rescaled eigenfunctions χ i’s as generalized
coordinates, i.e. defining some abstract canonical coordinates (qi, pi) with qi = χ i, the system (79) corresponds to Hamilton’s equations

χ ′
i = ∂H

∂pi

,

p′
i = −∂H

∂χi

, (82)

for the Hamiltonian

H = 1

2

[
s2p

2
1 + s1p

2
2 − s2κ

2
1 χ2

1 − s1κ
2
2 χ2

2

]− s1s2κ
2
c χ1χ2. (83)

This is indeed the Hamiltonian of two-coupled harmonic oscillators, with coupling −s1s2κ
2
c , but with the exotic feature that the kinetic terms

can have negative signs. The analysis could then be carried on in the line of Bruschi et al. (2019); Urzúa et al. (2019); Moya-Cessa & Récamier
(2020); Ramos-Prieto, Récamier & Moya-Cessa (2020) for example, to quote only recent studies.

In addition, the coupled harmonic oscillator form may be convenient to derive oscillation theorems regarding the present eigenvalue
problem. For example, with u ≡ (χ1, χ2)T, expression (79) may be rearranged as

u′′ − Au = 0, (84)

where A is the real matrix

A =
(

κ2
1 s1 κ2

c

s2 κ2
c κ2

2

)
, (85)

5Which is identical to (79), replacing x by the time variable.
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Jeans’ magnetized instability 2349

which corresponds to the type of differential systems analysed by Keener & Travis (1980) for instance. This paper notably illustrates the fact
that the Sturmian properties of an equation like (84) depend on whether A is symmetric or not. From this, we note the following intriguing
feature. On the one hand, the symmetry of A is directly given by the signs s1 and s2, as seen in definition (85). On the other hand, in the
Cowling approximation, it was shown that the Sturmian properties of the wave equation are directly related to the sign s1 (i.e. to the sign of P
since P1 = P), as discussed below equation (65). Therefore, the aforementioned result from Keener & Travis (1980) resembles the foundations
of a yet-to-be-constructed oscillation theorem generalizing that of Goedbloed & Sakanaka (1974) to the present differential system. We will
not explore this further here, but it indicates how reformulations may indeed help obtaining a complete rigorous derivation of the spectrum of
the force operator (31).

9 M ATR IX D IFFERENTIAL EQUATION

In the initial formulation (52), the 4 × 4 matrix involved was a matrix operator, of second order. Thanks to the above reformulations, we are
now in a position to reformulate the problem by means of an algebraic 4 × 4 matrix instead, which is a significant simplification. Indeed,
defining the vector

V ≡ (χ ′
1, χ

′
2, χ1, χ2)T, (86)

the system (79) can be rewritten in the first order 4 × 4 matrix form

V ′ = MVV , (87)

with the simple block matrix

MV =
(

0 A

11 0

)
, (88)

where 11 is the 2 × 2 identity matrix, and A is given by (85). The important difference with (52) is that now we may obtain the solutions
explicitly by means of standard expansions. Examples of general solutions are given in Appendix B, but for illustration, let us here show the
solution explicitly in a particular regime, namely when the typical lengthscale L of variation of the coefficients in matrix A is large compared
to the thickness of the slab, i.e. xb � L where xb denotes the position of the boundary (the slab lies in [ − xb, xb]). In this case, the slab is thin
enough for the matrix MV in (87) to be roughly constant, i.e. MV(x) ≈ MV(0) throughout the slab, and the solution is well approximated by

V (x) = exMV(0)V (0). (89)

Physically, we expect this regime to be relevant for slabs subject to a strong external pressure, e.g. in a cloud–cloud collision, in a supernovae
remnant, or under strong radiation pressure. Expression (89) is compact, but a priori it is not easy to manipulate, since it requires computing
the exponential of a 4 × 4 matrix. Fortunately however, because the matrix MV, given by (88), has a simple form, the solution (89) may be
made explicit further as follows. The eigenvalues of MV are⎛⎜⎜⎜⎜⎜⎝

K1

K2

K3

K4

⎞⎟⎟⎟⎟⎟⎠ ≡

⎛⎜⎜⎜⎜⎜⎝
−κ−

κ−

−κ+

κ+

⎞⎟⎟⎟⎟⎟⎠ , (90)

where

κ± ≡
√

κ2
1 + κ2

2 ± κ2
δ

2
, (91)

and

κ2
δ ≡
√(

κ2
1 − κ2

2

)2 + 4s1s2κ4
c . (92)

We introduced the symbols κ and K, because these symbols are close to the letter k, reminding that they have the dimension of wavenumbers.
The corresponding eigenvectors are

σ 1 =

⎛
⎜⎜⎜⎜⎜⎝

−κ−�−

−κ−

�−

1

⎞
⎟⎟⎟⎟⎟⎠

, σ 2 =

⎛
⎜⎜⎜⎜⎜⎝

κ−�−

κ−

�−

1

⎞
⎟⎟⎟⎟⎟⎠

, (93)
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2350 J.-B. Durrive, R. Keppens, and M. Langer

and

σ 3 =

⎛⎜⎜⎜⎜⎜⎝
−κ+�+

−κ+

�+

1

⎞⎟⎟⎟⎟⎟⎠ , σ 4 =

⎛⎜⎜⎜⎜⎜⎝
κ+�+

κ+

�+

1

⎞⎟⎟⎟⎟⎟⎠ , (94)

with the dimensionless parameter

�± ≡ 2s1 κ2
c

κ2
2 − κ2

1 ± κ2
δ

. (95)

The diagonalization of MV reads

MV(0) = P D P−1, (96)

where D ≡ diag(−κ−, κ−, −κ+, κ+) and P is the matrix whose columns are the eigenvectors σ i’s. Then, with the shorthand notation

c± ≡ cosh(κ±x) and s± ≡ sinh(κ±x), (97)

we have that (89) may be written as

V (x) = 1

�−−�+

⎛⎜⎜⎜⎜⎜⎝
�−c− − �+c+ �+�−c+ − �−�+c− �−κ−s− − �+κ+s+ �+�−κ+s+ − �−�+κ−s−

c− − c+ �−c+ − �+c− κ−s− − κ+s+ �−κ+s+ − �+κ−s−

�−
s−
κ− − �+

s+
κ+ �+�−

s+
κ+ − �−�+

s−
κ− �−c− − �+c+ �+�−c+ − �−�+c−

s−
κ− − s+

κ+ �−
s+
κ+ − �+

s−
κ− c− − c+ �−c+ − �+c−

⎞⎟⎟⎟⎟⎟⎠ V (0). (98)

This is a lenghtier expression than (89) but it is significantly simpler to manipulate. Note that since MV is evaluated at x = 0 in (89), the
x-dependence in (98) lies only in c± and s±. The expression (98) is an important result since from it we can derive fully analytic solutions
to the eigenvalue-eigenfunction problem of a self-gravitating, thin, magnetized slab in all its generality. Now, because the slab is thin, the
complexities of the continuous ranges are in essence avoided, and the focus is instead on the discrete modes (which may obey antisturmian
properties in certain frequency regimes). We exemplify this in the hydrodynamical case in Section 12.

1 0 S C A L A R WAV E E QUAT I O N

As a last way to mathematically reformulate our problem, we can state the final fourth-order scalar wave equation, directly generalizing the
scalar wave equation number (7.80) in Goedbloed et al. (2019). In (79), injecting the expression of χ2 from the first equation into the second
equation gives(
α4χ

′′
1

)′′ + α2 χ ′′
1 + α1 χ ′

1 + α0 χ1 = 0 (99)

where

α4 ≡ κ−2
c ,

α2 ≡ −κ−2
c

(
κ2

1 + κ2
2

)
,

α1 ≡ −2
(
κ−2

c κ2
1

)′
,

α0 ≡ κ2
1 κ2

2 κ−2
c − (κ−2

c κ2
1

)′′ − s1s2κ
2
c . (100)

This equation should be seen as an equation on ξ , using χ1 = √|P1| ξ from the definition (78). The strength of the expression (99) is its
compactness. Indeed, in order to appreciate how lengthy this full-gravity MHD wave equation is, we invite the reader to collect the definitions
of the quantities inside the coefficients αi (using relations (64), (68), (69), (80), (81)), and expand all the derivatives, to figure out this equation
explicitly in terms of the original equilibrium quantities ρ0(x), c(x), b(x), B0(x), g0(x), of the wavenumbers k⊥(x), k�(x), and of the eigenvalue
ω2. This should highlight the necessity of having gone through all the above reformulations. Finally, analysing expression (99) further may
be done in the light of the literature on non-selfadjoint fourth-order differential equations such as for instance Kreith (1974b, a), Cheng &
Edelson (1978), and Keener & Travis (1980).

1 1 S O L U T I O N S I N T E R M S O F T H E LAG R A N G R I A N D I S P L AC E M E N T S

We reformulated the problem of all eigenoscillations of a self-gravitating magnetized slab into various compact, classical forms, notably by
means of the (χ1, χ2) variables of equations (78). In so doing, we were able to obtain an explicit analytic form in a special (thin slab) case,
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Jeans’ magnetized instability 2351

namely (98). Let us now assume that we have such an explicit expression for the vector V = (χ ′
1, χ

′
2, χ1, χ2)T. The final step is then to express

the initial variables (ξ , ξ⊥, ξ �) and (gx, g⊥, g�; defined in (44) and (45)) that we are ultimately looking for, in terms of (χ ′
1, χ

′
2, χ1, χ2).

Using (56), we have the link between (ξ⊥, ξ �) and (G, ξ ′, ξ ), which may be made explicit looking at the components of (48). Then in
Appendix C, we show the link between (G′, G, ξ ′, ξ ) and (χ ′

1, χ
′
2, χ1, χ2). Putting this result into a single matrix product form, we get the final

expression

⎛⎜⎜⎝
ξ

ξ⊥

ξ‖

⎞⎟⎟⎠ = Mξ V , (101)

and relations (49) and (53) in matrix form read

⎛⎜⎜⎝
gx

g⊥

g‖

⎞⎟⎟⎠ = Mg V , (102)

where the transformation matrices Mξ and Mg are given by

Mξ = M1M2M3, (103)

where

M1 =

⎛⎜⎜⎝
1 0 0

0
(
ω2 − k2

‖c
2
)
/D k‖k⊥c2/D

0 k‖k⊥c2/D
(
ω2 − k2

⊥
(
c2+b2
)− k2

‖b
2
)
/D

⎞⎟⎟⎠ , (104)

and

M2 =

⎛⎜⎜⎝
0 0 0 1

0 −ηk⊥ k⊥(c2 + b2) k⊥g0

0 −ηk‖ k‖c2 k‖g0

⎞⎟⎟⎠ , (105)

and

M3 =

⎛⎜⎜⎜⎜⎜⎝
0 τ12 τ13 τ14

0 τ22 0 τ24

τ31 0 τ33 0

0 0 τ43 0

⎞⎟⎟⎟⎟⎟⎠ , (106)

and

Mg =

⎛
⎜⎜⎝

0 −τ12 −τ13 −τ14

0 k⊥τ22 0 k⊥τ24

0 k‖τ22 0 k‖τ24

⎞
⎟⎟⎠ , (107)
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2352 J.-B. Durrive, R. Keppens, and M. Langer

where the τ ij coefficients are functions of the parameters of the problem, namely

τ12 =
√

η

4πG

(
k� − ω2′

�

ω2
�

)
τ22,

τ13 = −ω2
� τ31,

τ14 = ω2
�√|P2|
[√

4πG
η

− s2 τ12 τ24

]
,

τ22 = −
√

4πG

η

√|P2|
s2 ω2

�

,

τ24 =
(

k� − P ′
1

2P1

)
τ22,

τ31 = τ43 = 1√|P1|
,

τ33 = τ ′
31. (108)

We have thus managed to express the sought Lagrangian displacement vector ξ and the perturbed gravitational acceleration g1 in terms of
known quantities.

1 2 A FI R S T H Y D RO DY NA M I C E X A M P L E

So far, we presented several mathematically equivalent, physically useful forms for the differential system governing the eigenvalue problem.
We now illustrate how these help solving the full eigenvalue problem, i.e. taking boundary conditions into account and yielding the dispersion
relation. In this section, our purpose is (i) to illustrate how Jeans’ instability emerges in our formalism, and (ii) to check that we do recover
some well-known results from the literature. As a proof of concept, we choose an isothermal thin slab without magnetic field under so-called
rigid boundary conditions.

Limiting the problem to the isothermal hydrodynamical case is convenient because it avoids the complexity of having to deal with the
continuous spectra (slow and alfven) altogether. This is obviously why this case has been the one featuring in many previous studies. Also, the
equilibrium state is then fully analytical. For instance, the self-gravitating density field reads

ρ(x) = ρc cosh−2

(
x kJ√

2

)
, (109)

where, introducing

ω2
c ≡ ω2

0(x = 0), (110)

the Jeans wavenumber

k2
J ≡ ω2

c

c2
, (111)

is defined at the centre of the slab.

12.1 Symmetry and boundary conditions

The governing differential equation being of order four, we need to impose four conditions. In this section, we describe boundary and symmetry
conditions commonly used in the literature (see e.g. Goldreich & Lynden-Bell 1965; Elmegreen & Elmegreen 1978; Kim et al. 2012; Durrive &
Langer 2019, for details). We will in particular compare our analytical results to those of Kim et al. (2012) who analyse the Jeans instability in
unmagnetized rotating pressure-confined polytropic gas discs. They solve the eigenvalue problem numerically but they also derive approximate
analytical results.

As in Kim et al. (2012), we restrict ourselves to symmetric modes, which translates into ξ̂x(0) = 0 and ĝ1x(0) = 0, i.e. basically the centre
of the slab is fixed. Considering rigid boundary conditions, we also prevent the surface at the boundary to move, i.e. ξ̂x(xb) = 0, where xb is the
position of the boundary. The fourth condition is more subtle. To obtain it, one needs to apply the divergence theorem to the linearized Poisson
equation for an infinitesimally thin shell containing the boundary layer, and compute the gravitational acceleration outside the slab by solving
Laplace’s equation, using the fact that it should not diverge at infinity and assuming the external fluid remains unperturbed. This results in the
constraint ĝ1x(xb) − iĝ1y(xb) = 0. There is no ĝ1z because in the hydrodynamical limit directions y and z are undistinguishable such that we
can rotate the coordinates to remove any dynamics in the z-direction without loss of generality and use a normal mode decomposition with ky

= k0 and kz = 0.
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Jeans’ magnetized instability 2353

For the isothermal hydrodynamical fluid under consideration, in terms of our variables ξ and G these four conditions become, in the same
order as presented above,

ξ (0) = 0, (112a)

G′(0) = 0, (112b)

ξ (xb) = 0, (112c)

G′(xb) + k0G(xb) = 0, (112d)

where we have used relations (44), (45), (49), and (50). Then, with definitions (66) and (78), this translates into

χ1(0) = 0, (113a)

χ2(0) = 0, (113b)

χ1(xb) = 0, (113c)

χ ′
2(xb) − κb χ2(xb) = 0, (113d)

where a wavenumber, evaluated at xb, appears

κb ≡ −1

2

ρ ′
0

ρ0
− k0

(
1 + η

ω2
0

ω2 − k2
0c

2

)∣∣∣∣
x=xb

. (114)

12.2 Dispersion relation

To derive the dispersion relation, let us use the solution (89). Using the diagonalization (96), it also reads

V (x) =
4∑

i=1

βie
Ki xσ i , (115)

where Ki and σ i are the eigenelements of the matrix MV, shown explicitly in Section 9, and the β i’s are constants, constrained by the boundary
conditions. With (115), boundary conditions (113) can be rearranged as

MBC · β = 0, (116)

where β ≡ (β1, β2, β3, β4)T and, most importantly,

MBC(k0, ω
2) ≡

⎛⎜⎜⎜⎜⎜⎝
−(κ− + κb)e−xbκ− (κ− − κb)exbκ− −(κ+ + κb)e−xbκ+ (κ+ − κb)exbκ+

�−e−xbκ− �−exbκ− �+e−xbκ+ �+exbκ+

�− �− �+ �+

1 1 1 1

⎞⎟⎟⎟⎟⎟⎠ . (117)

Pairs of parameters (k0, ω2) for which MBC is not invertible yield non-trivial solutions satisfying the boundary conditions. In other words, the
dispersion relation is given by

det(MBC) = 0. (118)

This MBC is simple enough for its determinant to be computed by hand. Doing so, relation (118) gives

sinh(xbκ+)
(
κ2

+ − κ2
2

)
[κ− cosh(xbκ−) − κb sinh(xbκ−)]

k0

k0
− sinh(xbκ−)

(
κ2

− − κ2
2

)
[κ+ cosh(xbκ+) − κb sinh(xbκ+)] = 0. (119)

Thus, we have reduced our eigenvalue problem to simply the determination of the roots of the above left-hand side, seen as a function of ω2

and parametrized by k0. In the next two sections, we show that in (119) the second term dominates for high frequencies and corresponds to the
p-modes, while the first term dominates for low frequencies, and corresponds to gravitational instability.

12.3 High frequency limit: p-modes

We know that (119) must contain an infinite number of solutions, because it must at least contain the p-modes. The key is that the quantities
entering this relation are complex numbers, such that the hyperbolic functions sinh and cosh become regular sine and cosine functions once
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2354 J.-B. Durrive, R. Keppens, and M. Langer

Figure 1. Plots of the spectrum deduced analytically in the thin limit (expressions (122) and (125)) with a comparison to the numerical solution of the eigenvalue
problem. The left-hand panel corresponds to the high-frequency regime, with p-modes, and the right-hand panel shows the gravitationally unstable mode. The
grey curves indicate how this mode emerges as the gravitational dilution factor η is increased, i.e. when going from the Cowling approximation to taking gravity
fully into account. The present simplistic example is only meant to illustrate how one can derive dispersion relations from the formalism presented in this paper,
but the latter is adapted for non-uniformly magnetized (along the plane) polytropic fluids.

their argument is purely imaginary. For instance, in the high-frequency regime (ω2 → ∞), κ2 and κb are independent of ω, while κ− ∼ iω/c

and κ+ ∼ k0, so that the second term in (119) dominates, and we are left with

sin(xb|κ−|) = 0. (120)

The sin function appears because κ− is purely imaginary in this regime. The constraint (120) yields, with n ∈ N,

xb|κ−| = nπ. (121)

Taking the square of this relation and Taylor expanding κ− in ω, we get the high-frequency behaviour of the eigenvalues

ω2
n =
(

n2π2

x2
b

+ k2
0

)
c2 +
(

1

2
− η

)
ω2

c . (122)

We recognize in this expression the p-modes, with a slight correction (the term with η) due to the Jeans term. In Fig. 1, we compare the
predicted high-frequency spectrum (122) to the numerical resolution of this eigenvalue problem, and the two results are in agreement. The
result (122) generalizes a classical result in the literature (e.g. Kim et al. 2012; Durrive 2017). Indeed, in the Cowling approximation η = 0, and
only then, the present eigenvalue problem (planar, hydrodynamical, isothermal, with rigid boundary conditions) can be solved exactly, even
without the small thickness assumption, because luckily the second-order differential equation involved has a simple analytical expression.
The result of this calculation yields precisely (122) with η = 0. To the best of our knowledge, the present generalization is new.

12.4 Gravitational instability

On the contrary, if we now consider a finite ω, given that xb is small we can reduce (119) to

κbxb − 1 = 0. (123)

Looking at the definition (114) of κb, it appears that (123) is a constraint on ω2 with only one solution. Let us call this solution ω2
GI because it

corresponds to the mode prone to Jeans’ gravitational instability. Explicitly, we get

ω2
GI = k2

0c
2 − η

4πGρbxbk0

1 + xb

(
k0 + 1

2
ρ′

0
ρ0

∣∣∣
x=xb

) . (124)

Furthermore, using the equilibrium density (109) and expanding up to second order in xb and in k0 (because only small wavenumbers matter
for this instability) gives

ω2
GI = c2

effk
2
0 + geff k0, (125)

where

c2
eff ≡ c2 + ηω2

cx
2
b ,

geff ≡ −ηω2
cxb, (126)

are an effective speed of sound and an effective gravitational acceleration, respectively.
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Expression (125) looks similar to the homogeneous Jeans criterion ω2 = c2k2
0 − ω2

c (taking the average density ρ̄ equal to ρc), but it is
in fact extremely different. Indeed, compared to the homogeneous case, the largest scales are stabilized, so that there exists a non-vanishing
wavenumber of maximal growth rate. Staying up to second order in xb, it appears that instability (ω2 < 0) occurs only at wavenumbers smaller
than the critical wavenumber

kcrit = ηx̄b kJ, (127)

where x̄b ≡ xbkJ is the dimensionless half-thickness of the slab, and the growth will be maximal for the wavenumber

kmax = kcrit

2
, (128)

at a rate given by

ω2
max = −η2x̄2

b

4
ω2

c . (129)

The fact that in (125) the term −ηω2
cxbk0 responsible for destabilization is proportional to the gravitational dilution factor η makes it fully

explicit that Jeans’ instability is directly stemming from the last term in the force operator F given by (31). Expression (125) also introduces
an effective sound speed, but the departure from the usual c2 is small since the term containing x2

b is of second order in this thin limit. We
plot these results in Fig. 1, where the new feature compared to other studies is that we have the explicit dependency with η which switches
continuously from the Cowling case to the full case.

Finally, to compare expression (125) to the literature, let us detail how Kim et al. (2012) obtain their approximate analytical results. To
begin with, they integrate along the stratification the mass conservation equation (32) and the momentum equation (30) perpendicular to the
stratification, to express the parameter ω2 from the left-hand side of the momentum equation (30) as

ω2 = c2
effk

2
0 + geff k0, (130)

with an effective speed of sound and effective gravitational acceleration, respectively given by6

c2
eff ≡ �0

�1

〈
p1

ρ0

〉
,

geff ≡ �0

�1
〈i g1y〉, (131)

where �0 ≡ ∫ xb

−xb
ρ0 dx is the equilibrium column density, �1 ≡ ∫ xb

−xb
ρ1 dx is its perturbed version, and where the angles indicate density-

weighted averages along the stratification, i.e. for a quantity Q we have 〈Q〉 ≡ ∫ xb

−xb
ρ0Qdx/�0. Of course, the simplicity of the dispersion

relation (130) is only apparent, since the perturbed quantities ρ1, p1, and g1 entering the coefficients (131) are unknown functions. However,
by solving numerically the eigenvalue problem, Kim et al. (2012) notice that, in the cases they consider and as far as the fundamental mode
is concerned, these functions are well approximated by simple functions. Notably in the isothermal case, we have ρ1 ∼ ρ0, p1 ∼ c2ρ0,
such that c2

eff ∼ c2. As for g1, they consider the integral form of Poisson equation with ρ1 ∼ ρ0. Doing so they obtain results of the form
geff = −2πG�0k0F , where F is known in the literature as the gravity reduction factor. For the present case to which we want to compare our
results (thin limit with rigid boundary conditions), F → 1. All in all, they obtain

ω2
GI = c2k2

0 − ω2
cxb k0, (132)

where we have used �0 ∼ 2ρcxb since the slab is thin. The only difference between (132) and (125; with η = 1 as it should) is that in the latter
a correction due to the thickness appears in the effective sound speed, but since it is only of second order in xb, both expressions are consistent
in the thin limit.

1 3 C O N C L U S I O N A N D P RO S P E C T S

Our work aims at studying the intricate interplay between magnetic fields and gravity in self-gravitating media in a rigorous manner. We have
reformulated into various compact, classical forms the MHD wave equation governing the waves and instabilities (notably Jeans’ gravitational
instability) in non-uniformly magnetized self-gravitating polytropic static plasma slabs. These reformulations constitute a necessary step
towards their understanding by means of MHD spectral theory. Indeed, these various forms have prepared the ground for the following studies.

On a theoretical viewpoint, first, our coupled Sturm–Liouville form generalizes most naturally the form derived by Goedbloed (1971),
Goedbloed et al. (2019) for the MHD wave equation in the Cowling approximation. Therefore, by analogy, the most natural next step would
be to identify the nature (genuine or apparent) of the singularities entering our set of equations, following for example Ince (1956) who details
the method for fourth-order equations. The next important step would be to extend the oscillation theorem derived by Goedbloed & Sakanaka
(1974), which itself extends the classical Sturm–Liouville oscillation theorem. Alternatively, one may as in Goedbloed et al. (2019) go back to
the original vector eigenvalue problem, with a linear dependence on ω2, and exploit the self-adjointness of the force operator ρ−1 F. Secondly,

6Setting η = 1 here to compare with their work where they do not introduce this dilution factor.
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our reformulation as a simple first-order matrix differential equation brings us the full analytical expressions for the displacement vector and for
the perturbed gravitational field. In fact, we have indeed obtained them explicitly in the thin limit already, but one may extend our expressions
for arbitrarily thick slabs.

On a more practical viewpoint, by extending our simple illustration of Section 12, it is now straightforward to derive explicitly the
dispersion relation of a polytropic magnetized self-gravitating slab in the thin limit. Considering notably free boundary conditions, one
may then quantify analytically results obtained numerically in the literature (e.g. Nagai et al. 1998), completing them with the exhaustive
understanding provided by spectral theory, and without assuming isothermality as is often done. Moreover, studying the singularities of the
wave equation also yields practical stability criteria (e.g. Veugelen 1985), in particular Suydam’s criterion (e.g. Goedbloed 1973). Finally, our
coupled harmonic oscillator form, notably in its Hamiltonian form, opens up new prospects for stability analyses of this system, inspired from
quantum mechanical oscillators and dynamical systems theory.
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Urzúa A. R., Ramos-Prieto I., Fernández-Guasti M., Moya-Cessa H. M., 2019, Quantum Rep., 1, 82
Veugelen P., 1985, A&A, 143, 256
von Neumann J., 1955, Investigations in Physics. Princeton Univ. Press, Princeton, NJ
Winfield C. J., 2016, Z. Angew. Math. Phys., 67, 130
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APPENDIX A : D ERIVATION O F THE COUPLED STURM-LI OUVI LLE FORM

In this appendix, we show how one may obtain the coupled Sturm–Liouville form (67) from the system (60), i.e. we explain where our change
of variable (66) comes from.

First of all, let us do the change of variable

ϕ ≡ G

u
, (A1)

where u is an unknown function at this stage. The idea is to rewrite our equations with this new degree of freedom, and then choose a constraint
on u which makes the equations more convenient. Noticing that we may write

G′′ = 1

u
(u2ϕ′)′ + u′′ϕ, (A2)

and

ξ ′ = 1

ω2
�u

[(
ω2

�uξ
)′ − (ω2

�u
)′

ξ
]
, (A3)

Poisson’s equation (60a) becomes[
u2ϕ′ + ω2

�uξ
]′ + u
[
u′′ − k2

0

(
1 + η

ω2
�

ω2

)
u
]
ϕ +
[
k�ω

2
�u − (ω2

�u
)′]

ξ = 0. (A4)

This suggests, in order to get closer to a Sturm–Liouville form, to choose u such that the last term vanishes, i.e. such that

k�ω
2
�u − (ω2

�u
)′ = 0, (A5)

that is, in integrated form

u(x) = ω−2
� e

∫
k�dx . (A6)

Then, in order to express (A4) in a compact form, let us define7

χ̃ ≡ u2ϕ′ + ω2
�uξ, (A7)

and

P̃2 ≡ 1

u
[
u′′ − k2

0

(
1 + η

ω2
�

ω2

)
u
] , (A8)

such that (A4) simply reads

P̃2χ̃
′ + ϕ = 0. (A9)

Now, since χ̃ is basically the derivative of ϕ, it is natural to differentiate (A9) to get an equation on χ̃ and ξ only. Doing so, and using the
definitions (A5) and (A7), we get that (the derivative of) the linearized Poisson equation can be written in the Sturm–Liouville form(

P̃2χ̃
′
)′

+ u−2 χ̃ = ω2
�u

−1 ξ. (A10)

Likewise, let us write the momentum equation (60b) with the same variable ϕ: from the definition (A1) we get

η

4πG
ω2

�uϕ′ + η

4πG

[ (
ω2

�u
)′ − k�ω

2
�u
]
ϕ − (Pξ ′)′ − Qξ = 0. (A11)

7Tildes in χ̃ and ˜P2 indicate that these are intermediate variables: we are going to change them, namely in (A13) and (A14), to get the final χ and P2 functions.
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Now watch the miracle: from our choice (A5) for the constraint on the function u, the second term on the left-hand side of (A11) vanishes,
such that, using the variable χ̃ from (A7), equation (60b) becomes(
Pξ ′)′ + (Q + η

4πG
ω4

�

)
ξ = η

4πG
ω2

�u
−1χ̃ , (A12)

i.e. this particular choice of u enables us to write Poisson’s equation and the momentum equation simultaneously in Sturm–Liouville forms. A
last convenient step is to notice that by working with the variable

χ ≡
√

η

4πG

(
ω2

�u
)−1

χ̃ , (A13)

and putting

P2 ≡ ω4
�u

2P̃2, (A14)

together with the relation (A5), the function u disappears from equations (A10) and (A12). This variable χ corresponds to the variable
introduced in (66), and equations (A10) and (A12) correspond to the coupled Sturm–Liouville form (67).

APP ENDIX B: EXPLICITING THE SOLUTI ONS

Having reformulated our problem in classical forms enables us to express the solutions by means of standard expansions. For example, the
solution of the 4 × 4 matrix form (87) can be expressed as the Peano–Baker series

V (x) =
[

11 +
∫ x

0
dx1 MV(x1) +

∫ x

0
dx1

∫ x1

0
dx2 MV(x1)MV(x2) + . . .

]
V (0) (B1)

and manipulating this form is greatly eased by the fact that MV is a block matrix. Per se this is a formal solution in the sense that it is not
guaranteed a priori that it converges or that the terms are ordered. However considering (B1) truncated at first and second order already gives
very good approximations to numerical solutions, but we will not explore this further here. Another idea is to solve perturbatively our problem
using as perturbation parameter η, in the line of Bender & Orszag (1999) for example, since the unperturbed problem is the well understood
Cowling case. However, let us consider a third interesting expansion, namely expanding in terms of the thickness of the slab, as follows.

The equation (87) is hard to solve because the matrix MV is position dependent. However, if the slab thickness is smaller than the typical
scale of variation of MV, the slab will be thin enough for this matrix to be roughly constant. The solution is then given by (89). This observation
calls for studying the solutions perturbatively using the thickness as perturbation parameter. To find a relevant dimensionless parameter for
this, we note that from the homogeneous case (e.g. Thompson 2006), it is well known that a key length scale in gravitational instability is
given by the critical Jeans wavenumber

kJ ≡
√

4πGρ0(x = 0)

c2
a(x = 0)

. (B2)

This length marks the balance between pressure gradients and the gravitational force. In principle, kJ is a position-dependent quantity because
we do not assume a homogeneous equilibrium density profile ρ0, but since we are about to expand our solution starting from a thin slab, it is
most natural to use the central value (at x = 0) of the Jeans wavenumber. Let us define dimensionless positions as x̄ ≡ kJx, and in particular
the dimensionless position of the boundary

x̄b ≡ kJxb, (B3)

which we use as perturbation parameter. Indeed, let us rewrite equation (87) in dimensionless form

dV

dx̄
= MV(x̄)V , (B4)

where we expand MV as

MV(x̄) = M0(x̄) + x̄bM1(x̄) + O
(
x̄2

b

)
, (B5)

and, following for instance Holmes (2013), let us look for solutions of the form

V (x̄) = V0(x̄) + x̄bV1(x̄) + O
(
x̄2

b

)
. (B6)

Then equation (B4) reads at zeroth order in x̄b

dV0

dx̄
= M0V0, (B7)

and at first order

dV1

dx̄
= M0V1 + M1V0. (B8)
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Now by construction of the expansion (B5), M0(x̄) equals MV(x̄) for x̄b = 0. But in this case, the slab is infinitely thin, therefore in fact
M0(x̄) = MV(0), i.e. M0 is a constant. For this reason, the two above equations may be solved explicitly, as follows.

The solution of (B7) is the matrix exponential

V0(x̄) = ex̄MV(0)V0(0) (B9)

where V0(0) is the value of the vector V0 at the centre, not to be confused with V(0), both being linked by

V (0) = V0(0) + x̄bV1(0), (B10)

which is (B6) to first order in x̄b. Equation (B8) constitutes an inhomogeneous problem, i.e. with a source term. Namely, consider an equation
of the form

dU

dx
= BU + S(x) (B11)

with a given constant matrix B, a given x-dependent source term S(x), and a given initial condition U(0). Its solution is given by (e.g. Tracy
2016)

U (x) = exBU (0) + exB

∫ x

0
e−sBS(s)ds. (B12)

Since equation (B8) corresponds to (B11) with U ≡ V1, B ≡ MV(0) and S(x̄) ≡ M1V0 = M1e
x̄M(0)V0(0) using (B9), we obtain

V1(x̄) = ex̄MV(0)V1(0) + ex̄MV(0)
∫ x̄

0
e−sMV(0)M1e

sMV(0)V0(0)ds. (B13)

Here too, beware of the initial conditions: V1(0) is the value of the vector V1 at the centre, not to be confused with V(0), both being linked by
relation (B10). All that is left to do now is to plug in (B6) the expressions of V0(x̄) and V1(x̄) just deduced. Doing so, we shall use the initial
condition (B10), in particular to replace the V0(0) vector in (B13) by V(0), since we are working up to order one in x̄b. All in all, for a ‘thin
slab’, defined as x̄b � 1, we have

V (x̄) = ex̄MV(0)

[
11 + x̄b

∫ x̄

0
Z1(s)ds

]
V (0) (B14)

where

Z1(s) ≡ e−sMV(0)M1e
sMV(0). (B15)

This procedure may be pushed to arbitrary orders. At order two, the same steps yield

V (x̄) = ex̄MV(0)

[
11 + x̄b

∫ x̄

0
ds1Z1(s1) + x̄2

b

[∫ x̄

0
ds1

∫ s1

0
ds2Z1(s1)Z1(s2) +

∫ x̄

0
ds1Z2(s1)

]]
V (0), (B16)

and in fact all orders are a sum of products of Zn(s) ≡ e−sMV(0)Mne
sMV(0). Hence, we may get the solution beyond the regime x̄b � 1. Note

that this infinite expansion is very different from the formal solution (B1) because now the terms are ordered, with respect to the parameter x̄b,
while in (B1) we do not control a priori the amount of information lost when stopping the expansion at a finite order.

APPENDIX C : G ETTING BAC K TO THE INITI AL VARI ABLES � A N D G O N C E χ1 A N D χ2 A R E
OB TA INED

In our derivation, we introduce the variables χ1 and χ2 which make the calculations far more convenient. But once the solution is found in
terms of V = (χ ′

1, χ
′
2, χ1, χ2)T, as for example in the thin limit (98) or as detailed in appendix B, one needs to get back to the initial variables

ξ and G, of physical interest. Obtaining their derivatives ξ
′
and G′ is also useful to deduce gx through (49), and ξ � and ξ⊥ through (56). For ξ

and ξ
′
, this is straightforward, as the definition (78) of χ1 gives directly

ξ = χ1√|P1|
,

ξ ′ = 1√|P1|
(

χ ′
1 − 1

2

P ′
1

P1
χ1

)
. (C1)

We now detail the less obvious steps, regarding G.
Obtaining G once χ and χ

′
are known: From the definition (66), we have an expression for χ in terms of ξ , G, and G′. Taking the

derivative of this relation we get an expression for χ
′
which contains G′′. We eliminate G′′ using its expression from Poisson’s equation (60a).

It is then easy to see that the combination χ
′ + k�χ eliminates G′, so that only a dependency on G remains. Inverting that relation, we finally

get

G =
√

4πG

η

χ ′ + k�χ

k2
0

ω2
�

(
1 + η

ω2
�

ω2

)
+
(

ω2′
�

ω4
�

− k�

ω2
�

)′
+ k�

(
ω2′

�

ω4
�

− k�

ω2
�

) , (C2)
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and from the definition (69) of P2 we notice that this can in fact be written simply as

G = −
√

4πG

η

P2

ω2
�

(χ ′ + k�χ ). (C3)

Obtaining G once χ2 and χ ′
2 are known: Similarly, taking the derivative of the definition (78) of χ2, and using the expression of χ

′
in

terms of ξ , G, and G′ deduced above, one can see that the combination χ ′
2 − (

P ′
1

2P1
− k�)χ2 eliminates G′ and depends on G only. Solving for

G, and using the definition (69) of P2, we thus get

G =
√

4πG

η

sign(P2)
√|P2|

ω2
�

[(
P ′

1
2P1

− k�

)
χ2 − χ ′

2

]
. (C4)

Obtaining G′ once χ1 and χ2 are known: From the definition (66) of χ we may express G′ in terms of χ , ξ , and G. Together with the
definition (78) of χ1 and χ2, this reads

G′ = ω2
�

[√
4πG

η

χ2√|P2|
− χ1√|P1|

]
+
(

k� − ω2′
�

ω2
�

)
G. (C5)

Injecting (C4) in the above expression, we get G′ in terms of χ1, χ2, and χ ′
2.

Finally, we gather the above expressions into the matrix form⎛⎜⎜⎜⎜⎜⎝
G′

G

ξ ′

ξ

⎞⎟⎟⎟⎟⎟⎠ = M3

⎛⎜⎜⎜⎜⎜⎝
χ ′

1

χ ′
2

χ1

χ2

⎞⎟⎟⎟⎟⎟⎠ , (C6)

where the matrix M3 is given in (106). The above relation allows us to obtain the final form (101) for the displacement vector ξ .

This paper has been typeset from a TEX/LATEX file prepared by the author.
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