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Abstract

While client sampling is a central operation of
current state-of-the-art federated learning (FL) ap-
proaches, the impact of this procedure on the
convergence and speed of FL remains under-
investigated. In this work, we provide a general
theoretical framework to quantify the impact of a
client sampling scheme and of the clients hetero-
geneity on the federated optimization. First, we
provide a unified theoretical ground for previously
reported sampling schemes experimental results on
the relationship between FL convergence and the
variance of the aggregation weights. Second, we
prove for the first time that the quality of FL conver-
gence is also impacted by the resulting covariance
between aggregation weights. Our theory is gen-
eral, and is here applied to Multinomial Distribu-
tion (MD) and Uniform sampling, two default un-
biased client sampling schemes of FL, and demon-
strated through a series of experiments in non-iid
and unbalanced scenarios. Our results suggest that
MD sampling should be used as default sampling
scheme, due to the resilience to the changes in data
ratio during the learning process, while Uniform
sampling is superior only in the special case when
clients have the same amount of data.

1 Introduction

Federated Learning (FL) has gained popularity in the last
years as it enables different clients to jointly learn a global
model without sharing their respective data. Among the dif-
ferent FL approaches, federated averaging (FEDAVG) has
emerged as the most popular optimization scheme [McMa-
han et al., 2017]. An optimization round of FEDAVG requires
data owners, also called clients, to receive from the server the
current global model which they update on a fixed amount
of Stochastic Gradient Descent (SGD) steps before sending
it back to the server. The new global model is then created
as the weighted average of the client updates, according to
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their data ratio. FL specializes the classical problem of dis-
tributed learning (DL), to account for the private nature of
clients information (i.e. data and surrogate features), and for
the potential data and hardware heterogeneity across clients,
which is generally unknown to the server.

In FL optimization, FEDAVG was first proven to converge
experimentally [McMahan et al., 2017], before theoretical
guarantees were provided for any non-iid federated dataset
[Wang ef al., 2020a; Karimireddy et al., 2020; Haddadpour
and Mahdavi, 2019; Khaled et al., 2020]. A drawback of
naive implementations of FEDAVG consists in requiring the
participation of all the clients to every optimization round.
As a consequence, the efficiency of the optimization is lim-
ited by the communication speed of the slowest client, as well
as by the server communication capabilities. To mitigate this
issue, the original FEDAVG algorithm already contemplated
the possibility of considering a random subset of m clients
at each FL round. It has been subsequently shown that, to
ensure the convergence of FL to its optimum, clients must be
sampled such that in expectation the resulting global model is
identical to the one obtained when considering all the clients
[Wang et al., 2020a; Cho et al., 2020]. Clients sampling
schemes compliant with this requirement are thus called unbi-
ased. Due to its simplicity and flexibility, the current default
unbiased sampling scheme consists in sampling m clients ac-
cording to a Multinomial Distribution (MD), where the sam-
pling probability depends on the respective data ratio [Li et
al., 2020a; Wang et al., 2020a; Li et al., 2020c; Haddadpour
and Mahdavi, 2019; Li et al., 2020b; Wang and Joshi, 2018;
Fraboni et al., 2021]. Nevertheless, when clients have iden-
tical amount of data, clients can also be sampled uniformly
without replacement [Li et al., 2020c; Karimireddy et al.,
2020; Reddi et al., 2021; Rizk et al., 2020]. In this case, Uni-
form sampling has been experimentally shown to yield better
results than MD sampling [Li et al., 2020c].

Previous works proposed unbiased sampling strategies al-
ternative to MD and Uniform sampling with the aim of im-
proving FL convergence. In Fraboni ef al. [2021], MD sam-
pling was extended to account for clusters of clients with
similar data characteristics, while in Chen et al. [2020],
clients sampling probabilities are defined depending on the
Euclidean norm of the clients local work. While these works
are based on the definition and analysis of specific sampling
procedures, aimed at satisfying a given FL criterion, there is



currently a need for a general theoretical framework to eluci-
date the impact of client sampling on FL convergence.

The main contribution of this work consists in deriving a
general theoretical framework for FL optimization allowing
to clearly quantify the impact of client sampling on the global
model update at any FL round. This contribution has impor-
tant theoretical and practical implications. First, we demon-
strate the dependence of FL convergence on the variance of
the aggregation weights. Second, we prove for the first time
that the convergence speed is also impacted through sampling
by the resulting covariance between aggregation weights.
From a practical point of view, we establish both theoretically
and experimentally that client sampling schemes based on ag-
gregation weights with sum different than 1 are less efficient.
We also prove that MD sampling is outperformed by Uniform
sampling only when clients have identical data ratio. Finally,
we show that the comparison between different client sam-
pling schemes is appropriate only when considering a small
number of clients. Our theory ultimately shows that MD sam-
pling should be used as default sampling scheme, due to the
favorable statistical properties and to the resilience to FL ap-
plications with varying data ratio and heterogeneity.

Our work is structured as follows. In Section 2, we pro-
vide formal definitions for FL, unbiased client sampling, and
for the server aggregation scheme. In Section 3, we introduce
our convergence guarantees (Theorem 1) relating the conver-
gence of FL to the aggregation weight variance of the client
sampling scheme. Consistently with our theory, in Section 4,
we experimentally demonstrate the importance of the clients
aggregation weights variance and covariance on the conver-
gence speed, and conclude by recommending Uniform sam-
pling for FL applications with identical client ratio, and MD
sampling otherwise.

2 Background

Before investigating in Section 3 the impact of client sam-
pling on FL convergence, we recapitulate in Section 2 the
current theory behind FL aggregation schemes for clients lo-
cal updates. We then introduce a formalization for unbiased
client sampling.

2.1 Aggregating clients local updates

In FL, we consider a set I of n clients each respectively own-
ing a dataset D; composed of n; samples. FL aims at optimiz-
ing the average of each clients local loss function weighted by
pisuchthat 1 p; = 1,1ie.

L(O) = piLi(0), (1)
=1

where 6 represents the model parameters. The weight p; can
be interpreted as the importance given by the server to client
1 in the federated optimization problem. While any combi-
nation of {p;} is possible, we note that in practice, either (a)
every device has equal importance, i.e. p; = 1/n, or (b) ev-
ery data point is equally important, i.e. p; = n;/M with
M = Z?:l n;. Unless stated otherwise, in the rest of this
work, we consider to be in case (b), i.e. Ji, p; # 1/n.

In this setting, to estimate a global model across clients,
FEDAVG [McMahan et al., 2017] is an iterative training strat-
egy based on the aggregation of local model parameters. At
each iteration step ¢, the server sends the current global model
parameters 0! to the clients. Each client updates the re-
spective model by minimizing the local cost function £;(6)
through a fixed amount K of SGD steps initialized with 6.
Subsequently each client returns the updated local parameters
9;“ to the server. The global model parameters §'*! at the
iteration step ¢ 4 1 are then estimated as a weighted average:

g+l — Z pifi L. ()
=1

To alleviate the clients workload and reduce the amount of
overall communications, the server often considers m < n
clients at every iteration. In heterogeneous datasets contain-
ing many workers, the percentage of sampled clients m/n
can be small, and thus induce important variability in the new
global model, as each FL optimization step necessarily leads
to an improvement on the m sampled clients to the detriment
of the non-sampled ones. To solve this issue, Reddi et al.
[2021]; Karimireddy et al. [2020]; Wang et al. [2020b] pro-
pose considering an additional learning rate 7, to better ac-
count for the clients update at a given iteration. We denote
by w;(S) the stochastic aggregation weight of client 4 given
the subset of sampled clients S; at iteration ¢ . The server
aggregation scheme can be written as:

0 = 0"+ Y wi(S) (0T —60"). 3)

=1
2.2 Unbiased data agnostic client samplings

While FEDAVG was originally based on the uniform sam-
pling of clients [McMahan et al., 2017], this scheme has been
proven to be biased and converge to a suboptimal minima of
problem (1) [Wang et al., 2020a; Cho et al., 2020; Li et al.,
2020c]. This was the motivation for Li et al. [2020c] to in-
troduce the notion of unbiasedness, where clients are consid-
ered in expectation subject to their importance p;, according
to Definition 1 below. Unbiased sampling guarantees the op-
timization of the original FL cost function, while minimizing
the number of active clients per FL round. We note that unbi-
ased sampling is not necessarily related to the clients distribu-
tion, as this would require to know beforehand the specificity
of the clients’ datasets.

Unbiased sampling methods [Li et al., 2020a,c; Fraboni et
al.,2021] are currently among the standard approaches to FL,
as opposed to biased approaches, known to over- or under-
represent clients and lead to suboptimal convergence proper-
ties [McMahan et al., 2017; Nishio and Yonetani, 2019; Jeon
et al., 2020; Cho et al., 2020], or to methods requiring addi-
tional computation work from clients [Chen et al., 2020].

Definition 1 (Unbiased Sampling). A client sampling scheme
is said unbiased if the expected value of the client aggrega-
tion is equal to the global deterministic aggregation obtained
when considering all the clients, i.e.

3 wi<st>e§1 = pol, 4)
=1 i=1

Es,




Table 1: Synthesis of statistical properties of different sampling schemes.

SAMPLING Var [w; (St)] « Var 37, wi(St)]

FULL PARTICIPATION =0 =0 =0

MD :f%ngr%pi =1/m =0

UNIFORM = (&£ -1)p; = mly = w2 i pi —1]

where w;(Sy) is the aggregation weight of client j for sub-
set of clients S;.

The sampling distribution uniquely defines the statistical
properties of stochastic weights. In this setting, unbiased
sampling guarantees the equivalence between deterministic
and stochastic weights in expectation. Unbiased schemes of
primary importance in FL. are MD and Uniform sampling, for
which we can derive a close form formula for the aggregation
weights :

MD sampling. This scheme considers Iy, ..., [,, to be the
m iid sampled clients from a Multinomial Distribution with
support on {1, ..., m} satisfying P(I;, = i) = p;, [Wang et al.,
2020a; Li et al., 2020a,c; Haddadpour and Mahdavi, 2019; Li
et al., 2020b; Wang and Joshi, 2018; Fraboni et al., 2021]. By
definition, we have Z?:l p; = 1, and the clients aggregation
weights take the form:

(8= 3 Tk =) )

k=1

Uniform sampling. This scheme samples m clients uni-
formly without replacement. Since in this case a client is
sampled with probability p({¢ € S;}) = m/n, the require-
ment of Definition 1 implies:

wi(S:) =1(i € St)%pi- (6)

We note that this formulation for Uniform sampling is a
generalization of the scheme previously used for FL applica-
tions with identical client importance, i.e. p; = 1/n [Karim-
ireddy et al., 2020; Li et al., 2020c; Reddi et al., 2021; Rizk
et al., 2020]. We note that Var [y | w;(S;)] = 0if and only
if p; = 1/n for all the clients as, indeed, Y ;" ; w;(S;) =

n 1

m.n
With reference to equation (3), we note that by setting ng =

1, and by imposing the condition V.S;, Y 7 w;(S;) = 1, we
retrieve equation (2). This condition is satisfied for example
by MD sampling and Uniform sampling for identical clients
importance.

We finally note that the covariance of the aggregation
weights for both MD and Uniform sampling satisfies As-
sumption 1.

Assumption 1 (Client Sampling Covariance). There exists a
constant o such that the client sampling covariance satisfies
Vi # j, Cov [w;(St), w;(St)] = —apip;.

We provide in Table 1 the derivation of o and the result-
ing covariance for these two schemes with calculus detailed
in Appendix A. Furthermore, this property is common to a
variety of sampling schemes, for example based on Binomial

or Poisson Binomial distributions (detailed derivations can be
found in Appendix A). Following this consideration, in addi-
tion to Definition 1, in the rest of this work we assume the
additional requirement for a client sampling scheme to sat-
isfy Assumption 1.

2.3 Advanced client sampling techniques

Importance sampling for centralized SGD Zhao and Zhang
[2015]; Csiba and Richtarik [2018] has been developed to
reduce the variance of the gradient estimator in the central-
ized setting and provide faster convergence. According to
this framework, each data point is sampled according to a
probability based on a parameter of its loss function (e.g. its
Lipschitz constant), in opposition to classical sampling where
clients are sampled with same probability. These works can-
not be seamlessly applied in FL, since in general no infor-
mation on the clients loss function should be disclosed to the
server. Therefore, the operation of client sampling in FL can-
not be seen as an extension of importance sampling. Regard-
ing advanced FL client sampling, Fraboni et al. [2021] ex-
tended MD sampling to account for collections of sampling
distributions with varying client sampling probability. From
a theoretical perspective, this approach was proven to have
identical convergence guarantees of MD sampling, with al-
beit experimental improvement justified by lower variance
of the clients’ aggregation weights. In Chen et al. [2020],
clients probability are set based on the euclidean norm of the
clients local work. We show in Appendix A that these ad-
vanced client sampling strategies also satisfy our covariance
assumption 1, and are thus encompassed by the general the-
ory developed in Section 3.

3 Convergence Guarantees

Based on the assumptions introduced in Section 2, in what
follows we elaborate a new theory relating the convergence of
FL to the statistical properties of client sampling schemes. In
particular, Theorem 1 quantifies the asymptotic relationship
between client sampling and FL convergence.

3.1 Asymptotic FL convergence with respect to
client sampling

To prove FL convergence with client sampling, our work re-
lies on the following three assumptions [Wang et al., 2020a;
Li et al., 2020a; Karimireddy et al., 2020; Haddadpour and
Mahdavi, 2019; Wang et al., 2019a,b]:

Assumption 2 (Smoothness). The clients local objec-
tive function is L-Lipschitz smooth, that is, Vi €
{1, eesn}y VL) = VL) < Lz -yl



Assumption 3 (Bounded Dissimilarity ). There exist con-
stants B2 > 1 and k® > 0 such that for every combination
of positive weights {wl} such that Z - wl = 1, we have

S wi |[VLi( NP < B2IVL)|? + &2 Ifall the local
loss functions are identical, then we have B?=1landk* = 0.

Assumption 4 (Unbiased Gradient and Bounded Variance).
Every client stochastic gradient g;(x|B) of a model x
evaluated on batch B is an unbiased estimator of the lo-

cal gradient. We thus have Eg [€;(B)] = 0 and 0 <
Ep [€(B) ] < o2 with &(B) = g:(a]B) - VLi(=).

We formalize in the following theorem the relationship be-
tween the statistical properties of the client sampling scheme
and the asymptotic convergence of FL (proof in Appendix B).

Theorem 1 (FL convergence). Let us consider a client sam-
pling scheme satisfying Definition 1 and Assumption 1. Un-
der Assumptions 2, 3, and 4, and with sufficiently small local
step size ), the following convergence bound holds:

L3Iyl <o (sbr)

—|—(9(77l2(K—1)02)—|—O<77 E—Fpr] 02> @)
i=1

+ 0 (P K(K = 1)k%) 4+ O (iry [(K — 1)0” + Kr?])
where 7] = ngm;, K is the number of local SGD,
Y= ZVar [wi(Sy)] (8)
i=1
and . .
v = ZVar [wi(St)] JrozZp?. )

We first observe that any client sampling scheme satisfy-
ing the assumptions of Theorem 1 converges to its optimum.
Through ¥ and +, equation (7) shows that our bound is pro-
portional to the clients aggregation weights through the quan-
tities Var [w;(S;)] and ¢, which thus should be minimized.
These terms are non-negative and are minimized and equal to
zero only with full participation of the clients to every opti-
mization round. Theorem 1 does not require the sum of the
weights w; (S¢) to be equal to 1. Yet, for client sampling satis-
fying Var [}, w;(S:)] = 0, we get @ o< . Hence, choos-
ing an optimal client sampling scheme amounts at choosing
the client sampling with the smallest >.. This aspect has been
already suggested in Fraboni et al. [2021].

The convergence guarantee proposed in Theorem 1 extends
the work of Wang ef al. [2020a] where, in addition of consid-
ering FEDAVG with clients performing K vanilla SGD, we
include a server learning rate 7, and integrate client sampling
(equation (3)). With full client participation (X = v = 0)
and 7, = 1, we retrieve the convergence guarantees of Wang
et al. [2020a]. Furthermore, our theoretical framework can
be applied to any client sampling satisfying the conditions of
Theorem 1. In turn, Theorem 1 holds for full client partici-
pation, MD sampling, Uniform sampling, as well as for the

other client sampling schemes detailed in Appendix A. Fi-
nally, the proof of Theorem 1 is general enough to account
for FL regularization methods [Li et al., 2020a, 2019; Acar et
al., 2021], other SGD solvers [Kingma and Ba, 2015; Ward
et al., 2019; Li and Orabona, 2019], and/or gradient compres-
sion/quantization [Reisizadeh et al., 2020; Basu et al., 2019;
Wang et al., 2018]. For all these applications, the conclu-
sions drawn for client samplings satisfying the assumptions
of Theorem 1 still hold.

3.2 Application to current client sampling schemes

MD sampling. When using Table 1 to compute ¥ and ~y
close-form we obtain:

1
XuMp = —
m

n
1
1- p?] andyyp =—,  (10)
where we notice that X, p < %n = Yymp- Therefore, one
can obtain looser convergence guarantees than the ones of
Theorem 1, independently from the amount of participating
clients n and set of clients importance {p; }, while being in-
versely proportional to the amount of sampled clients m. The
resulting bound shows that FL with MD sampling converges
to its optimum for any FL application.

Uniform sampling. Contrarily to MD sampling, the
stochastic aggregation weights of Uniform sampling do not
sum to 1. As a result, we can provide FL scenarios diverging
when coupled with Uniform sampling. Indeed, using Table 1
to compute > and « close-form we obtain

n n
su == -1] 38t an
m i=1

and

vU=[1+n1M }Zp,, (12)

where we notice that vy = [1 + m] Yr7. Considering that

Z,?:l p? <1, we have Xy < = — 1, which goes to infinity
for large cohorts of clients and thus prevents FL with Uniform
sampling to converge to its optimum. Indeed, the condition
P p? < 1 accounts for every possible scenario of client
importance {p;}, including the very heterogeneous ones. In
the special case where p; = 1/n, we have Y., p? = 1/n,
such that X7 is inversely proportional to both n and m. Such
FL applications converge to the optimum of equation (1) for
any configuration of n, {p;} and m.

Moreover, the comparison between the quantities 3 and y
for MD and Uniform sampling shows that Uniform sampling
outperforms MD sampling when p; = 1/n. More generally,
Corollary 1 provides sufficient conditions with Theorem 1 for
Uniform sampling to have better convergence guarantees than
MD sampling (proof in Appendix B.7).

Corollary 1. Uniform sampling has better convergence guar-
antees than MD sampling when Xy < Ypyrp, andyu < Yup
which is equivalent to

Zpl < m+1 (13)
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Figure 1: Difference between the convergence of the global losses resulting from MD and Uniform sampling when considering n €
{10, 20, 40,80} clients and sampling m = n/2 of them. In (a), clients have identical importance, i.e. p; = 1/n. In (b), clients impor-
tance is proportional to their amount of data, i.e. p; = n;/M. Differences in global losses are averaged across 30 FL experiments with

different model initialization (global losses are provided in Figure 2).

Corollary 1 can be related to Var [>_"_; w;(S;)], the vari-
ance for the sum of the aggregation weights, which is always
null for MD sampling, and different of O for Uniform sam-
pling except when p; = 1/n for all the clients.

A last point of interest for the comparison between MD
and Uniform sampling concerns the respective time com-
plexity for selecting clients. Sampling with a Multinomial
Distribution has time complexity O(n + mlog(n)), where
O(n) comes from building the probability density function
to sample clients indices [Tang, 2019]. This makes MD
sampling difficult to compute or even intractable for large
cohorts of clients. On the contrary sampling m elements
without replacement from n states is a reservoir sampling
problem and takes time complexity O(m/(1 + log(n/m))[Li,
1994]. In practice, clients either receive identical importance
(p; = 1/n) or an importance proportional to their data ratio,
for which we may assume computation p; = O(1/n). As a
result, for important amount n of participating clients, Uni-
form sampling should be used as the default client sampling
due to its lower time complexity. However, for small amount
of clients and heterogeneous client importance, MD sampling
should be used by default.

Due to space constraints, we only consider in this
manuscript applying Theorem 1 to Uniform and MD sam-
pling, which can also be applied to Binomial and Poisson
Binomial sampling introduced in Section A, and satisfying
our covariance assumption. To the best of our knowledge,
we could only find Clustered sampling introduced in Fraboni
et al. [2021] not satisfying this assumption. Still, with mi-
nor changes, we provide for this sampling scheme a similar
bound to the one of Theorem 1 (Appendix B.6), ultimately
proving that clustered sampling improves MD sampling.

4 Experiments on real data

In this section, we provide an experimental demonstration
of the convergence properties identified in Theorem 1. !
We study a LSTM model for next character prediction on

!Code and data are available at https://github.com/Accenture/
Labs-Federated-Learning/tree/impact_client_sampling.

the dataset of The complete Works of William Shakespeare
[McMahan et al., 2017; Caldas et al., 2018]. We use a two-
layer LSTM classifier containing 100 hidden units with an 8
dimensional embedding layer. The model takes as an input a
sequence of 80 characters, embeds each of the characters into
a learned 8-dimensional space and outputs one character per
training sample after 2 LSTM layers and a fully connected
one.

When selected, a client performs K = 50 SGD steps on
batches of size B = 64 with local learning rate 17; = 1.5. The
server considers the clients local work with 7, = 1. We con-
sider n € {10, 20, 40,80} clients, and sample half of them at
each FL optimization step. While for sake of interpretability
we do not apply a decay to local and global learning rates, we
note that our theory remains unchanged even in presence of
a learning rate decay. In practice, for dataset with important
heterogeneity, considering 1, < 1 can speed-up FL with a
more stable convergence.

We compare the impact of MD, Uniform, and Clustered
sampling, on the convergence speed of FEDAVG. With Clus-
tered sampling, the server selects m clients from m differ-
ent clusters of clients created based on the clients importance
[Fraboni et al., 2021, Algorithm 1]. MD sampling is a special
case of Clustered sampling, where every cluster is identical.

Clients have identical importance [p; = 1/n]. We note
that Uniform sampling consistently outperforms MD sam-
pling due to the lower covariance parameter, while the im-
provement between the resulting convergence speed is in-
versely proportional to the number of participating clients n
(Figure la and Figure 2a-d). This result confirms the deriva-
tions of Section 3. Also, with Clustered sampling and identi-
cal client importance, every client only belongs to one cluster.
Hence, Clustered sampling reduces to Uniform sampling and
we retrieve identical convergence for both samplings (Figure
2a-d). This point was not raised in Fraboni ef al. [2021].

Clients importance depends on the respective data ra-
tio [p; = n;/M]. In this experimental scenario the aggrega-
tion weights for Uniform sampling do not always sum to 1,
thus leading to the slow-down of FL convergence. Hence, we
see in Figure 1b that MD always outperforms Uniform sam-
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Figure 2: Convergence of the global losses for MD, Uniform, and Clustered sampling when considering n € {10, 20, 40, 80} clients and
sampling m = n/2 of them. In (a-d), clients have identical importance, i.e. p; = 1/n. In (e-h), clients importance is proportional to their
amount of data, i.e. p; = n; /M. Zoom of the global losses over the last 100 server aggregations and a variation of 0.5 in the global loss.

pling. This experiment shows that the impact on FL conver-
gence of the variance of the sum of the stochastic aggregation
weights is more relevant than the one due to the covariance
parameter a. We also retrieve in Figure 2e-h that Clustered
sampling always outperform MD sampling, which confirms
that for two client samplings with a null variance of the sum
of the stochastic aggregation weights, the one with the low-
est covariance parameter o converges faster. We also note
that the slow-down induced by the variance is reduced when
more clients do participate. This is explained by the fact that
the standard deviation of the clients data ratio is reduced with
larger clients participation, e.g. p; = 1/10 £0.13 forn = 10
and p; = 1/80 & 0.017 for n = 80. We thus conclude that
the difference between the effects of MD, Uniform, and Clus-
tered sampling is mitigated with a large number of participat-
ing clients (Figure 1b and Figure2e-h).

Additional experiments on Shakespeare are provided in
Appendix C. We show the influence of the amount of sam-
pled clients m and amount of local work K on the conver-
gence speed of MD and Uniform sampling.

Finally, additional experiments on CIFAR10 [Krizhevsky,
2009] are provided in Appendix C, where we replicate the
experimental scenario previously proposed in Fraboni et al.
[2021]. In these applications, 100 clients are partitioned us-
ing a Dirichlet distribution which provides federated scenar-
ios with different level of heterogeneity. For all the exper-
imental scenarios considered, both results and conclusions
are in agreement with those here derived for the Shakespeare
dataset.

5 Conclusion

In this work, we highlight the asymptotic impact of client
sampling on FL. with Theorem 1, and shows that the conver-

gence speed is inversely proportional to both the sum of the
variance of the stochastic aggregation weights, and to their
covariance parameter cv. Moreover, to the best of our knowl-
edge, this work is the first one accounting for schemes where
the sum of the weights is different from 1.

Thanks to our theory, we investigated MD and Uniform
sampling from both theoretical and experimental standpoints.
We established that when clients have approximately identi-
cal importance, i.e p; = 1/n, Uniform outperforms MD sam-
pling, due to the larger impact of the covariance term for the
latter scheme. On the contrary, Uniform sampling is outper-
formed by MD sampling in more general cases, due to the
slowdown induced by its stochastic aggregation weights not
always summing to 1. Yet, in practical scenario with very
large number of clients, MD sampling may be unpractical,
and Uniform sampling could be preferred due to the more ad-
vantageous time complexity.

In this work, we also showed that our theory encompasses
advanced FL sampling schemes, such as the one recently pro-
posed in Fraboni et al. [2021], and Chen et al. [2020]. Finally,
while the contribution of this work is in the study of the im-
pact of a client sampling on the global optimization objective,
further extensions may focus on the analysis of the impact
of clients selection method on individual users’ performance,
especially in presence of heterogeneity.
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A Client Sampling Schemes Calculus

In this section, we calculate for MD, Uniform, Poisson, and Binomial sampling the respective aggregation weight variance
Var [w;(S;)], the covariance parameter « such that Cov [w;(S;)),w;(S:)] = —ap;p;, and the variance of the sum of weights
Var > | w;(Sy)]. We also propose statistics for the parameter N, i.e. the amount of clients the server communicates with at

an iteration:

N=>"I(i€cS). (14)
i=1
A.1 Property 1
Proposition 1. For any client sampling, we have 0 < o < 1 and
Var | Y "wi(Sy)| = Var[wi(S))] — o [1 - Zp?] : (15)
i=1 i=1 i=1
Proof. Covariance parameter
Cov [w;(St), w; (St)] = E [wi(S)w;(St)] — pipj > —pipj- (16)
Hence, we have a < 1.
Aggregation Weights Sum
Var Zwi(St 1 ZVar w;i ()] Z Cov [w;(St), w; (St)] 17
i=1 i,JF£1
= ZVar w;i(S)] — « Z DiP;j (18)
i=1 1,JFL
n
= Z [Var [w;(S:)] — api(1 — p;)] (19)
:ZVar[wz Si)] —all—zpzl ) (20)
where we use Z _1 Pi = 1, equation (1), for the thlrd and fourth equality.
Re-expressing a. Using equation (19), we get
Var Zwi(St) = ZVar [wi(St)] — & [1 — pr] , 21
i=1 i=1 i=1
which, with reordering, gives
B Sy Var [w;(Sy)] — Var D20 w;i(Sy)]
= . : (22)
1=, v}
O
A.2 No sampling scheme
When every client participate at an optimization round, we have w;(S;) = p; which gives Varg, [w;(S:)] = 0, « = 0, and
N =n.
A.3 MD sampling
We recall equation (5),
1 m
i = — I(ly = 1), 23
wi(S) = 7 2 W =) (23)
which gives
1 , 1 & :
[wi(Se)w; (S = —5 >~ Bl = )l(h = )] + p Y EI = i)l = j)] (24)
k, £k k=1
1 m
=— > pipj+—5 > B[l =)l = j)] (25)
k, £k k=1
—1
= pipj + — E[I(1 = 9)I(l = j)] (26)



Variance(i = j). We get E[I(I = i)I(l = j)] = E[I(I = 4)] = p;, which gives:
1 1
Var [wi(Sy)] = =—pf + —pi
m m

Covariance(i # j). We get E [I(I = §)I(l = j)] = 0, which gives:

1
Cov [w;i(St), w;(S¢)] = — - DiPj;

and by definition we get

o=

3=

Aggregation Weights Sum. Using equation (27)) and (29) with Property 1, we get

Var Zwi(St) =0.
i=1

Amount of clients. Considering that p(i € S;) =1 —p(i ¢ S¢) =1 — (1 — p;)™, we get:

n

E[N]:ZP(ieSt):n—Z(l—pi)mgm

i=1
A.4 Uniform Sampling
We recall equation (6),
. n
wi(S) =1(i € St)Epi-

Variance. We first calculate the probability for a client to be sampled, i.e.

PlicS)=1-PG¢s)=1-

n—1 n—m n—m

n Tn-m+1
Using equation (33), we have

n 72 . ncm
Vars, [wi(S)] = [ Zpi| Var[I(i € 5,)] = =52

Covariance. We have
P({i,j} € S¢) =P(i € S;) +P(j € S;) —P(iUj € 5;)

=PieS)+P(GeS)—(1—P{i,j}¢5S)),

and

n—2 n-m—-1_(n—m)(n—-—m-—1)

P({i,j} ¢ S:) = =
({37 2 n—m+1 n(n—1)
Substituting equation (33) and (37) in equation (36) gives

(n—m)(n—m-—1)

P({i,j} € S;) :2%_1+

n(n —1)

1
:m[Qm(n—l)—n(n—1)+(n_m)(n_m_1)}
_m(m—1)

nn—1)"

Hence, we can express the aggregation weights covariance as

2
Cov [w;i(St),w;(St)] = :LQTZE;n_ll))Pij — DjPk;
which gives
 n—m
Cmn—1)
Aggregation Weights Sum. Combining equation (34) and (42) with Property 1 gives

n

Var

i=1
where we retrieve Var [, w;(S:)] = 0 for identical client importance, i.e. > ., p? =
Amount of Clients. N = m.

1

EWz<St)] = Z [% — 1} p? - m;pi(l —pi) = ﬁ

n’

27

(28)

(29)

(30)

€2y

(32)

(33)

(34)

(35)
(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)



A.5 Poisson Binomial Distribution
Clients are sampled according to a Bernoulli with a probability proportional to their importance p;, i.e.

1
w;(Sy) = EIB%(mpi). (44)

Hence, only m > p;%, can be sampled and we retrieve E [w;(S;)] = =mp; = p;.
Variance.

1 1
Varg, [w;(St)] = mei(l —mp;) = api(l —mp;) 45)
Covariance. Due to the independence of each stochastic weight, we also get:
Cov [w;(St),w;(S¢)] =0 (46)
Aggregation Weights Sum. Using Property 1 we obtain

n 1 n
\ (S| = = =372
ar Z wz(St)] - Zpl 47)
i=1 i=1
Amount of Clients. .
E[N] =mand Var[N] =m —m?)_ p;. (48)
=1

A.6 Binomial Distribution

Clients are sampled according to a Bernoulli with identical sampling probability, i.e.

n_.m
i(St) = —B(—)p;. 49
wi(50) = ZB(Z)p (49)
Hence, we retrieve E [w;(S;)] = 2 Zp; = p;.
Variance. )
n“m m n—m
V: (S1)] = — — (1 — —)pf = ——p?. 50
arg, [w ( t)] m2 n ( n )pz m b; ( )
Covariance. Due to the independence of each stochastic weight, we have:
Cov [w;(St),w;(Se)] = 0. (31
Aggregation Weights Sum. Using Property 1 gives
Var ;wi(st) =— ;p% (52)
Amount of Clients. )
E[N] =m and Var[N}:m—m—. (53)
n

A.7 Clustered Sampling

Clustered sampling [Fraboni et al., 2021] is a generalization of MD sampling where instead of sampling m clients from the
same distributions, m clients are sampled from m different distributions {W}, } 7, each of them privileging a different subset
of clients. We denote by 7, ; the probability of client ¢ to be sampled in distribution k. To satisfy Definition 1, the original work
[Fraboni et al., 2021] provides the conditions:

Vk e {1,...,m}, Zrm =1landVie {1,..,n}, ZT’W = mp;. (54)
i=1 k=1
The clients aggregation weights remain identical to the one of MD sampling, i.e.
1K
wi(Scr) = — k—1H(lk =), (55)

where I(l;, = i) are still independently distributed but not identically.



We have

1 1 &
E [wi(Se)w;(S1)] = —3 Z [l = 10 = ) + —5 Y B[ = Il = 5)] (56)
k,l£k k=1
1 1 «
= 2 ki ¥ 3 Bl = 1k = ) (57)
k,l#£k k=1
1 m
= piby— > s + —5 > B[ = )Lk = j)], (58)
k=1 k=1

where we retrieve equation (26) when ry, ; = p;.
Variance (i = j). We get E [[(l;, = i)I(lx, = j)] = E[I(lx = 7)] = 7%,;» Which gives:
1 1 &
Var [wi(Scu)] = —pi = —5 3 1y < Var[wi(Sup)], (59)
k=1
where the inequality comes from using the Cauchy-Schwartz inequality with equality if and only if all the m distributions are
identical, i.e. ry ; = p;.
Covariance (i # 7). We get E [I(Ix, = 9)I(lx = j)] = 0, which gives:
1 m
Cov [wi(Sca),w;j (Se)] = = —5 )itk < Covwi(Sup)sw;(Sup)l, (60)
k=1
where the inequality comes from using the Cauchy-Schwartz inequality with equality if and only if all the m distributions are
identical, i.e. ry ; = p;.
Aggregation Weights Sum

Var

zn:Wi(SCl>

i=1

—0. (61)

A.8 Optimal Sampling
With optimal sampling [Chen et al., 2020], clients are sampled according to a Bernoulli distribution with probability ¢;, i.e.
wi(St) = 4 B(Ql) (62)
Hence, we retrieve E [w;(S;)] = 5 q; = p;.
Variance.

1—q
Vars, [w;(S;)] = T"p?. (63)

K2
Covariance. Due to the independence of each stochastic weight, we have:

Cov [w;(S¢), w;j(S¢)] = 0. (64)
Aggregation Weights Sum. Using Property 1 gives

n n 1
Var Zwi(St) = Z (65)
i=1 i=1
Amount of Clients. . .
E[N] :Zqi and Var [N] =Zqi(1—qi). (66)

i=1

B FL Convergence

In Table 2, we provide the definition of the different notations used in this work. We also propose in Algorithm 1 the pseudo-
code for FEDAVG with aggregation scheme (3). Our work is based on the one of Wang et al. [2020a]. We use the developed
theoretical framework they proposed to prove Theorem 1. The focus of our work (and Theorem 1) is on FEDAVG. Yet, the
proof developed in this section, similarly to the one of Wang er al. [2020a], expresses a; in such a way they can account for a
wide-range of regularization method on FEDAVG, or optimizers different from Vanilla SGD. This proof can easily be extended
to account for different amount of local work from the clients [Wang et al., 2020a].

Before developing the proof of Theorem 1 in Section B.5, we introduce the notation we use in Section B.1, some useful
lemmas in Section B.2 and Theorem 2 generalizing Theorem 1 in Section B.3.



Table 2: Common Notation Summary.

Symbol Description
n Number of clients.
K Number of local SGD.
m Local/Client learning rate.
g Global/Server learning rate.
7 Effective learning rate, 7 = m;7g.
0! Global model at server iteration .
0% Optimum of the federated loss function, equation (1).

6! Local update of client i on model 6".

Yl Local model of client i after k SGD (y! ; = 6:"" and ! , = 6").
Di Importance of client ¢ in the federated loss function, equation (1).
m Number of sampled clients .

St Set of participating clients considered at iteration ¢.
w;(S) Aggregation weight for client ¢ given S;.

a Covariance parameter.

Yi cf Section 3

E;[] Expected value conditioned on 6.

L(") Federated loss function, equation 1

Li(") Local loss function of client 7.

gi(+) SGD. We have E¢, [¢;(-)] = VL;(-) with Assumption 4.

& Random batch of samples from client i of size B.
L Lipschitz smoothness parameter, Assumption 2.
o2 Bound on the variance of the stochastic gradients, Assumption 4.

B, K Assumption 3 parameters on the clients gradient bounded dissimilarity.

Algorithm 1 Federated Learning based on equation (3)

The server sends to the n clients the learning parameters (K, n;, B).

fort=0to1T — 1do

Sample a set of clients S; and get their aggregation weights d;(t).
Send to clients in S; the current global model 8°.

Receive each sampled client contributions ¢;(¢) = 11 — 6°.
Creates the new global model 81 = 0" + 1, >°"  d;(t)e;(2).

end for

B.1 Notations

We define by yf . the local model of client i after k¥ SGD steps initialized on 8*, which enables us to also define the normalized
stochastic gradients d! and the normalized gradient h! defined as

K-1 K-1

1 1
d; = p” > aikgi(yl,) and hj = o > aikVL(Y ), (67)
k=0 k=0
where a; j, is an arbitrary scalar applied by the client to its kth gradient, a; = [ai,..,a; k1|7, and a; = |la;||;. In the

special case of FEDAVG, we have a; = [1, ..., 1] and in the one of FEDPROX, we have a; = [(1 — p)®~1, ..., 1] where y is the
FEDPROX regularization parameter.

With the formalism of equation (67), we can express a client contribution as 0;&1 — 0" = —na;d! and rewrite the server
aggregation scheme defined in equation (3) as

n
Ot — 6" = —ngn Yy wiaid,
=1

which in expectation over the set of sampled clients .S; gives

Es, [0 —6'] = _ﬁzpz‘a#ﬁ =1 <2piai> Z (W) d;.
] =1 1=

(68)

(69)



We define the surrogate objective £(x) = >, w;L;(x), where Y . w; = 1.

In what follows, the norm used for a; can either be L1, ||-||;, or L2, ||-||,, For other variables, the norm is always the euclidean
one and ||-|| is used instead of ||-||,. Also, regarding the client sampling metrics, for ease of writing, we use w; instead of w; (.S¢)
due to the independence of the client sampling statistics with respect to the current optimization round.

B.2 Useful Lemmas

Lemma 1. Let us consider n vectors x;, ..., x,, and a client sampling satisfying Eg, [w;(St)] = p; and Cov [w;(St),w;(St)] =
—ap;p;j. We have:

Es ; (70)

t

Zwi(sﬁ)mi Zpﬂii
i=1 i=1

2
= Z%’ lll|” + (1 — )
=1

where ~; = Varg, [w;(S;)] + ap?.

Proof.
'(St)w Z]Est wi(S1)?] || +ZZESt wi(St)w; (Se)] (i, ;). (71)
=1 1
T
In addition, we have:
Es, [wi(St)w;(St)] = Cov [w;(St), w; (Se)] + pip; = (—a + 1)pipj, (72)

where the last equality comes from the assumption on the client sampling covariance.
We also have:

n n n
ZZ(piwi,Pj$j> = Tl — pr [EA[ (73)
i=1 j=1 i=1

J#i

Substituting equation (72) and equation (73) in equation (71) gives:

n n
Zwi(St)ac = Z [Es, [wi(S)?] = (—a+ 1)p7] ||| + Zpﬂlz ) (74)
i=1 i=1
Considering that we have Eg, [w;(S;)?] = Var [w;(S;)] + p?, we have :
Es, [wi(S:)?] + (o — 1)p} = Varg, [w;(S¢)] + op?, (75)
Substituting equation (75) in equation (74) completes the proof.
O
Lemma 2 (equation (87) in Wang et al. [2020a]). Under Assumptions 2 to 4, we can prove
1 — ) ' 17]1L o? Rp? 5|2 Rk?
5;%1@ [Hv£i(9 —hi|| } S5 C sz (Hasz z,—l) mﬂf HVE(G 0|+ =R (76)

with R = 2n? L? max;{||a;||, (|a:||, — ai,—1)} with a learning rate such that R < 1.

Proof. The proof is in Section C.5 of Wang et al. [2020a].
The bound here provided is slightly tighter in term of numerical constants than the one of Wang et al. [2020a]. Indeed,

equation (70) in Wang et al. [2020a] uses the Jensen’s inequality ||a + b||> < 2 ||a||* 4+ 2 ||b||* which could instead be obtained

with:
k—1 k—1
Zai,sgi(yf,s) Zai,Sv‘ci(yf,s)
s=0 s=0
1

which uses Assumption 4, giving E {<le€;o ais (9i(yl ) — VLi(yL,) D D ai,SVLi(yfvsﬂ = 0 with the same reasoning

2 2 2

> ais (0:(yt,) — VLi(yL,)) , (77)

as for U in equation (94). O



Lemma 3. Under Assumptions 2 to 4, we can prove

Z% [llair]*] < 5 QZ%(anQ (03-0)) + 21— (Z% )(/32E[Hvz<et)

where R' = 2n?L? maXi{Hai||1} <L

2
} + /-;2) . (78)

Proof. Due to the definition of h!, we have:

, K-1 2 K-1
E[flaih!]|*] = a?E | | 3 ~ainvLilylp)| | <o aikE w2 )] (79)
k=0 * k=0
Using Jensen inequality, we have
E ||VELi(win)|”] < 2 [|IVLiwhi) — VL0")|*] + 2B [[vL£i(6")]] (80)
< 21K ||yt - 0[] + 2B [V i(09)]*], (81)
where the second equality comes from using Assumption 2.
Also, Section C.5 of Wang et al. [2020a] proves
lem E {Hy# _et\ﬂ < 202 (||a<||2 — (a2 )) L 2 g {ch.((a’f)\ﬂ (82)
a; =" bk =1 2 =) T TR i '
Plugging equation (81) and then equation (82) in equation (79), we get:
K—1
1
E|[laiht]*] <a? Y- —aix [2L2E |yl — 0] +2E [ VLi(6D)]]] (83)
k=0
K—1
=2L%? Z —aLkE {Hyzk 60'|| } +2a;E {HVL‘i(Ot)HZ] (84)
k=0
1 1 R
< 21%a? L_Rm202 (laill3 = (@2 ) + 7= E |IVL:(0")] H +222E [|veie)|] @9
R R
< =0 (laill} = (@3 ) + 207 [1_R - 1] E [|\vzi(0t>||2} - (86)

Multiplying by ~; and summing over n gives

Z% [laskt]’] < 5 QZ%(MZHQ z,_1>)+2—2m 2R [||veien]®]. (87)

Using Assumption 3 in equation (87) and R’ < 1 completes the proof.

O
B.3 Intermediary Theorem
Theorem 2. The following inequality holds:
= . 9 1
- ]EHVEBtH]<O _ 4O A’2+OnB’2
T; [ @) ((1—9)77(2 1pia¢)T) d ) ol )
+ O C'K*) + O(iiD'0%) + O(FE'K?), (88)
where quantities A'-E’ are defined in the following proof from equation (105) to equation (109).
Proof. Clients local loss functions are L-Lipschitz smooth. Therefore, L is also L-Lipschitz smooth which gives
- ~ ~ L
E[L(0"") - £(6")] <E[(VL(8),0" ~ 0")] +5E (6" —6'|"]. (89)

T1 T2

where the expectation is taken over the subset of randomly sampled clients S; and the clients gradient estimator noises & .
Please note that we use the notation E [-] instead of E¢t) g, [-] for ease of writing.



Bounding T3
By conditioning on {£!} and using equation (69), we get:

T, =E [<v2(at),ESt [t — 9t]>} = K. E

which, using 2(a, b) = ||a||* + ||b]]* — |Ja — b||* can be rewritten as:
T = nKefflE va 6" szht VL0
Bounding 75
I 2
T|S; = P E szaz |S;
- 2
=i’E Z wlal dt ht —|— Z wia;hi|| |S:
. 2
=i?E szaz (d! - 1S, | + 7 E

+2nE l(iwiai i ht ZwlaZ )|St
i=1

U

Using Assumption 4, we have E [(d! — h!, ht)] = 0. Hence, we get U = 0 and can simplify 75 as:

i 'Y

TQ_UQZ]E Ja2E [||d: - B|*] + 7E

Using Lemma 1 on the second term, we get:

=R Ao [~ ]+ 7 o k] +

Finally, by bounding the first term using Assumption 4, and noting that p;a; = w; K.y for the second term, we get:

n K-1
T, =i Y B[] Y B [otuls) wz—wmlﬂ
i=1 k=0

ht

+i Y wE [[aihl]|] + 721 - a)KZ; B

<772ZE |a1||20 —1—7722% “azhtH] (1—a

Z wzht

iaih

»aihﬁ

l—a

5rE

2

i=1

|5t

Z wlht

Zpta’l

(90)

oD

92)

93)

(94)

95)

(96)

o7

(98)



Going back to equation (89)

Substituting equation (91) and equation (98) back in equation (89), we get:
2

E[Z(0') - £(0)] < —%ﬁKeff Hvé(ot))f + %ﬁKeffE Hvi(et) - zn:wihﬁ
i=1

1. _
= 5epr (L= Li(1 — @) Keyf] E b

+ 57 Y E LA laliol + 573 v [naihsnﬂ, )

We consider the learning rate to satisfy 1 — L7(1 — a)) K¢ > 0 such that we can simplify equation (99) as :

E|£(611) — fj(et)} 2

nKeys

VL(0') - Z w;h}

< le.r:(at)2+1E
- 2 2

ZE ] llaill3o? + Z% [HaihﬁHz] (100)

<-3 Hvﬁ(ef) +2§wiE[||vzi(at)h§||2}
L_ L1 <
+ i Z lailso® + 57 3 [flshl]]. (o1

where the last inequality uses the definition of the surrogate loss function L and the Jensen’s inequality.
Using Lemma 3 and 2, we get:

E E g+l _E ot
OO L el S (-t
eff =1
Rp? 5 2 Rk?
ya-m " {HW("” }+2(1—R)
L n n
+ 3y | B a2 (el - <a%,1>)] ”
+L’7K:ff [R +1} (Z% ) (521@ [le(et) 1 +H2). (102)

If we assume that R < 2[321“, and considering that 8% > 1, then we have 1 < 1+ 55 < 3, # < 1, and

wa < 262+1 (1+ 2B2 )B3% = L. We also define Q = LnK —3 2 (30, via?) B* < 1. Substituting these terms in equation

(102) gives

E [ﬁ(etﬂ) - E(et)}
nKess

+ mLQZwt (”asz i,—l)
[ZE ] llasll3 + Z%(HazHQ M))] :

3
+ mLQmax{al( a; — a;,—1) " + LWK ; (Z% >

< _3[1_91 Hvr:(at

L\:\h

(103)



Averaging across all rounds, we get:

Sy fvee)
t=0

2l L) - L07) 40 22 2
AT 2L wi (s — af
} T T £ <”a 2 = 1)0

L 2
+Lanf 2ZE ||az\|2+32% (laill3 - (@ m)] o
+ 61); Lzmax{al( a;i —a; 1) }K> +6LnK (Z’y ) : (104)
We define the following auxiliary variables
1 n
A= mi ZE ||a7||2 = an Z [Var [0;] +P22] ||a7;||§, (105)
i=1Piaq izl
pia; 2
B = Wy |azH a; — la zH A —1)> (106)
Z ( 2 1) ZZ] 1D; J( ? 1)
C' = max{a;(a; — a;,-1)}, (107)

(ZVar w; —&-aZpZ) , (108)
= ﬁmax{a (Z Var [w;] + aZp?) . (109)
1=1 i=1

1
D= _ =
Kors mlax{az i — Qi1 }Z Yi = ST o

1
E = —— max{a?} Y
Keyy i <Z ) iz Piti
We define for A -F the respective quantities A’-E’ such that X’ = ;25 X. We have:
T-1 5 -
1 L(6%) — L(6%)
E Hvz () H ] <4 it +2Lij— L No? £ 321028 0
; { (L= (X piai) T

+ 6n?L2C'k? + 3L7Do? + 6 L7 Fk?, (110)

B.4 Synthesis of local learning rate 7; conditions for Theorem 2

A sufficient bound on the local learning rate 17; for constraints on R for Lemma 2 and equation (102), and constraint on R’ for
Lemma 3 to be satisfied is:
2262 + 1] nfL? maX{HaZH <1 (111)

Constraints on equation (99) can be simplified as
Lngm(1 —a)Kepp < 1. (112)

Constraints on €2, equation (102), give

BLngm 7 <Z via > B <1 (113)

B.5 Theorem 1

Proof. With FEDAVG, every client performs vanilla SGD. As such, we have a; , = 1 which gives a; = K and ||a;, = VK.

In addition we consider a local learning rate 7; such that 2 < % as such we can bound A’-F’ as X’ < 2X.

Finally, considering that the variables A to E can be simplified as

A=m)  [Var(w]+p}] , B=(K-1),C=K(K - 1), (114)

i=1



i=1 i=1

D=(K-1) (Zvar[wi} +azp$> ,and E =K <ZVar[wi] +a2p§> : (115)
=1 =1

the convergence bound of Theorem 2 can be reduced to

= . X §
T ; E [HVC(B )| } <0 (TWKT> +0 (ngm Z [Var [w;] + p?] a2>

i=1
+O (i (K = 1)0*) + O (K (K —1)r?)

+0 (ngm (Z Var [w;] + apr) (K —1)0*+ K/q2]> ’ (116)

i=1 i=1
which completes the proof.
O

€ is proportional to 1" ;v = >, Var|w;] + > i, p?. With full participation, we have 2 = 0. However, with
client sampling, all the terms in equation (116) are proportional with ﬁ Yet, we provide a looser bound in equation (116)
independent from €2 as the conclusions drawn are identical. Through ©, Y7 | Var [w;] and « needs to be minimized. This fact
is already visible by inspection of the quantities £ and F'.

We note that equation (116) depends on client sampling through o2, which is an indicator of the clients SGD quality, and 2,
which depends on the clients data heterogeneity. In the special case where clients have the same data distribution and perform
full gradient descent, based on the arguments discussed in the previous paragraph, we can still provide the following bound

showing the influence of client sampling on the convergence speed, while highlighting the interest of minimizing the quantities
S, Var [w;] and o

L T2 . 1
= > E[||vee)]’] go((lm%mm), (117)

t=0

When setting the server learning rate at 1, n, = 1 with client full participation, i.e. Var [w;] = Var [}, w;] = a = 0 and
m = n, we have £ = F' = 0 and can simplify A to

A= anf (118)
i=1

Therefore, the convergence guarantee we provide is mﬁ +m Y pio?+nF(K —1)o? +nf K(K —1)x?, which is identical
to the one of Wang et al. [2020a] (equation (97) in their work), where ZLI p? can be replaced by 1/n when clients have
identical importance, i.e. p; = 1/n.

In the special case, where we use 7, = /m/KT [Wang et al., 2020a], we retrieve their asymptotic convergence bound

1 /m n 2 2 m -2 m 2
\/mKT+ KT Zi:lpig +TJ +TKI€ :

B.6 Application to Clustered Sampling

Instead of Lemma 1 which requires Cov [w; (S}), w;(S;)] = —ap;p;, we propose the following Lemma for Clustered sampling
expressed in function of MD sampling covariance parameter «p;p showing that a sufficient condition for MD sampling to
perform as well as Clustered sampling is that all z; are identical, or that all the distributions are identical, i.e. 7 ; = p;.

Lemma 4. Let us consider n vectors x;, ..., &, and a Clustered sampling satisfying Eg, [w;(St)] = pi. We have:

n
Zpifci

i=1

2

2 n
<Y %u(MD) [lai|* + (1 — anp) : (119)

i=1

ESC!

Zwi(scl)wi
=1

where ~v;(M D) and aprp are the aggregation weights statistics of MD sampling. Equation (119) is an equality if and only if
i1 TRa®i = 307 Th T

Proof. Substituting equation (59) in equation (71) gives

n 2
> wilSan)z;
=1

n n n m n n

= sy [wilSon)?] llall® + > 0> pipj (@i, ;) — % YO k(@i ®g), (120)

i=1 i=1 j=1 k=1i=1 j=1
j#i i

Escz




Substituting equation (73) in equation (71) gives:

2 n
zi| | =D Ese [wilSa)?] lm:ll” +
1=1

n

2

- Zp? [EA
i=1

Ese, '(SCZ) T
1 m n 2 n
2
2 YD || = > il - (121)
k=1 | |li=1 i=1
With rearrangements and using equation (54) we get:
2 n m n 2 1 m n 2
]EScz 4(501)113 = Zl Var [wz SCl Z 77,‘| ||:B7|| + Z;pz:cz m kZ Z Tk,,zmz (122)

Using the expression of clustered sampling variance for the first term (equation (60)), and using Jensen’s inequality on the
third term completes the proof. Jensen’s inequality is an equality if and only if > | 74 ;@; = Z?Zl Tk ;.
O

We adapt Theorem 1 to Clustered sampling. Fraboni et al. [2021] prove the convergence of FL with clustered sampling by
giving identical convergence guarantees to the one of FL with MD sampling. As a result, their convergence bound does not
depend of the clients selection probability in the different clusters 7y, ;. The authors’ claim was that reducing the variance of
the aggregation weights provides faster FL convergence, albeit only providing experimental proofs was provided to support this
statement. Corollary 2 here proposed extends the theory of Fraboni ef al. [2021] by theoretically demonstrating the influence
of clustered sampling on the convergence rate. For easing the notation, Corollary 2 is adapted to FEDAVG but can easily be
extended to account for any local a; using the proof of Theorem 2 in Section B.3.

Corollary 2. Even with no « such that Cov [w;(S}),w;(S;)] = —ap;pj, the bound of Theorem 1 still holds with B, C, and D
defined as in Section B.3 and

A= m[m_mzzzrwzpz

=1 k=1

1
—(K ~1), and F = —K. (123)

where E and F are identical to the one for MD sampling and A is smaller than the one for Clustered sampling.

Proof. The covariance property required for Theorem 2 is only used for Lemma 1. In the proof of Theorem 2, Lemma 1 is only
used in equation (96). We can instead use Lemma 4 and keep the rest of the proof as it is in Section B.3. Therefore, the bound
of Theorem 2 remains unchanged for clustered sampling where I and F' use the aggregation weight statistics of MD sampling
instead of clustered sampling. Statistics for MD sampling can be found in Section A.3 and give

= 1
V. i (S =0and = —, 124
ar ; w. ( MD) anda oy p m ( )
while the ones of clustered sampling in Section A.7 give

> varka(so] = -~ 5 303 k< D Varka(Suuo) 125

‘ ‘ m  m? < ki = ‘ '

i=1 =1 k=1 =1

O

B.7 Proof of Corollary 1
Proof. Combining equation (27) with equation (34) gives

S~ Bo = [—;Zp%; ~(E o)y [m—m“)ZP? -1/ (126)
i=1 i= i

Therefore, we have

Sup Ty & Y g < —— (127)
i=1



Combining equation (29), (30), (42), and (43) gives

o V. (S 2 _ V. (S 2 == - 2. (128

Therefore, we have

- 1 n—1
<w & 2 < . 129
YMD < YU ;pz_n_m - (129)
Noting that
1 1 -1 — 1
-t m <0, (130)
n—m+1 n—-m n n(n—m)(n—m+1)
completes the proof.

O

C Additional experiments

C.1 Shakespeare dataset

The client local learning rate 7 is selected in {0.1, 0.5, 1., 1.5, 2., 2.5} minimizing FEDAVG with full participation, and n = 80
training loss at the end of the learning process.

(@)-pi=1/n (b) - pi=nilM
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~ 0.050 A —0.1 1
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# rounds — m=4 — m=8 — m=40 # rounds

Figure 3: Difference between the convergence of the global losses resulting from MD and Uniform sampling when considering n = 80 clients
and sampling m € {4, 8,40} of them while clients perform K = 50 SGD steps . In (a), clients have identical importance, i.e. p; = 1/n.
In (b), clients importance is proportional to their amount of data, i.e. p;, = n;/M. Differences in global losses are averaged across 15 FL
experiments with different model initialization (global losses are provided in Figure 4).
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Figure 4: Convergence speed of the global loss with MD sampling and Uniform sampling when considering n = 80 clients while sampling
m = 4 ((a) and (c)), and m = 8 ((b) and (d)) while clients perform K = 50 SGD steps. In (a-b) , clients have identical importance, i.e.
pi; = 1/n, and, in (d-f), their importance is proportional to their amount of data, i.e. p; = n; /M. Global losses are estimated on 15 different

model initialization.
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Figure 5: Difference between the convergence of the global losses resulting from MD and Uniform sampling when considering n = 80
clients and sampling m € {8,40} of them while clients perform K = 1 SGD step. In (a), clients have identical importance, i.e. p; = 1/n.
In (b), clients importance is proportional to their amount of data, i.e. p;, = n;/M. Differences in global losses are averaged across 15 FL
experiments with different model initialization (global losses are provided in Figure 6).
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Figure 6: Convergence speed of the global loss with MD sampling and Uniform sampling when considering n = 80 clients while sampling
m = 4 ((a) and (d)), m = 8 ((b) and (e)), m = 40 ((c) and (f)) while clients perform K = 1 SGD steps. In (a-c) , clients have identical
importance, i.e. p; = 1/n, and, in (d-f), their importance is proportional to their amount of data, i.e. p; = n; /M. Global losses are estimated

on 15 different model initialization.

C.2 CIFAR10 dataset

We consider the experimental scenario used to prove the experimental correctness of clustered sampling in [Fraboni ef al., 2021]
on CIFARI10 [Krizhevsky, 2009]. The dataset is partitioned in n = 100 clients using a Dirichlet distribution with parameter
a = 0.1 as proposed in Harry Hsu et al. [2019]. 10, 30, 30, 20 and 10 clients have respectively 100, 250, 500, 750, and 1000
training samples, and testing samples amounting to a fifth of their training size. The client local learning rate 7); is selected in

{0.01,0.02, 0.05,0.1}.
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Figure 7: Convergence speed of the global loss with MD sampling and Uniform sampling when considering n = 100 clients, while sampling
m = 10 of them. Clients are partitioned using a Dirichlet distribution with parameter « = 0.1 (a), &« = 0.01 (b), and a« = 0.001 (c). Global
losses are estimated on 30 different model initialization.
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