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Abstract

The main objective of this work is to study the impact of the choice of input uncertainty models on robustness evaluations for probabilities of failure. Aleatory and epistemic uncertainties are jointly propagated by considering hybrid models and applying random set theory. The notion of horizon of uncertainty found in the info-gap method, which is usually used to assess the robustness of a model to uncertainty, allows to compare the bounds on the probability of failure obtained from different epistemic uncertainty models at increasing levels of uncertainty. Info-gap robustness and opportuneness curves are obtained and compared for the interval model, the triangular and trapezoidal possibility distributions, the probabilistic uniform distribution and the parallelepiped convex model on two academic examples and one industrial use-case. A specific demand value, as introduced in the info-gap method, is used as a value of information metric to quantify the gain of information on the probability of failure between less informative uncertainty models and a more informative ones.
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1. Introduction

Structural reliability [1] is of particular interest for risk-sensitive industrial applications such as power generation [2] where system performance,
and therefore safety, is subject to uncertainty. In this context, the safety is assessed by estimating reliability-oriented quantities of interest such as a low probability of failure or a high-order quantile on a specific output variable of interest. Two types of uncertainty are commonly distinguished, namely aleatory and epistemic [3]. Aleatory uncertainty is associated to natural randomness while epistemic uncertainty is understood as ignorance due to a lack of knowledge and is therefore potentially reducible. High-risk systems models are typical cases where epistemic uncertainty can be found as they often represent events that are rarely or never encountered. However, the potential impact of lack of knowledge must still be accounted for in order to make an informed decision on the safety of the system.

The notion of robustness has many interpretations and mathematical representations [4]. It is defined in this paper as the capacity of the system to fulfill a criterion despite differences between its predicted and operational behaviors which is a key point in engineering and more specifically in safety assessment. The info-gap framework [5] proposes a metric that quantifies the robustness of a possible decision to epistemic uncertainty by calculating its worst performance at increasing levels of uncertainty in order to privilege tolerance to unexpected situations over performance at a poor estimate of the system’s environment [6]. Info-gap may be applied in a wide range of fields where decisions under severe uncertainty need to be made such as in structural design under seismic loads [7], climate policies [8] or water resource planning [9]. Its application to reliability quantities of interest such as probabilities of failure has been studied less. One example concerning the reliability of penstocks can be found in [10] where epistemic uncertainty affects physical variables and input distribution parameters which can be seen as a parametric probability box problem.

While aleatory uncertainty is systematically treated using the probabilistic framework, many different, yet potentially related, representations are used to deal with epistemic uncertainty. If the info-gap framework chooses to use convex models of uncertainty [11], other representations such as interval model (which is a special case of convex models), Dempster-Shafer structures [12], possibility distributions [13] or probability boxes [14] are also common. Beer et al. [15] and Zio and Pedroni [16] propose reviews for such methods. In many applications, both types of uncertainty coexist. Therefore, the standard reliability analysis for which only aleatory uncertainty is modeled must be transformed to hybrid reliability analysis (HRA). A generalized framework is thus required to estimate hybrid reliability quantities of
interest. Random set (RS) theory [17] provides such framework as it enables
to represent and propagate combined uncertainty representations in order to
estimate, for example, the bounds on the probability of failure.

A robustness analysis depends on how the epistemic uncertainty is mod-
eled. Two different convex models may lead to different values of probabilities
of failure which in turn leads to the following question: to what extent does
the choice of the epistemic uncertainty representation affect a robustness
analysis? In this paper, in the context of HRA, a methodology is proposed
to assess, within the info-gap framework, the robustness of small probabilities
of failure with respect to the choice of a specific representation of epistemic
uncertainty in the inputs. To do so, several epistemic uncertainty models are
considered using RS theory. This methodology enables to compare info-gap
metrics - the so-called robustness and opportuneness curves and a value of
information metric defined as the demand value - obtained from different
uncertainty representations but also to highlight their implicit relationships.

The paper is organized as follows: Section 2 reviews the formulation of a
HRA with the use of RS theory and ends with the main aspects of an info-gap
analysis; Section 3 describes the framework that is used and how info-gap and
RS theory are combined to compare uncertainty representations; Section 4
shows the results of the methodology applied to two academic examples and
one industrial use-case that concerns the structural reliability of penstocks;
finally Section 5 proposes some discussions about the presented work before
concluding it in Section 6.

2. Hybrid reliability analysis

2.1. List of common epistemic uncertainty representations

The probabilistic framework is a very powerful and detailed way to model
and propagate aleatory uncertainty. Appendix A briefly recalls how such
framework may be used for standard reliability analysis and more specifically
for estimating a probability of failure. Nevertheless, the exact knowledge of
the joint probability density function (pdf) \( f_X \) requires the knowledge of
the marginal pdf of each component \( X_i \) and the dependence structure (i.e.,
the copula) between components which is often not known especially when
only limited data is available. Epistemic uncertainty characterizes the lack
of information as it is potentially reducible by gathering more knowledge.

As mentioned in the introduction, many types of epistemic models can be
found in the literature depending on the nature of the uncertainty and the
available information. The main properties of the uncertainty representations investigated in this paper, namely interval model, convex model, evidence theory, possibility distributions and probability box (p-box) theory, are given in Appendix B and may be further investigated by the reader with the corresponding references. In order to maintain a coherence in the rest of the paper, the variables that are modeled by such representations are described by the vector $\mathbf{Y} = (Y_1, Y_2, \ldots, Y_n)^\top$.

**Links between the different uncertainty models mentioned above.** Fig. 1 summarizes the main links between the different uncertainty representations when considering structural reliability where each number has the following meaning:

1. Adds the information of dependency with a convex model and its coefficient of correlation;
2. Assigns weights to subsets of the interval with the mass distribution $\nu$;
3. Assigns a possibility distribution $\pi(\cdot)$ in the interval;
4. $Y^L = Y^U$;
5. Adds the information of the probability law;
6. $F_Y = F_Y$;
7. $F_Y = \Pi (Y \leq y)$ and $F_Y = \text{Bel} (Y \leq y)$ (see [18] for more information);
8. Discretizes the support of the distribution into disjoint intervals of weight $\nu ([y_i, y_{i+1}]) = \nu_i = \Pr (Y \in [y_i, y_{i+1}])$ (see [18] for more information);
9. $F_Y = N (Y \leq y)$ and $F_Y = \Pi (Y \leq y)$ (see [18] for more information);
10. Discretizes the possibility distribution into nested intervals by equally discretizing the $\alpha$-axis and assign the weight $\nu_i = \alpha_i - \alpha_{i+1}$ to the corresponding interval $[y_i, y_{i+1}]$ which is the $\alpha_i$-cut (see [18] for more information).

The figure can be read from top to bottom in terms of added information and a solid line represents the path from a less informative model to a more informative one. The dotted lines represent a path from a model to another without adding information. Note that a solid line could be added from the interval to the probability boxes but has been removed here to make the diagram easier to read. The comparison in terms of degree of information cannot be made in the proposed context between two models with no solid line joining them. For example, a convex model and the free p-box
representation are not directly comparable. Two groups of models may be distinguished in the diagram. On the left side, the uncertainty representations are interval-based. If no information is added to the bounds of the

Figure 1: Diagram of various uncertainty representations.
epistemic variables, the interval model and more generally the convex model may be used. DS structures and possibility distributions enable to divide the initial interval into more or less plausible smaller intervals based on expert knowledge. These representations reduce to a deterministic value with no epistemic uncertainty. On the right side, the uncertainty representations are probability-based. The path of information goes from the free to the parametric p-box representations and finally reduces to the purely probabilistic representation. Although these two groups of models seem to be built on different theoretical frameworks, the dotted lines show how they may be related in the context of reliability. Indeed, the following section explains how these models may be modeled in a common framework.

2.2. Hybrid reliability analysis using random set theory

This work falls in the scope of HRA, meaning that the input vector can be divided into two vectors, namely \( X \) and \( Y \) where \( X \) is a random vector with a fully determined pdf \( f_X \) and \( Y \) contains the input variables subject to epistemic uncertainty and described by one of the models mentioned previously. For a given realization of the random vector \( X \), the hybrid limit-state function \( g(X, Y) \) is also a random set. As such, it is not possible to compute a single probability of failure as in standard reliability analysis but only its bounds denoted by \( [\overline{P}_f, \overline{P}_f] \) where:

\[
\begin{align*}
\overline{P}_f &= \Pr[\overline{g}(X, Y)] = \Pr[\max g(X, Y) \leq 0] & (1a) \\
\overline{P}_f &= \Pr[\overline{g}(X, Y)] = \Pr[\min g(X, Y) \leq 0]. & (1b)
\end{align*}
\]

In order to apply the existing probability of failure estimation methods to the hybrid problem, a framework that enables the propagation of random variables with a mixture of different epistemic models is needed. RS theory makes it possible [19, 20] as it generalizes probabilistic and epistemic models. A random set is very closely related to evidence theory and is defined by the function \( \Gamma \):

\[
\Gamma : \Omega \rightarrow A, \quad \alpha \rightarrow \Gamma(\alpha)
\]

where \( A \) is the focal set and \( \Gamma(\alpha) \) is a focal element. In other words, a random set is similar to a random variable whose realization is a set in \( A \), not a scalar. The event \( E \) is bounded by an upper probability and a lower
probability that are quite similar to Eqs. (6.a) and (6.b):

\[
P_\Gamma(E) = P_\Omega (\{ \alpha \in \Omega : \Gamma(\alpha) \subseteq E, \Gamma(\alpha) \neq \emptyset \}) \quad (3a)
\]

\[
P_\Gamma(E) = P_\Omega (\{ \alpha \in \Omega : \Gamma(\alpha) \cap E \neq \emptyset \}) \quad (3b)
\]

with \( P_\Gamma := P_\Omega \circ \Gamma^{-1} \). This definition links RS with the different uncertainty representations mentioned before as presented in Table 1 which gives the corresponding RS for each uncertainty representation.

**Table 1: The expression of \( \Gamma_{Y_i}(\alpha) \) for each uncertainty representation.**

<table>
<thead>
<tr>
<th>Uncertainty model</th>
<th>( \Gamma_{Y_i}(\alpha) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval</td>
<td>( I_{Y_i} )</td>
</tr>
<tr>
<td>Convex</td>
<td>( C(I_{Y_i}, \rho) )</td>
</tr>
<tr>
<td>Possibility</td>
<td>( { y \in Y_i : \pi_{Y_i}(y) \geq \alpha } )</td>
</tr>
<tr>
<td>Free p-box</td>
<td>([ F_{Y_i}^{-1}(\alpha), F_{Y_i}^{-1}(\alpha) ])</td>
</tr>
<tr>
<td>Probability</td>
<td>( F_{Y_i}^{-1}(\alpha) )</td>
</tr>
</tbody>
</table>

A RS can also be obtained from evidence theory by relating it to the p-box representation as shown in Fig. 1. The interval and convex models are special cases where the RS is actually a constant set as the function does not depend on \( \alpha \). The probability model is a special case where the random set is a singleton. A sample of the random set in higher dimension than one is obtained by sampling the vector \( \alpha \) from a copula \( C \) and computing the Cartesian product \( \times_{k=1}^{n_\alpha} \Gamma_k(\alpha_k) \) which is a \( n_\alpha \)-box with \( n_\alpha = n_X + n_Y \) being the number of input variables. The limit-state functions in Eqs. (11.a) and (11.b) can be rewritten as follows:

\[
\overline{g}(X, Y) = g(\alpha) = \max_{\Gamma_{(X,Y)}(\alpha)} g(\alpha) \quad (4a)
\]

\[
\underline{g}(X, Y) = g(\alpha) = \min_{\Gamma_{(X,Y)}(\alpha)} g(\alpha) \quad (4b)
\]

which yields for the bounds on \( P_1 \):

\[
\overline{P}_1 = \int_{\Omega} 1_{g(\alpha) \leq 0} dC(\alpha) \quad (5a)
\]

\[
\underline{P}_1 = \int_{\Omega} 1_{\overline{g}(\alpha) \leq 0} dC(\alpha). \quad (5b)
\]
The HRA problem thus reduces to two standard reliability analyses for which standard estimation methods may be used. It is important to notice, as pointed out in [21], that when considering only interval or parametric p-box models on $Y$, the bounds obtained using the RS framework are larger than the ones obtained by applying a straightforward search for the maximum and minimum of the probability of failure in the interval domain (on the physical variables or the distributional parameters). For example, with the interval model, the following equations hold:

$$\Pr \left[ \max_{\Gamma(X,Y)(\alpha)} g(\alpha) \leq 0 \right] \leq \min_{D_X} \Pr [g(X,Y) \leq 0]$$

(6a)

$$\Pr \left[ \min_{\Gamma(X,Y)(\alpha)} g(\alpha) \leq 0 \right] \geq \max_{D_Y} \Pr [g(X,Y) \leq 0].$$

(6b)

When estimating the bounds of the probabilities of failure when considering the interval or distributional p-box models in the following application cases, the results obtained by applying RS theory will be compared with those obtained by performing a global optimization on the probability of failure using DIRECT algorithm [22].

2.3. Robustness analysis

Robustness analysis is of particular interest in engineering applications. A system is considered robust if small variations on an expected state of operation do not considerably deteriorate the expected performance. A robust solution may be preferable over a non-robust optimal solution [6]. The info-gap framework aims at quantitatively measuring this notion of robustness in the context of decision making by introducing the following robustness function $h^*_{IG}$ given by:

$$h^*_{IG} = \max_h \left\{ \max_{u \in U(h, \tilde{u})} R(q, u) \leq r_c \right\}$$

(7)

where $h^*_{IG}$ is defined as the maximum amount of uncertainty that can be tolerated, i.e., for which the worst possible performance is still acceptable. Three components appear in the info-gap robustness function in Eq. (7):

- the performance function $R(q, u)$ that evaluates the quantity of interest of a system of characteristic vector $q$ at specific values of the uncertain vector $u$;
• the critical performance $r_c$ which is the value that the quantity of interest must not exceed (to be distinguished with the threshold $z_{th}$ introduced in Eq. (A.1)). Its value may be determined or not in an info-gap analysis;

• the uncertainty model $U(h, \tilde{u})$ which is usually a non-probabilistic convex set, as introduced in Section 2.2, of horizon of uncertainty $h \in \mathbb{R}^+$ containing the best estimation $\tilde{u}$ (nominal value of $u$) of the uncertain vector $u$. For $h = 0$, $U(h, \tilde{u})$ reduces to $\tilde{u}$.

A key feature of the convex uncertainty models is that they are nested as the illustrative example depicted in Fig. 2:

$$U(h_1, \tilde{u}) \subseteq U(h_2, \tilde{u}) \quad \text{for} \quad h_1 \leq h_2. \quad (8)$$

Therefore, the robustness function is monotonous with respect to the horizon of uncertainty and to the performance level.

Uncertainty can also be beneficial as the real performance of the system may be better than the expected one. To illustrate this point, the opportuneness function $\beta^{*}_{\text{IG}}$ is defined as:

$$\beta^{*}_{\text{IG}} = \min_{h} \left\{ \min_{u \in U(h, \tilde{u})} R(q, u) \leq r_w \right\} \quad (9)$$

where $r_w$ can be seen as a reward threshold. The idea with the IG framework is to compare the robustness values of different possible decisions $d$ in order to retain the most robust one for a given critical performance value. The most robust decision may depend on the choice of the critical performance value as seen in Fig. 2 (right) where both curves cross each others. The decision $d_2$ is more robust before the curves intersect but the decision $d_1$ is more robust after. This crossing of robustness curves is called the preference reversal. Few hypotheses are required in an IG analysis as it can be conducted only with the choice of a non-probabilistic convex uncertainty model and the best guess of the uncertain vector $u$, e.g., its nominal value. However, both hypotheses may have an influence on the robustness evaluation. The effect of the uncertainty model on the robustness curve can be seen as a value of information (VoI) analysis [23] where the aim is to quantify the gain in robustness when using a more informative uncertainty model than another...
one. An IG uncertainty model $U_1$ is more informative than $U_2$ if the following set inclusion is obtained:

$$U_1 \left( h, \tilde{u} \right) \subset U_2 \left( h, \tilde{u} \right), \forall \ h \geq 0. \quad (10)$$

For a given critical performance $r_c$, $U_1$ will yield a higher robustness value. For a given horizon of uncertainty, the worst performance in $U_1$ will be better than the one in $U_2$. These comparisons are expressed respectively as the robustness premium $\Delta h^*$ and the demand value $\Delta r_c$.

Figure 2: Nested convex sets (left) and associated robustness curves with preference reversal (right).

3. A new framework for assessing robustness in hybrid reliability analysis

3.1. HRA framework

The goal in this work is to analyse the effect of the choice of an epistemic uncertainty model on the robustness of a reliability quantity of interest. Here, one considers the bounds of the probability of failure obtained by HRA as the two quantities of interest. As mentioned in Section 2, the limit-state function $g(\mathbf{X}, \mathbf{Y})$ depends on both vectors $\mathbf{X}$ and $\mathbf{Y}$. The vector $\mathbf{X}$ contains the input variables $X_i$ that are modeled as random variables. The joint distribution $f_X(\mathbf{x})$ is considered perfectly determined (no epistemic uncertainty). The vector $\mathbf{Y}$ contains the input variables $Y_i$ for which epistemic uncertainty does not allow a well defined deterministic or probabilistic modeling. As it was seen in Section 2, RS theory enables to model and propagate many different uncertainty models together (including probabilized inputs). In
order to compare the effect of each epistemic uncertainty model, the bounds on the probability of failure are estimated and compared for a same epistemic representation of each input variable $Y_i$. The different epistemic models for which results are shown in this paper are:

- interval model;
- parallelepiped convex model;
- possibility triangular distribution;
- possibility trapezoidal distribution;
- DS structures;
- free and parametric p-boxes.

Probabilistic uniform distributions on $Y_i$ are also added to the comparison. In order to estimate the bounds on the probability of failure, Eqs. (15.a) and (15.b) need to be evaluated. The inner loop which corresponds to the search of the minimum and maximum of the limit-state function for one realization of the random set $\Gamma (\alpha)$ may be performed using an optimization algorithm. The outer loop corresponds to the estimation method of the probability of failure. As an inner optimization loop is involved, HRA usually requires more evaluations of the limit-state function than a standard reliability analysis. Moreover, the lower bound of the probability of failure to be estimated may be very small (e.g., such that $P_f < 10^{-5}$). Therefore, some estimation methods such as crude Monte Carlo sampling may not be practicable. In this paper, the outer loop is mainly performed with an Importance Sampling around the most probable failure point obtained with a FORM analysis [24]. The Subset Simulation algorithm [25] is also used in order to verify the results. However, note that several other advanced sampling methods could have been used here (e.g., directional sampling, line sampling) [26].

3.2. *Comparison by means of info-gap robustness and opportuneness curves*

As seen in Section 2.3, the IG framework quantifies the notions of robustness and opportuneness to uncertainty by building nested convex sets around a nominal state which represents the analyst’s best guess. An interesting feature is that it enables to compare different possible decisions
in view of choosing the one that maximizes the robustness given a critical performance. IG analysis can also be used to assess the VoI induced by a more informative input model. Indeed, the different decisions can be directly linked to the choice of different uncertainty models $U_i(h, \tilde{u})$ that each has its own degree of information. Therefore, it is possible to compare robustness and opportuneness curves of different uncertainty models for $Y$ by considering the random set function $\Gamma_i$ as the info-gap uncertainty model as follows:

$$U_i(h, \tilde{Y}) = \Gamma_i(\alpha, h)$$

(11)

with:

$$\Gamma_i : [0, 1]^n \times \mathbb{R}^+ \rightarrow \text{Supp}_Y (h, \tilde{Y})$$

(\alpha, h) \rightarrow \Gamma_i(\alpha, h) \quad (12)

where $[0,1]^n$ is the unit hypercube and Supp$_Y$ is the support of $Y$ that gets wider when the horizon of uncertainty $h$ increases:

$$\text{Supp}_Y (h, \tilde{Y}) = \{Y : \tilde{Y}(1-h) \leq Y \leq \tilde{Y}(1+h)\}, h \geq 0.$$  

(13)

The robustness function in Eq. (7) translates with the proposed methodology to:

$$h_{IG}^* = \max_h \{ P_f(\Gamma_i) \leq P_f^{cr} \}$$

(14)

where $P_f^{cr}$ is the critical probability of failure that may or may not be known. In practice, instead of searching for $h_{IG}^*$, the robustness curve can be plotted by estimating $P_f$ for a certain number $n_h$ of horizons of uncertainty that belong to a chosen interval $h_j \in [0, h_{max}], j = 1, \cdots, n_h$. The same method can be applied to plot the opportuneness curve by estimating several times $P_f$. Note that in Eq. (12) the random set function is only applied on $Y$ for the sake of conciseness. In the application cases, the random set function also takes into account the random variable $X$ as in Eqs. (14.a) and (14.b).

Whatever the type of uncertainty model that is used for $Y$, for a given level of horizon of uncertainty $h$, the same support is used to compare bounds obtained from each model which enables a meaningful comparison. Moreover, the fact that bounds are calculated for increasing horizons of uncertainty and, therefore, growing supports, enables a comparison in terms of robustness (upper bound $P_f$) and opportuneness (lower bound $P_f$) functions. The larger the support, the more impact the choice of the uncertainty model has on the bounds of the probability of failure. The following quantity $R_{ij}^{(i)}$ is defined
in this paper as the demand value between a less informative uncertainty model $U_i$ and a more informative uncertainty model $U_j$ and is used as the VoI metric:

$$R_{ij} = 1 - \frac{P_f(\Gamma_i(\alpha,h))}{P_f(\Gamma_j(\alpha,h))} \quad (15)$$

The value of this metric, which is negative as $P_f(\Gamma_j(h)) \geq P_f(\Gamma_i(h))$, shows how the added information from model $U_i$ to model $U_j$ diminishes, in terms of percentage, the upper bound of the probability of failure. A similar metric could be defined with the lower bound to quantify how a more informative model reduces the best possible outcome. This last metric is not used in this paper since, in the context of a reliability analysis, the main concern is to understand how the worst possible outcome may be reduced with more information.

### 3.3. Sensitivity to the gain of information

The field of sensitivity analysis has a very large background which is not discussed in this paper as it is not the main topic [27]. Sensitivity analysis aims at identifying the variables that have a significant impact on the quantity of interest in order to simplify the numerical model or to help the analyst decide where to judiciously allocate resources [28]. Many metrics exist depending on the analyst’s objective. In this paper, a simple metric is defined in order to identify the epistemic variables where added information contributes the most to the global gain of information on the bounds of the probability of failure. The idea is then to compare the demand value $R_{ij}$ obtained by considering a more informative uncertainty representation on one variable at a time and compare it with the value obtained when considering all variables at once. The following metric is defined:

$$S_{Y_k} = \frac{R_{ij}^{(ij)(k)}}{R_{ij}^{(ij)}} \quad (16)$$

where:

$$R_{ij}^{(ij)(k)} = 1 - \frac{P_f(\Gamma_i(\alpha,h))}{P_f(\Gamma_j^{(k)}(\alpha,h))} \quad (17)$$

with $\Gamma_j^{(k)} = [\Gamma_i(\alpha_1,h), \cdots, \Gamma_j(\alpha_k,h), \cdots, \Gamma_i(\alpha_{nY},h)]^\top$. This metric gives the contribution of information gained from an uncertainty model to a more
informative one brought by each variable. The metric depends on the horizon of uncertainty which means that a variable may be informative for some range of horizon of uncertainty and less informative for other values. This characteristic can contribute valuable knowledge to the decision-making process.

3.4. Proposed methodology

This section aims at summarizing the steps that are followed to apply the proposed methodology to three reliability problems. The different steps are presented in Fig. 3 where each box is detailed as follows:

1. Compute the limit-state function \( g(X, Y) \), build a comparison group \( G \) that contains different uncertainty models \( M_i \) to be compared, define the values of the horizon of uncertainty \( h_j \) for which the bounds on the probability of failure will be estimated, associate the joint cumulative distribution function \( F_X(x) \) to \( X \) and the nominal values \( \bar{Y} \) to \( Y \);

2. Get the random set function \( \Gamma_i \) that corresponds to the uncertainty model \( M_i \) as presented in Table 1;

3. Compute the support \( \text{Supp}_Y(h_j, \bar{Y}) \) as defined in Eq. 13 which enables to compute the random set function \( \Gamma_i(\alpha, h_j) \) as defined in Eq. 12;

4. For each discretized value \( h_j \), estimate the bounds on the probability of failure where each random variable \( \alpha_k \) follows the standard uniform distribution and each corresponding realization is either the maximum value of the limit-state function in \( \Gamma_i(\alpha, h_j) \) (estimation of \( P_f \)) or the minimum value (estimation of \( \bar{P}_f \)) obtained with an optimization algorithm. The privileged method used to estimate the probabilities is FORM-IS but SS is also used as a verification method. More details on the optimization and probabilities estimation algorithms are given in Section 4.1;

5. Once the bounds on the probability of failure are obtained for each discretized horizon of uncertainty \( h_j \) and for each uncertainty model \( M_i \), the VoI metric \( R_{\text{VoI}} \), as defined in Eq. 15, is evaluated;

6. Show the robustness \( \bar{P}_f \) and opportuneness \( P_f \) curves obtained with each uncertainty model \( M_i \) and show the surface plot \( R_{\text{VoI}}(h) \) which is a function of \( h \) and the two different uncertainty models that are compared in terms of information;
Note that the sensitivity analysis is not present in Fig. 3. The only addition is the estimation of $\bar{P}_i \left( \Gamma_j^{(k)} (\alpha, h) \right)$ in Eq. 17 which requires to consider the more informative model $M_j$ on one variable $Y_k$ at a time and compute $S_{Y_k}^{(ij)}$ as defined in Eq. 16.

4. Applications

4.1. Test cases and numerical tools used

The methodology that is proposed throughout this paper is applied on two academic examples, or toy-cases, and one industrial case which is relevant to the French electricity supplier EDF. The two academic examples correspond to modified versions of the three-dimensional Rosenbrock function and a two-degree-of-freedom oscillator system. The main objective is to compare robustness and opportuneness curves obtained from various uncertainty models with increasing level of informativeness. Therefore, the following groups of comparison are created:

- $M_1$: interval RS, interval DIRECT, trapezoidal possibility distribution, triangular possibility distribution, probabilistic uniform distribution;

- $M_2$: interval RS, parallelepiped convex model;

- $M_3$: free p-box, parametric p-box.

The group $M_1$ corresponds to added information represented by the solid lines 3 and 4 in Fig. 1 and the solid line that could have been plotted between the interval and probability boxes. When considering the interval model, a distinction is made between “interval RS” which means that the bounds on the probability of failure are estimated using RS theory (left side of the inequalities in Eq. (16)) and “interval DIRECT” which means that the bounds are estimated by using the global optimization algorithm DIRECT directly on the probability of failure (right side of the inequalities in Eq. (16)). The group $M_2$ corresponds to added information represented by the solid line 1. The group $M_3$ corresponds to added information represented by the solid line 5.

Robustness and opportuneness curves are also presented in order to verify numerically the links between possibility distributions, DS theory, p-boxes and probability distributions. The following groups of comparison are defined for that purpose:
1: Initialization
\[ g(X, Y) : \text{limit-state function} \]
\[ M = [M_1, \ldots, M_i, \ldots, M_M] \]
\[ h = [0, \ldots, h_j, \ldots, h_{\text{max}}] \]
\[ X \rightarrow F_X(x) \]
\[ Y \rightarrow \tilde{Y} \]

2: Association of the RS function with the uncertainty model
\[ M_i \leftrightarrow \Gamma_i \]

3: Computation of \( \text{Supp}_Y \left(h_j, \tilde{Y}\right) \) and \( \Gamma_i(\alpha, h_j) \)

4: Estimation of the bounds on \( P_f \)
\[ [P_f(\Gamma_i(\alpha, h_j)), P_{\overline{f}}(\Gamma_i(\alpha, h_j))] \]

5: Computation of the VoI metric \( R_{ij}^{(ij)} \)

6: Graphs
Plot \( P_f(\Gamma_i(\alpha, h)), P_{\overline{f}}(\Gamma_i(\alpha, h)), R_{ij}^{(ij)} \)

Figure 3: Workflow of the proposed methodology.
The group $M_4$ corresponds to the dotted lines 7, 9 and 10 in Fig. 1. The group $M_5$ corresponds to the dotted line 8.

Parametric p-box results are also obtained using the DIRECT algorithm in the hyperrectangle resulting from each uncertain hyperparameter of the distribution law represented as an interval. For all the other models, the bounds are estimated using the RS framework. Moreover, hybrid limit-state functions are shown with the Rosenbrock function and the previously defined sensitivity and VoI metrics are computed. The methodology was numerically implemented with Python using mainly the Scipy package to solve the optimization problems (scipy.optimize module) arising from the hybrid limit-state functions, and the OpenTURNS software [29] to estimate probabilities of failure using mainly FORM-IS but also Subset Simulation for verification. When available, the robustness and opportuneness curves are given with their corresponding 95% confidence interval (dotted lines).

4.2. Toy case 1: the Rosenbrock function

The first toy case has the following limit-state function based on Rosenbrock function in three dimensions:

$$g(X, Y) = 100 (Y - X_2^2)^2 + (X_2 - 1)^2 + 100 (X_2 - X_1^2)^2 + (X_1 - 1)^2 - 3 \quad (18)$$

where $X_1$ and $X_2$ follow standard Gaussian distributions and $Y$ is the only epistemic variable with a nominal value of $Y^C = 0.9$. Robustness and opportuneness curves are obtained by estimating the bounds $[P_r, P_t]$ for $h = 0.19$. As $Y$ has a single component, the convex model reduces to the interval model. The groups of uncertainty models on which results are provided are $M_1, M_3, M_4$ and $M_5$. The fact that the input dimension here is $n_\alpha = n_X + n_Y = 3$ enables to draw the iso-lines of both limit-state surfaces $g(\alpha, h) = 0$ and $\overline{g}(\alpha, h) = 0$ in the $\alpha$-space for different values of $h$ and different uncertainty models. Note that the $\alpha$-space is the unit hypercube of dimension $n_X + n_Y$ and that $\alpha_{X_i}$ represents the quantile order of $X_i$. 
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results. The isolines of the limit-state functions for the interval model on $Y$ are shown in Fig. 4, where the failure domain lies in the ellipsoid shape. Since, for a given $h$, $Y$ is a unique interval, its corresponding random set is the same interval and does not depend on $\alpha_Y$. Therefore, for a given $h$, the failure domain is a surface. The isolines are given at increasing horizons of uncertainty $h \in [0, 0.19]$ which is why the plot is three-dimensional. One can see how $g(\alpha, h) = 0$ (used for $P_f$ estimation) gradually expands with $h$ while $\overline{g}(\alpha, h) = 0$ (used for $\overline{P}_f$ estimation) gradually reduces as expected.

Fig. 5 compares the isolines of the limit-state surfaces between the triangular and trapezoidal distributions at a given horizon level $h = 0.19$. In this case, the dimension of $\alpha$ is 3 which means that the failure domain is
a volume which is why it is illustrated for a single value of \( h \). For a given \( \alpha \), the corresponding random set induced by the triangular distribution is contained in the random set induced by the trapezoidal distribution. This explains why the failure volume obtained from the triangular model is contained in the one obtained from the trapezoidal model when considering the limit-state function \( g(\alpha, h) = 0 \) while the opposite happens when considering the limit-state function \( \overline{g}(\alpha, h) = 0 \).

Figure 5: Comparison of \( g(\alpha) = 0 \) in (a) and \( \overline{g}(\alpha) = 0 \) in (b) for the triangular and trapezoidal uncertainty models.

The analysis of the limit-state functions already gives a strong intuition on the inclusions of the bounds on the probability of failure obtained from the different uncertainty representations in \( M_1 \). Fig. 7.(a) presents the robustness and opportuneness curves for the four different uncertainty models. The expected inclusions are obtained. One can notice that the extreme probabilities of failure remain close to the nominal result except for the lower probabilities of failure obtained with the interval model and considering RS theory (i.e., interval RS). This could be expected looking at Fig. 4 as the ellipses shrink considerably when the horizon of uncertainty grows. Nevertheless, computing the results of the interval model using the optimization method (i.e., interval DIRECT) yields very different results as the bounds on the probability of failure become very tight, even tighter than the bounds.
Figure 6: Comparison of $g(\alpha) = 0$ in (a) and $\overline{g}(\alpha) = 0$ in (b) for the triangular and uniform uncertainty models.

obtained from the trapezoidal model. This is probably caused by the strong non-linearity of the limit-state function.

Figure 7: Robustness and opportuneness curves for the groups $M_1$ (a) and $M_3$ (b) for the Rosenbrock function.
M3 results. Here, the free p-box and parametric p-box models are compared. It is recalled that, for an equivalent support, the parametric p-box model is more informative than the free p-box model which implies the bounds on the probability of failure of the second model to be contained in the bounds of the first model. The p-box models (free and parametric) are constructed by considering a Gaussian distribution on $Y$: $Y \sim \mathcal{N}(0.9, \sigma^2)$ with $\sigma \in [1 - h, 1 + h]$. The parametric p-box results are obtained by performing an optimization using the DIRECT algorithm on $\sigma$. Fig. 7.(b) presents the robustness and opportuneness curves. One can see a strong difference in behavior as the bounds induced by the parametric p-box model barely expand. This difference can again be explained by the strong non-linearity of the model.

M4 and M5 results. The M4 comparison aims, firstly, at numerically illustrating the relation between the triangular possibility distribution and its equivalent free p-box representation and, secondly, the link between the triangular possibility distribution and its discretized DS model. The M5 comparison aims at numerically illustrating the link between the probabilistic uniform cdf and its discretized DS model. Fig. 8 compares the limit-state functions between the triangular model and its equivalent p-box at $h = 0.19$. It does seem that the limit-state functions of both representations have the same volume, though having a different shape. Note that, even if the different scales make it hard to see, the failure domain $\overline{g}(\alpha) \leq 0$ is still included in the failure domain $\underline{g}(\alpha) \leq 0$ for both representations as expected.

Fig. 9 compares the robustness and opportuneness curves for both comparisons and numerically confirms the expected results, despite the noise induced by the probability of failure estimations.

4.3. Toy-case 2: a non-linear oscillator system

The second toy-case corresponds to an adapted version of a two-degree-of-freedom oscillator as shown in Fig. 10 and seen in [30, 31]. The system is composed of two masses $m_p$ and $m_s$, two springs of stiffnesses $k_p$ and $k_s$, two damping ratios $\zeta_p$ and $\zeta_s$ and is subjected to a white noise base acceleration of intensity $S_0$. By denoting $F_s$ as the force capacity of the secondary spring, the reliability of the system is expressed through the following limit-state
function:

\[ g(\mathbf{X}, \mathbf{Y}) = F_s - 3k_s \sqrt{\frac{\pi S_0}{4\zeta_s \omega_s^3}} \left[ \frac{\zeta_a \zeta_s}{\zeta_p \zeta_s (4\zeta_a^2 + r^2) + \gamma_s^2} \right] \]  

(19)
where $\gamma = m_s/m_p$ is the mass ratio, $\omega_p = (k_p/m_p)^{1/2}$ and $\omega_s = (k_s/m_s)^{1/2}$ the natural frequencies, $\omega_a = (\omega_p + \omega_s)/2$ the average frequency ratio, $\zeta_a = (\zeta_p + \zeta_s)/2$ the average damping ratio and $r = (\omega_p - \omega_s)/\omega_a$ a tuning parameter. The random vector $X$ gathers $n_X = 3$ independent random variables whose probabilistic modeling is given in Table 2. The epistemic vector $Y$ is of dimension $n_Y = 5$ and its epistemic characteristics are given in Table 3. One supposes here that nominal values are known for the stiffnesses, the damping ratios and the force capacity.

The horizon of uncertainty is discretized into 10 values in $[0, 0.05]$. The groups of comparison that are studied are $M_1$ and $M_2$.

Table 2: Input probabilistic modeling of $X$.

<table>
<thead>
<tr>
<th>Variable $X_i$</th>
<th>Distribution</th>
<th>Mean $\mu_{X_i}$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 = m_p$ (kg)</td>
<td>Lognormal</td>
<td>1.5</td>
<td>10%</td>
</tr>
<tr>
<td>$X_2 = m_s$ (kg)</td>
<td>Lognormal</td>
<td>0.01</td>
<td>10%</td>
</tr>
<tr>
<td>$X_3 = S_0$ (m.s(^{-2}))</td>
<td>Lognormal</td>
<td>100</td>
<td>10%</td>
</tr>
</tbody>
</table>

$M_1$ results. Before showing the robustness and opportuneness curves for all representations, Fig. 11 compares these curves for the trapezoidal representation estimated using the FORM-IS and Subset Simulation algorithms. The curves obtained by evaluating the hybrid limit-state functions using the vertex method [32] (which states that the extreme values of the limit-state function are obtained at combinations of the extreme values of $Y_i$) instead of...
Table 3: Epistemic characteristics of $Y$.

<table>
<thead>
<tr>
<th>Variable $Y_i$</th>
<th>$\tilde{Y}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1 = k_p \text{ (N.m}^{-1}\text{)}$</td>
<td>1</td>
</tr>
<tr>
<td>$Y_2 = k_s \text{ (N.m}^{-1}\text{)}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$Y_3 = \zeta_p \text{ (1)}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$Y_4 = \zeta_s \text{ (1)}$</td>
<td>0.02</td>
</tr>
<tr>
<td>$Y_5 = F_s \text{ (N)}$</td>
<td>11</td>
</tr>
</tbody>
</table>

... an optimization algorithm are also given in the same figure. The curves suggest a high confidence in the results obtained with the FORM-IS algorithm and seem to confirm the hypothesis introduced with the vertex method.

The robustness and opportuneness curves are given in Fig. 12.(a) and the corresponding VoI surface plot in Fig. 12.(b). Once again, the minimum probability of failure with the interval-RS model quickly decreases compared to the other representations including the interval-DIRECT model. This is not so much the case for the maximum probability of failure for which...
the highest values of $R_{\bar{P}_f}$ are obtained from the triangle representation to the uniform representation. Fig. 13.(a) gives the sensitivity measures from

![Image of graph](image1)

Figure 12: Robustness and opportuneness curves (a) and VoI metric (b) considering the $M_1$ group for the non-linear oscillator case.

the interval to the trapezoidal models and Fig. 13.(b) gives the sensitivity measures from the trapezoidal to the triangular models. It appears that the added information in $F_s$ has, for both cases, the strongest influence on the robustness of the probability of failure even if it seems that $k_p$ also has a strong influence.

$M_2$ results. Here, the multi-parallelepiped uncertainty model is used to model the epistemic vector by considering an equal coefficient of linear correlation $\rho_{k_p,\zeta_p} = \rho_{k_s,\zeta_s} = \rho$. Fig. 14 presents the robustness and opportuneness curves for different values of the coefficient of correlation. The 95% confidence intervals are not depicted for the sake of clarity. As expected, the higher the coefficient of correlation in terms of absolute value, the narrower the bounds on the probability of failure. Nevertheless, the bounds will shrink significantly as soon as a non-zero coefficient of correlation is given but the results between a low or high coefficient do not considerably differ.
4.4. Industrial use-case: reliability assessment of penstocks

In this section, the methodology is applied to an industrial use-case relevant to the French electricity company EDF which concerns the reliability

Figure 13: Sensitivity analysis interval-trapezoidal (a) and sensitivity analysis trapezoidal-triangular (b) for the oscillator case.

Figure 14: M\textsubscript{2} comparison for positive coefficients of correlation (a) and M\textsubscript{2} comparison for negative coefficients of correlation (b)
study of penstocks [33, 34]. Note that this industrial application is illustrative: the choice of epistemic variables should be further substantiated. It is meant to demonstrate the feasibility of the methodology on a more complex industrial use-case. EDF operates more than 500 penstocks having a total length of over 300 km. Penstocks are pipes made of steel used to transport water under pressure from the water dam to the hydroelectric turbine. Due to thickness loss resulting from corrosion, their mechanical integrity must be justified. The usual justification relies on diagnoses involving thickness measurements and the evaluation of a deterministic margin factor MF.

To optimize MF, a general reliability approach was developed to assess annual probabilities of failure at year $N$ of a given penstock. Two failure modes have been investigated: plastic collapse (parent metal) and brittle failure (welds), due to the presence of cracks appearing during the welding process. In the present application, only the second failure mode is considered since its reliability analysis is more complex:

- the limit-state function is locally non-differentiable and can be discontinuous;
- the annual probability of failure estimated here is a conditional probability considering that the penstock passed a hydraulic test after its production in the workshop.

The conditional probability at year $N$ can be expressed as:

$$P_f = \Pr (G_N \cap G_{N-1} < 0 \mid G_{ht} \geq 0) = \frac{\Pr (G_N \cap G_{N-1} \leq 0 \cap G_{ht} \geq 0)}{\Pr (G_{ht} \geq 0)} \quad (20)$$

where $G_N$ is the limit-state function at year $N$, $G_{N-1}$ the limit-state function at year $N-1$ and $G_{ht} \geq 0$ is the event that the penstock successfully passed the hydraulic test. As the $G$-function decreases over time due to the monotonic corrosion degradation, an equivalent expression is as follows:

$$P_f = \Pr (G_N \times G_{N-1} < 0 \mid G_{ht} \geq 0) = \frac{\Pr (G_N \times G_{N-1} \leq 0 \cap G_{ht} \geq 0)}{\Pr (G_{ht} \geq 0)} \quad (21)$$

In this work, the last expression will be preferred as it is better to reduce the number of intersecting events (from 3 to 2). The expressions of $G_N$, $G_{N-1}$ and $G_{ht}$ are analytical but depend on too many parameters to be detailed here except for the parameters considered in the probabilistic and
epistemic vectors. The failure criterion corresponds to the failure assessment diagram given in [35]. The probabilistic vector $X$ is of dimension $n_X = 5$ and its characteristics are given in Table 4 where $R_m$ is the ultimate tensile strength, $\Delta e_{\text{extra}}$ the extra thickness added to the design thickness, $\Delta e_{\text{corr}}$ the thinning due to water and atmospheric corrosion, $\varepsilon$ a parameter used to linearly express the yield strength in function of $R_m$ and $K_{IC}$ the tenacity of the material.

Table 4: Input probabilistic modeling of $X$ for the penstock use-case.

<table>
<thead>
<tr>
<th>Variable $X_i$</th>
<th>Distribution</th>
<th>Param 1</th>
<th>Param 2</th>
<th>Param 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 = R_m$ (MPa)</td>
<td>Lognormal</td>
<td>480</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>$X_2 = \Delta e_{\text{extra}}$ (mm)</td>
<td>Normal</td>
<td>0</td>
<td>0.25</td>
<td>-</td>
</tr>
<tr>
<td>$X_3 = \Delta e_{\text{corr}}$ (mm)</td>
<td>Normal</td>
<td>1</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>$X_4 = \varepsilon$ (MPa)</td>
<td>Normal</td>
<td>0</td>
<td>16.816</td>
<td>-</td>
</tr>
<tr>
<td>$X_5 = K_{IC}$ (MPa√m)</td>
<td>Weibull Min</td>
<td>90</td>
<td>4</td>
<td>20</td>
</tr>
</tbody>
</table>

The epistemic vector $Y$ is of dimension $n_Y = 3$ and its characteristics are given in Table 5 where $e_{\text{nom}}$ is the nominal thickness of the pipe, $\Delta e_{\text{an}}$ the annual loss of thickness and $a$ the height of the crack. It should be noted that the values of the parameters of the probabilistic and epistemic variables were chosen in a large panel of values that represent the variety of all the penstocks operated by EDF in order to have an industrially relevant type of penstock which has a nominal probability of failure between $10^{-9}$ and $10^{-8}$.

Table 5: Epistemic characteristics of $Y$ for the penstock use-case

<table>
<thead>
<tr>
<th>Variable $Y_i$</th>
<th>$\tilde{Y}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1 = e_{\text{nom}}$ (mm)</td>
<td>8</td>
</tr>
<tr>
<td>$Y_2 = \Delta e_{\text{an}}$ (mm)</td>
<td>0.06</td>
</tr>
<tr>
<td>$Y_3 = a$ (mm)</td>
<td>2</td>
</tr>
</tbody>
</table>

The standard reliability analysis containing uniquely probabilistic variables is performed using FORM-IS with OpenTURNS. Other techniques could also have been used such as Subset Simulation. It should be pointed out that calculating a conditional probability using RS theory is not as straightforward as in Eqs. (15.a) and (15.b). Indeed, one cannot express in a trivial way the maximum or the minimum of the probability of failure as a function...
of the maximum or minimum of both limit-states $G_N \times G_{N-1}$ and $G_{ht}$. Nevertheless in this case, as $Y$ has a greater impact on $G_N \times G_{N-1}$ than $G_{ht}$, the following simplification is performed:

$$
\overline{P}_f \approx \frac{\Pr \left[ \min_{\alpha} (G_N \times G_{N-1}) \leq 0 \cap G_{ht} (\alpha^*) \geq 0 \right]}{\Pr [G_{ht} (\alpha^*) \geq 0]} \quad (22)
$$

where $\alpha^* = \arg \min (G_N \times G_{N-1})$. In this industrial use-case, only the maximum probability of failure $\overline{P}_f$ will be of interest. The results of the groups of comparison $M_1$, $M_2$ and $M_3$ are given in the following.

$M_1$ results. The FORM-IS algorithm is, once again, the first choice to estimate the probabilities. Nevertheless, it is necessary to verify the results with another algorithm. Fig. 15 compares the robustness curves obtained with the FORM-IS and the Subset Simulation algorithms considering the interval model on $Y$. Despite being less smooth, the results obtained with the Subset Simulation algorithm are very similar to those obtained with FORM-IS.

![Figure 15: $P_f$ estimators comparison for the penstock use-case.](image)

Fig. 16.(a) shows the robustness curves of $M_1$ and Fig. 16.(b) shows the corresponding VoI surface plot of the VoI metric $R_{\overline{P}_f}$. Once again, the
probabilistic information of a uniform distribution considerably reduces the maximum probability of failure and therefore improves the robustness. The difference between both interval results is also quite significant.

Figure 16: Robustness curves (a) and VoI metric (b) considering the $M_1$ group for the penstock use-case.

Fig. 17 presents the sensitivity results from the interval to the trapezoidal representations. The classification of the most influential variables on the information is quite clear whatever the horizon of uncertainty as the added information on $e_{\text{nom}}$ has a strong influence, on $K_{IC}$ a non-negligible influence and on $\Delta e_{\text{an}}$ a very weak influence.

$M_2$ results. Fig. 18.(a) presents the results with the multi-parallelepiped model by considering a coefficient of correlation $\rho = \rho_{Y_1Y_2}$ between $e_{\text{nom}}$ and $\Delta e_{\text{an}}$. It seems that a negative coefficient of correlation has no impact on the robustness while a positive coefficient has a very limited impact.

$M_3$ results. The p-box model is constructed by considering a Gaussian distribution for $Y_i$: $Y_i \sim \mathcal{N}\left(\bar{Y}_i, \sigma_i^2\right)$ with $\sigma_i \in [\bar{\sigma}_i (1-h), \bar{\sigma}_i (1+h)]$ and $\bar{\sigma} = [0.4, 0.003, 0.1]^T$. For this case, the horizon of uncertainty belongs to $h \in [0, 0.5]$. The parametric p-box results are still obtained by performing
Figure 17: Sensitivity analysis interval-trapezoidal for the penstock use-case.

Figure 18: Robustness curves for the groups $M_2$ (a) and $M_3$ (b) for the penstock use-case.

an optimization using the DIRECT algorithm on $\sigma$. Fig. 18.(b) presents the robustness curves for both representations. The added information in the parametric p-box improves the robustness as expected.
5. Discussions

This section aims in a first place at summarizing all the results from
above with respect to the objective of this work which is to analyse the effect
of different models of uncertainty on a robustness analysis in the context of
HRA. The use-cases enable to numerically translate the links presented in
Fig. 1 by constructing and comparing opportuneness and robustness curves.
These links, and therefore the comparison, are divided into two main groups.
The first one, which involves the comparison groups $M_1$, $M_2$ and $M_3$, shows
in what extent a more informative uncertainty model may affect robustness
and opportunity. Indeed, adding information will often lead to a gain in
robustness (the model can tolerate more uncertainty) and a loss in opportu-
nity (more uncertainty is needed for a positive unexpected outcome). In
the context of HRA, this notion is seen as a narrowing of the bounds of the
probability of failure until reaching a unique value for purely probabilistic or
deterministic models. The more the support of the epistemic variables grows
the more narrowing is observed. On the other hand, the more informative
a model is the more dependent the quantity of interest is on the hypothesis
made. Nevertheless, the benefits of acquiring information strongly depend
on the decision-making context. Indeed, in the case of safety assessment for
which very small probabilities of failure are estimated, a gain of informa-
tion is way more valuable if it affects the robustness curve rather than the
opportuneness curve.

The behavior of the numerical model (i.e., the limit-state functions in
the case of HRA) with respect to the epistemic variables also has a key role
on the value of information. For example, a monotonous behavior will yield
the same bounds on the probability of failure whether free or parametric
p-boxes are considered. A reduced convex set (i.e., more informative) will
have no impact on the robustness curve if the worst performance was initially
obtained at a point that is still contained in the more informative set. In
most practical cases, such information may unfortunately only be available
after the robustness analysis.

The second main group concerns the comparison groups $M_4$ and $M_5$ which
emphasize some links between different uncertainty models in the framework
of this paper. More precisely, it numerically confirms that possibility distri-
butions and DS structures may also be seen as free p-boxes and that proba-
bility and possibility distributions may be considered as DS structures (with
a loss of information that depends on the discretization process). This is
interesting for two main reasons. The first one is related to the fact that
all these uncertainty models with different interpretations and mathematical
foundations may be intimidating for an average decision maker. These links
show how different models can be closely related in the context of HRA. The
second reason is that it enables to widen the use of smart numerical methods
initially established for a specific uncertainty framework such as p-boxes for
which a lot of content is proposed.

Additionally, this section wants to clarify the use of the proposed methodology. The info-gap framework is initially built for taking robust decisions in
the context of strong uncertainty. The present work does certainly not aim
at ranking any uncertainty representation nor does it want to emphasize the
proposed methodology for performing an info-gap analysis. The choice of
an uncertainty model strongly depends on the available information and on
the context in which a decision must be made (e.g., a safety requirement).
The reader is referred to [16] for more insights into the use of the different
uncertainty representations. The info-gap method brings an additional tool
for confronting a decision to the hypotheses that were made in order to take
that decision. Therefore, it is complementary with the probabilistic framework for decisions based on reliability quantities. The possible combination
of the different uncertainty models considered through random set theory
together with the info-gap framework offers a wide range of possibilities for
conducting a suitable robustness analysis on reliability quantities.

For example, in this work, the horizon of uncertainty is applied to the
supports of the epistemic variables for comparison purposes. In some applications, the support may be fixed but the uncertainty representation challenged. One may consider a nominal precise cumulative distribution function
that becomes a less informative DS structure (or wider p-box) at increasing
horizons of uncertainty until finally reaching the interval model. The way of
performing info-gap remains partially subjective as choices are made by the
decision-maker. Our idea is to face uncertainty the most objectively in order
to take a trustworthy decision.

6. Conclusion

In this paper, a methodology was proposed in order to analyse the robustness of the upper bound of a probability of failure with respect to different
epistemic uncertainty representations in input. In the context of hybrid reliability analysis, the random set framework is suitable to model and propagate
different representations of uncertainty to estimate reliability quantities of interest such as bounds on a probability of failure. An info-gap robustness analysis was performed by considering each type of uncertainty model in an increasing support of the epistemic variables.

This methodology enabled to compare robustness and opportuneness curves between uncertainty models that are more or less informative for two academic examples and one industrial use-case related to the reliability assessment of hydraulic penstocks. As expected, it is seen that increasing the support of the epistemic variables leads to increasing the effect of the choice of the uncertainty model on the bounds of the probability of failure and therefore on the robustness analysis. The objective of this study is not to determine the best representation of uncertainty, as this depends on the available information, but to provide insights about the impact (in terms of robustness) of the uncertainty model.

Such comparison is limited to relatively simple implementations of the different components involved whether it is for the uncertainty models, the use-cases or the application of info-gap. Moreover, the case of dependencies within the random and epistemic variables and between both of them was omitted. This is contradictory with the fact of confronting strong hypotheses with the info-gap method. Finally, no comparison is given in terms of function evaluations. Yet, hybrid reliability analysis combined to info-gap requires a huge computational effort when no specific hypotheses are made as it demands a very large number of evaluations of the initial limit-state function. The question of feasibility with complex numerical codes should also be part of the analysis.

Future work will compare the computational effort required as a function of the uncertainty model used in a robustness analysis. This comparison will depend on many factors and especially on hypotheses that are made (for example, the monotony of the limit-state function with respect to the epistemic variables), and the numerous strategies that have already been developed to reduce the computational burden (for example, combination of surrogate models with smart optimization algorithms).

Appendix A. Standard reliability analysis

The performance \( z \in \mathbb{R} \) (assumed to be a scalar here for the sake of simplicity) of a system is evaluated via an analytical or numerical model \( M(x) \) where \( x \in \mathbb{R}^{n_X} \) with \( n_X \) the number of input variables. By considering
the convention that the performance must not exceed a given threshold $z_{th} \in \mathbb{R}$, the limit-state function $g(\cdot)$ is defined such that:

$$g(x) = z_{th} - \mathcal{M}(x).$$  \hfill (A.1)

It follows the definition of the failure domain $\mathcal{F}$:

$$\mathcal{F} = \{x \in D_X, \, g(x) \leq 0\}$$  \hfill (A.2)

with $\mathcal{F}^0 = \{x \in D_X, \, g(x) = 0\}$ the limit-state surface. In order to determine whether the system lies in the failure or safety domain, the uncertain input variables $x_i \ (i = 1, \ldots, n_X)$ are modeled using the probabilistic framework. The input vector is considered as a realization of the random vector $X = (X_1, X_2, \ldots, X_{n_X})^\top$ to which a supposedly known joint probability density function (pdf) $f_X$ is attributed. One may then calculate a reliability quantity of interest such as the probability of failure $P_f$ defined as:

$$P_f = \Pr \left[ g(X) \leq 0 \right] = \int_{\mathcal{F}} f_X(x) \, dx = \int_{\mathbb{R}^{n_X}} 1_{\mathcal{F}}(x) \, dx$$  \hfill (A.3)

where $1_{\mathcal{F}}$ is the indicator function that is equal to one when the event $x \in \mathcal{F}$ is realized and zero when it is not. Several techniques exist to evaluate Eq. (A.3) such as sampling methods [24] or approximation methods [26].

**Appendix B. Uncertainty models**

**Interval model.** The interval representation only uses bounds to model the uncertainty on an input quantity $Y_i$. Therefore, the only hypothesis made here is that $Y_i$ belongs to the interval $I_{Y_i} = [Y_i^L, Y_i^U]$ with $Y_i^L$ the lower bound and $Y_i^U$ the upper bound. Any value within the interval can be taken without any assumption about the fact that values are more likely than others. Note that it is totally different than assigning a uniform distribution over the interval since a uniform distribution is still a particular distribution and assumes an existing measure. When each $Y_i$ is represented as an interval, the input space becomes the $n_Y$-box represented by the Cartesian product

$I_Y = \times_{i=1}^{n_Y} I_{Y_i}$ where $n_Y$ is the number of interval variables. After propagation through the numerical model $\mathcal{M}(\cdot)$, the performance is also an interval with no additional information. The bounds $[Z^L, Z^U]$ may be estimated using an optimization algorithm or the vertex method which states that the extreme values of the performance are obtained for combinations of the extreme values of $Y_i$. Methods to treat hybrid reliability problems involving both random and interval variables can be found in [36, 37].
Convex model. Convex models [11] are also a non-probabilistic representation of uncertainty which contains the interval model. It enables to add information concerning possible dependencies between the input variables. The ellipsoid and the parallelogram convex models are common examples. When the input variables are independent, the convex model reduces to the $n_Y$-box which characterizes the interval representation. In the same way as for the interval model, the bounds on the performance function can be obtained using an optimization algorithm in the convex set. The multi-parallelepiped model [38] is used in this paper as it has the advantage of combining dependent and independent variables. Moreover, a sample in this convex set can be obtained from a sample $\mathbf{u} = (u_1, \cdots, u_{n_Y}) \top$ of the hypercube $U = [-1,1]^{n_Y}$ with the following transformation:

$$Y_i = \frac{Y_i^W}{\sum_{j=1}^{n_Y} \rho(i,j)} \sum_{k=1}^{n_Y} \rho_{ik} u_k + Y_i^C, \ i = 1,2,...,n_Y$$  \hspace{1cm} (B.1)

where $Y_i^C = \frac{Y_i^U + Y_i^L}{2}$ is the center point of the interval, $Y_i^W = Y_i^U - Y_i^C$ is half the width of the interval and $\rho$ is the correlation matrix. An example of hybrid representation with random and multi-parallelepiped convex variables can be found in [39] where bounds on the probability of failure are estimated using Importance Sampling.

Evidence theory. Evidence theory (also called Dempster-Shafer (DS) theory) [12, 40] assigns weights to subsets $A$, also called “focal sets”, of the power set $\Omega(Y)$ using the following mass distribution $\nu$:

$$\nu : \begin{array}{c|c} \Omega(Y) & [0,1] \\ \hline A & \nu(A) \text{ s.t. } \sum_{A \in \Omega(Y)} \nu(A) = 1. \end{array} \hspace{1cm} (B.2)$$

Two measures can then be defined, namely the belief function $Bel(\cdot)$ and the plausibility function $Pl(\cdot)$, that bound the realization of any event $E$:

$$Bel(E) = \sum_{A \subseteq E} \nu(A) \hspace{1cm} (B.3a)$$

$$Pl(E) = \sum_{A \cap E \neq \emptyset} \nu(A). \hspace{1cm} (B.3b)$$

The belief measure can be seen as an upper probability of the event $E$ while the plausibility measure can be seen as a lower probability. When combining evidence theory to a reliability analysis [41], the belief and plausibility
measures enable to bound the probability of failure by considering the event \( E = \{ Y \in \mathcal{F} \} \). When the focal sets are singletons, the belief measure is equal to the plausibility measure and evidence theory reduces to probability theory. When there is only one focal set, it reduces to the interval representation.

**Possibility theory.** Possibility theory is a special case of evidence theory when focal sets are nested. Moreover, it is defined with the following possibility distribution \( \pi \):

\[
\pi : \Omega (Y) \rightarrow [0, 1] \text{ s.t. } \sup_{y \in \Omega(Y)} \pi(y) = 1.
\]

(B.4)

The triangular and trapezoidal distributions are common examples of possibility distributions. It follows the definition of two measures, namely the possibility \( \Pi (\cdot) \) and the necessity \( N (\cdot) \):

\[
\Pi (E) = \sup_{y \in \Lambda} \pi(y)
\]

(B.5a)

\[
N (E) = \inf_{y \notin \Lambda} (1 - \pi(y))
\]

(B.5b)

where \( E \) is any event. \( \alpha \)-cuts are commonly associated to a possibility distribution as they may be seen as nested confidence intervals with the following expression:

\[
[y_{\alpha}, y_{\alpha}] = \{ y, \pi(y) \geq \alpha \}.
\]

(B.6)

Baudrit and Dubois [18] propose a method to jointly propagate probabilistic and possibilistic information. In [42], possibility distributions are assigned to the parameters of probability distributions to create fuzzy random variables and estimate fuzzy failure probabilities.

**Probability boxes.** The probability box (p-box) framework assigns an imprecise cumulative distribution function (cdf) to the uncertain variable \( Y \). The true, yet uncertain cdf, is bounded by an upper cdf \( \overline{F}_Y \) and a lower cdf \( \underline{F}_Y \) such that:

\[
\overline{F}_Y (y) \leq F_Y (y) \leq \underline{F}_Y (y).
\]

(B.7)

Two groups of p-boxes are distinguished, namely free p-boxes and parametric p-boxes. Free p-boxes do not make any further assumptions other than the bounds on the true cdf. Any shape that respects the bounds and the properties of a cdf is possible. Parametric p-boxes assume that the distribution
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type is known or, at the very least, belongs to a parametric family. The un-
certainty lies in the parameters of the distribution (e.g., mean, variance) that are modeled using simple intervals. Therefore, for equal bounds, parametric p-boxes are more informative than free p-boxes by adding the information concerning the distribution type. A comparison between free and paramet-
ric p-boxes in the context of surrogate modeling for reliability assessment is proposed by Schöbi and Sudret [43]. Many uncertainty models already mentioned can be represented as free p-boxes. Indeed, by considering the event \( \{ Y \leq y \} \), plausibility and necessity measures can be seen as lower cdfs while belief and possibility measures can be seen as upper cdfs. Probability theory is retrieved when \( F_Y(y) = E_Y(y) \). Monte Carlo sampling with p-box variables can be performed by using inverse sampling as shown in [44]. A re-
view on more advanced techniques used to reduce the computational burden when propagating p-box variables is available in [45].
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