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Abstract 

Additively manufactured materials usually exhibit mesoscale heterogeneities. Mesoscale 

fluctuations of strain fields in notched samples made of 17-4PH Stainless steel and loaded in 

tension are investigated. Regularized digital image correlation enables for the analysis of strain 

fluctuations at different length scales. Five tests on specimen fabricated with different printing 

parameters are studied. It is shown that the strain fluctuations have no characteristic length 

scale and are essentially independent of the probed processing parameters. 

 

Keywords: Autocorrelation, Bound Powder Extrusion, Digital image correlation; Mechanical 

regularization, Strain field 

 

1 Introduction 

Additive manufacturing (AM) or 3D printing has revolutionized the modern metal processing 

industry [1]. This technology allows for the fabrication of complex geometries (e.g., internal, 

interlocking or lattice structures), to improve the functionality of components (i.e., weight, 

ergonomics) or to consolidate larger systems by limiting the number of components. Powder 
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Bed Fusion (PBF) and Bound Powder Extrusion (BPE) are widely used metal AM techniques. 

These techniques were originally developed for fabricating polymeric parts, then they were 

adapted for direct and indirect production of metallic parts [2].  

In PBF, the requirements in terms of process handling makes access to this technique 

reserved for qualified operators [3] in contrast to BPE, which shows great promise as a cost-

effective alternative and easy to handle process. In BPE, the building material is supplied in 

spooled filaments. The filament is fed into a heating unit with a nozzle in a manner very similar 

to standard Fused Filament Fabrication (FFF). The material is extruded through a nozzle on a 

platform that moves up and down in the vertical (Z)-direction while the extrusion head moves 

in the XY plane. The “green” part contains metal powder evenly distributed in waxy polymer. 

After printing, BPE is followed by two post-processing steps. First, most of the polymer is 

dissolved in a “washing” machine. Second, the part is sintered in an oven. During the sintering 

process, the part shrinks to fill in the spaces opened up by the dissolved binder, yielding a dense 

metallic part. In contrast to beam-based additive processes, the microstructure of the part is not 

generated layer-wise by melting and solidifying small areas, but in a steady manner during 

sintering from the outside of the part to the inside in order to obtain dense parts. This feature 

generates different microstructures and mechanical properties [4]–[6].  

Microstructure and mechanical properties of various steels produced by AM such as 

austenitic, duplex, martensitic and precipitation-hardened steels were widely investigated [1], 

[7]. Such steels exhibit different microstructures and precipitation phases, which lead to 

variable mechanical properties [8]–[10]. Microstructures of AM steels have fine and 

crystallographical textures due to rapid solidification [10]. One of the main objectives of 

research works on AM processed steels is to establish relationships between microstructures 

and observed mechanical properties, but the large number of parameters involved in such 

processes make it challenging. It was reported that building strategies in AM may yield oriented 

microstructures (e.g., for SLM, elongated columnar grains [26]). The particular grain size, 

texture and morphology may lead to microstructural strain heterogeneities as is the case of 

polycrystalline materials [11]. Since these heterogeneities affect the mechanical behavior, their 

understanding becomes essential. 

Digital Image Correlation (DIC) is used to investigate kinematic fields of materials during 

loading. This technique offers an accurate way of describing deformation processes. DIC 

allows for multiscale measurements of displacement and strain fields [12], [13]. It was used to 

study AM metallic materials mainly at the macroscopic scale [10], [14]–[16]. Recently, Balit 

et al. [11] and Margerit et al [17] used DIC for a microstructural analysis of deformation 



3 

 

patterns of additively manufactured 316L. The authors showed that an optimization of the 

process parameters enabled the microstructure to be controlled, and consequently the 

macroscopic mechanical behavior. 

All the studies cited above were devoted to the characterization of PBF materials. To the 

authors’ knowledge, no mesostructural analysis was conducted on metallic materials 

manufactured via Bound Powder Extrusion (BPE). The present work focuses on mesoscale 

strain characterization of 17-4PH stainless steel obtained via BPE. Regularized DIC is used to 

assess strain heterogeneities at different length scales. An experimental investigation was 

performed to study the behavior of 17-4PH stainless steel obtained by the Metal-X 

Markeforged process, which is based on BPE. Single edge notched tension (SENT) specimens 

were fabricated with two different layer thicknesses. The mesoscale experiments coupled with 

DIC were then carried out to obtain strain fields in uniaxial tensile tests at room temperature. 

Strain field heterogeneities were investigated by analyzing characteristic sizes of strain 

concentration zones at different length scales.  

The paper is organized as follows. It starts with the presentation of the specimens, the 

experimental set-up and protocol. Then, regularized DIC is introduced and illustrated with a 

synthetic test case dealing with sinusoidal displacements. Last, five tensile tests on samples 

made with different processing parameters are analyzed and the relationship between 

characteristic sizes of strain fluctuations and processing parameters are discussed. 

2 Experimental set-up and protocol  

SENT specimens were entirely made by additive manufacturing including the notch and no 

subsequent machining was performed on these samples. The sample dimensions are shown in 

Figure 1(a). The notch size meets the recommendations of ASTM E1820 standard [18], 

namely, specimen width and initial ‘crack’ length. The specimens were printed by adding 

molten layers of 17-4PH filament using a Markforged 3D-printer [19]. The raw material was a 

polymer resin based filament loaded with metal powder. The printer unwound the material 

spool, heated it up to the resin melting temperature with an extrusion head, and then deposited 

it as successive layers according to the 3D CAD model of the sample (Figure 1(b-c)). This 

manufacturing process allows a limited number of parameters to be varied, which are the type 

of filling, the layer thickness, the number of contours and the raft (present or not). For this 

study, five samples were fabricated and tested (Table 1). All of them were printed as a solid 

parts, in a flat ±45° orientation. For the first three samples, the wall contour number was set to 
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four, and for the other two this number was reduced to two. Two post-sintered layer heights 

were investigated (i.e., 125 µm and 50 µm). Table 1 summarizes the printing parameters for 

each tested specimen. Samples 125-1 and 125-2 are repeats, as well as samples 50-2 and 50-3. 

Sample 50-1 was not duplicated. The printed green parts were debound and sintered in a two-

step oven process.  

 

 

 
(b) 

 

(a) (c) 

Fig. 1. (a) Sample dimensions in mm (thickness =4 mm). (b) One-layer nozzle path when 

printing samples 125-1, 125-2 and 50-1. (c) Corresponding path for samples 50-2 and 50-3 

 

Table 1. Printing parameters and specimen designation 

layer thickness (µm) wall contour number notch depth (mm) specimen designation  

125 
4 3.6 125-1 

4 3.6 125-2 

50 

4 3.6 50-1 

2 2.15 50-2 

2 2.15 50-3 

To enable for surface functionalization, the specimen was “mirror” polished. Grit papers of 

grades 400 / 600 / 1200 / 2400 / 4000 were used successively, and the polishing time with each 

paper was about two minutes. Further, cloths with diamond suspensions of 3 µm and 1 µm 

were also utilized. The thickness was reduced from 4 mm to 1.6 mm. White speckles with 

micrometric dimensions were deposited using an airbrush. An exemple of speckle pattern is 

shown in Figure 2(a).  
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(a) (b) 

Fig. 2. (a) Speckle pattern of specimen 125-1 surface. (b) Corresponding normalized 

autocorrelation  

 

The autocorrelation is used to evaluate characteristic lengths in pictures [20]. The vicinity 

of peaks of autocorrelations involve the shape and arrangement of texture primitives [21]. The 

full width at half maximum of the autocorrelation is often used to estimate characterisitic sizes 

of speckle patterns [22]. Figure 2(b) shows the autocorrelation of the speckle pattern displayed 

in Figure 2(a). The average speckle diameter is about 20 px, or equivalently 42 µm (the image 

resolution was 2.1 µm/px). It is worth noting that the two sections along the x- and y-directions 

of the autocorrelation virtually coincide, which indicates that the speckles are isotropic. The 

average speckle diameters were assessed for all tested samples and the results are reported in 

Table 2. The speckle size varied between 25 µm and 45 µm, and was essentially isotropic. No 

correlation was observed between layer thickness and speckle diameters. 

 

Table 2. Average speckle diameters in x and y directions for the five samples 

specimen designation  dx (µm) dy (µm) 

125-1 44 45 

125-2 27 26 

50-1 53 53 

50-2 36 36 

50-3 41 42 

Mean  40 40 

 

500 µm 

x

y
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The experimental setup was composed of a numerical Keyence VHX-1000 microscope for 

surface observation, a tensile micromachine and a triggering system (Table 3). The latter 

allowed images to be recorded at specific rates when the specimen was continuously loaded 

and each image to be related to the corresponding applied load. The crosshead velocity varied 

between 0.5 µm / s and 1.9 µm / s so that the global strain strain rate (i.e., related to the gauge 

length of the sample) ranged from 2.6  10-5 and 10-4 s-1. 

 

Table 3. Experimental setup parameters 

Microscope Keyence VHX-1000 

Definition 54 Megapixel 3CCD 

Lens VH-Z100R (100× to 1000×) 

Image acquisition rate 1 fps 

Load cell 5 kN 

Crosshead velocity (µm/s)  125-1 125-2 50-1 50-2 50-3 

1.9 1.1 1.8 0.5 0.5 

Field of view 3.05 × 2.28 mm² 

Image scale 2.1 µm / px 

Dynamic range 8 bits 

 

3 Regularized digital image correlation 

DIC was used to measure displacement fields in all the experiments reported herein. From 

these raw data, Green Lagrange strain fields were assessed by exact derivation of the shape 

functions of the mesh made of 3-noded triangular (T3) elements. 

3.1 Digital Image Correlation principle 

DIC consists in registering two images, namely, image f in the reference configuration, and 

image g in the deformed configuration assuming gray level conservation at any pixel, x  

))(()( xuxx  gf          (1) 

where u is the unknown displacement vector. The correlation procedure aims at minimizing 

the sum of squared differences over the domain Ω 

 



22
) )(()( xuxx gfo         (2) 

Two different approaches of DIC are found in the literature, namely, local and global 

registrations. The main differences between both approaches is the registration domain Ω. In 
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local approches [23], small and independent domains (or subsets) are selected over the region 

of interest (ROI). Then, independent registrations for each of them are performed by 

minimizing 
2

o . The only information kept is the displacement of the center of each 

interrogation window. With global approches such as finite element (FE) DIC [24], [25], which 

is considered herein, the domain Ω is the whole ROI. The unknowns become the nodal 

displacements to be determind by minimizing 
2

o . Due to the continuity of measured 

displacement fields, more complex kinematics may be accessible thanks to lower 

uncertainties [26]. 

3.2 Regularized DIC 

Regularization consists in adding some mechanical requirements with additional cost 

functions, for instance based on the equilibrium gap method [27]. In infinitesimal elasticity, 

the equilibrium gap functional reads 

       uKKu  tt

m

2
         (3) 

where  K  is the rectangular stiffness matrix associated with innner nodes,  u  the column 

vector gathering all nodal displacements. For Dirichlet edge nodes, another operator  L  is 

considered [28], [29]. When 
2

m  vanishes, equilibrium is strictly satisfied for inner nodes so 

that mechanical admissibility is enforced.  

In the following analyses, the behavior of the studied material was not necessarilly elastic. 

Consequently, the previous regularization may turn out to be too strong. It is thus proposed to 

assume Hencky-type elasticity [30], which then consists in only penalizing displacement 

increments  u  instead of total displacements  u  

       uKKu   tt

m

2
        (4) 

so that the total cost function to minimize becomes 

  2221 mmotm WW          (5) 

where 
mW  denotes the weight put on the penalty term 

2

m . It is worth noting that the dimensions 

of 
2

o  and 
2

m  are not identical [31]. Therefore, the two cost functions are normalized with 

respect to their level for a trial displacement field. A plane wave of unity amplitude is 

considered  
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 ev mksin          (6) 

along the direction e of the largest edge of the circumscribed rectangle to the considered ROI, 

with   the corresponding coordinate, and km the considered wavenumber. The normalized cost 

functions read 

       vKKv 




tt

m

m

2

2~
    and     

     vMv 




t

o

o

2

2~
    (7) 

where  M  is the DIC Hessian matrix. The global minimization is performed on the weighted 

sum of the two normalized cost functions [38] 

  222 ~~
1 mmotm ww          (8) 

where the weight mw  put on functional 
2

m  is proportional to a regularization m  raised to the 

power 4  

 4mmm kw            (9) 

In practice, ROILk /2  where ROIL  is half the largest edge of the circonscribed rectangle to 

the ROI. 

3.3 Artificial test case 

To illustrate the effect of mechanical regularization, sinusoidal displacements in both 

directions were prescribed to a reference image for eleven different wavenumbers 𝑘𝑥 = 𝑘𝑦 =

𝑘 with an amplitude 𝑣0𝑥 = 𝑣0𝑦 = 1 px. Special care was taken to perform such operation. A 

‘coordinate pullback’ procedure was followed. It consists in determining the position in the 

reference configuration such that its counterpart in the deformed configuration be integer-

valued. Once the position in the reference configuration is known, a gray level interpolation 

scheme is used (here via splines) to determine the corresponding gray level. One advantage of 

such procedure is that gridded interpolants can be used with higher order interpolation schemes 

in comparison with scattered interpolants had the pullback procedure not been used.  

With these deformed pictures, regularized DIC was run to measure displacements with 

different regularization lengths as used throughout the paper (i.e., ℓ𝑚 = 10, 20, 30, 40 px). To 

analyze the influence of the latter, a fine structured mesh was created with T3 elements. The 

size of each element, ℓ𝐹𝐸, which is defined as the square root of its surface, was equal to 5 px 
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so that the reported results were controlled by the regularization length and not the finite 

element discretization of the displacement field (i.e., ℓ𝑚 > ℓ𝐹𝐸). For each analyzed case, the 

actual displacement amplitude 𝑢𝑚 was determined by interpolating the measured displacement 

field with a sinewave of identical wavenumber as for the prescribed displacement fields. From 

this result, the corresponding gain 𝑢𝑚/𝑢0 was obtained and is reported in Figure 3(a) where 

the dimensionless wavenumber 𝜅 is defined as 

 𝜅 =
𝑘𝐿0

2𝜋
 (10) 

and 𝐿0 is the image size (here equal to 527 px). As expected from the previous discussions, it 

is observed that the higher the regularization length, the sooner the gain decays in comparison 

to lower regularization lengths. Further, the asymptotic response is that of a fourth-order filter 

(i.e. 80 dB per decade fall off) as anticipated from the power four dependence of the 

regularization weight on the regularization length (see Equation (9)). This plot thus illustrates 

the ‘frequency response function’ of regularized DIC. For low wavenumbers, the 

measurements are not filtered out and DIC is measuring the corresponding amplitudes (as if 

unregularised). Conversely, for high wavenumbers, the displacement fluctuations that are not 

mechanically admissible are filtered out. This response corresponds to that of a low-pass filter 

whose spatial cut-off frequency is controlled by the regularization length ℓ𝑚 (Figure 3(a)). 

 

(a) 

 

(b) 

Fig. 3. (a) Decibel-gain as a function of dimensionless wavenumber  for the four 

regularization lengths ℓ𝑚 of DIC analyses. (b) Corresponding decibel-gain vs. normalized 

wavenumber 𝜅reg. The black dashed lines depict 80 dB per decade fall off 
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All these results can be collapsed onto a single master plot (Figure 3(b)) that defines 

the transfer function of the considered filter, namely, the decibel gain as a function of the 

normalized wavenumber 𝜅reg 

 𝜅reg = 𝜅
2𝜋ℓ𝑚

𝐿ROI
 (11) 

where 𝐿ROI is the maximum size of the considered ROI. Equation (11) shows that the effective 

regularization length is equal to 2𝜋ℓ𝑚. In this setting, the cut-off wavenumber corresponds to 

𝜅reg = 1 (Figure 3(b)). The effect of regularization is then understood as changing the 

normalized cut-off wavenumber 𝜅𝑐 of the fourth order mechanical filter 

 𝜅𝑐 =
𝐿ROI

2𝜋ℓ𝑚
 (12) 

or equivalently, the cut-off wavelength 𝜆𝑐 reads 

 𝜆𝑐 = 2𝜋ℓ𝑚
𝐿ROI

𝐿0
 (13) 

As already mentioned, the effective regularization length is equal to 2𝜋ℓ𝑚 in the present setting. 

Equation (13) shows that the higher the regularization length ℓ𝑚 (i.e. the higher the weight in 

the penalty term), the higher the corresponding cut-off wavelength (i.e. more displacement 

fluctuations are filtered out when they are not mechanically admissible).  

To assess the registration quality, the root mean square (RMS) gray level residuals are 

reported for all analyzed cases in Figure 4(a). As the regularization length increased, the 

residuals started to increase earlier as more weight was put on the penalty term (i.e., 

displacements were filtered out earlier). As a consequence, the measured displacements were 

no longer close to the actual (i.e., prescribed) solution. This observation shows that the 

residuals are very useful in detecting discrepancies between measured and actual 

displacements. When the regularization length is increased, so is the regularization weight, 

more constraints are added to DIC and the consequence is that residuals increased. 
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(a) 

 

(b) 

Fig. 4. (a) RMS residuals vs. dimensionless wavenumber  for different regularization 

lengths ℓ𝑚. (b) RMS residuals vs. amplitude gain for different regularization lengths ℓ𝑚. 

The black dashed line shows a piecewise linear trend 

 

Figure 4(b) shows the dependence of the measured amplitude um with the RMS 

residuals for the investigated regularization lengths. The lower the gain, the higher the RMS 

residual. It is worth noting that the RMS residual does not cancel out for gains close to 1. This 

phenomenon is due to the underlying finite element discretization of the measured 

displacement field that does not allow the residuals to vanish for low wavenumbers. Moreover, 

there is a quasi-perfect collapse irrespective of the regularization length when a piecewise 

linear interpolation is considered. For gains greater than 0.93, the residuals are less sensitive to 

deviations from 1. Conversely, for a gain less than 0.93, the residuals increase linearly when 

the gain varies. This result further emphasizes the usefulness of gray level residuals as quality 

indicator of DIC results. This is particularly true when the actual solution is unknown as occurs 

in many experiments (e.g., those reported hereafter). 

4 Results and discussions 

4.1 Notch opening displacement 

To characterize the kinematics of notched samples, notch opening displacements (NODs) 

were measured via DIC by calculating jumps as the vertical mean displacement difference 

between two zones chosen around notches (Figure 5(a)) [32], [33]. The zone size was equal to 

100 × 100 px (or 210 × 210 µm) and meshed with 9 px elements.  
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(a) (b) 

Fig. 5. (a) ROIs used to measure NODs (125-1 sample). (b) NOD histories for the five 

tensile tests 

 

The analyses were performed for all images of each test. Table 4 gathers the DIC parameters 

used for this preliminary analysis. As only mean translations were sought to measure NODs, 

the regularization length was selected equal to 50 px. With such parameters, the NOD noise 

floor was very low for all five tests. 

 

Table 4. DIC analysis parameters for NOD measurements 

DIC software Correli 3.0 [34]  

ROI size 2 × (100 × 100) pixels (Fig. 5(a)) 

Element size  ℓ𝐹𝐸 =9 px 

Mechanical regularization length 50 px 

Matching criterion  regularized sum of square differences 

NOD noise-floor (nm) 3 

 

 

Figure 5(b) reports the NOD variations for all tested samples. The NOD histories varied 

from one test to another because the crosshead velocity was not identical (Table 3). Further, 

failure occurred for NODs values around 40 µm (Table 5). The measured NODs at failure were 

very close with a coefficient of variation of 8.5 %. This result demonstrates that, despite 

differences between tested samples (notch deph and layer thikness when printing), failure 

occurred for very close NOD levels, which means that the manufacturing process had good 

repeatability, in particular for the 50-µm layer samples. 
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Table 5. NOD at failure for the five analyzed tests  

Specimen designation NODc (µm) 

125-1 36 

125-2 43 

50-1 46 

50-2 41 

50-3 41 

Mean 41 

Standard deviation 3.5 

 

4.2 Kinematic fields 

Displacements fields of ROIs ahead of the notch root were measured via DIC for all tested 

samples. The DIC analysis parameters are gathered in Table 6.  

 

Table 6. DIC analysis parameters 

DIC software Correli 3.0 [34]  

ROI size 800 × 1000 pixels 

Element size  ℓ𝐹𝐸 = 4 pixels 

Mechanical regularization length [28]  10, 20, 30, 40 pixels 

Matching criterion  regularized sum of square differences 

Strain calculation exact derivation of shape functions 

Strain window size element size 

 

To evaluate the measurement uncertainties, preliminary DIC analyses were conducted on 

10 images prior to the tests on samples 50-2 and 50-3. The standard uncertainties were 

estimated for each considered regularization length by calculating the noise-foor level for 

longitudinal displacement and strain fields (Figure 6). For both tests, the noise floor levels 

decrease with ℓ𝑚. Power laws interpolate very well the experimental observations. For 

displacements, a power close to 1 is observed, which indicates that the uncertainties are 

essentially controlled by acquisition noise. Similarly, a slope of 2 for strains is the signature 

of acquisition noise. These results show that measurement uncertainties can be reduced by 

increasing the regularization length since random fluctuations are not mechnically admissible 

and thus filtred out. 
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(a) (b) 

Fig. 6. Noise floor levels as functions of regularization length for longitudinal (a) 

displacement and (b) strain fields 

 

In Figure 7, the longitudinal strain fields at identical NOD level (20 µm) are shown for the 

five tests. Three aspects are noted: 

• strain concentrations in the vicinity of the notch root, which was expected given the 

geometry of the tested samples (Figure 1(a)); 

• strained bands in the immediate vicinity of the notch (mainly in tests 50-2, 125-1 and 

125-2), which are due to the contours generated when printing the notches (Figure 1(b-

c)); 

• Farther away from the notch root, the strain fields have a ‘granular’ pattern. 

The first two points were expected. However, the third one was unexpected because its 

origin is unknown. This pattern is common to all strain fields. The aim of the following 

analyses is to charaterize such patterns and investigate their dependence on the printing 

parameters that were not identical in all reported cases (Table 1). 

 



15 

 

   

(a) (b) (c) 

  

 

(d) (e)  

Fig. 7. Longitudinal strain fields when NOD   20 µm and ℓ𝑚 =  30 px.  

(a) 50-1, (b) 50-2, (c) 50-3, (d) 125-1 and (e) 125-2 samples. 

 

Figure 8 shows the mean longitudinal strain vs. NOD curve for specimen 50-3. The mean 

longitudinal strain was computed from the strains fields measured in each ROI. This plot is 

essentially monotonic except around 20-25 µm levels for the NOD. In that interval, crack 

initiation occurred, which led to NOD / strain jumps. The strain fields reported for several 

NODs show that the granular pattern persisted throughout the test. It also shows, from visual 

inspection, that the strain pattern size was virtually constant.  
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Fig. 8. Average longitudinal strain vs. NOD for sample 50-3. Strain fields are ploted for 

several NODs depicted by the red points 

 

4.3 Sizes of strain concentrations zones  

As introduced above, the full width at half maximum of the autocorrelation is often used to 

estimate characteristic sizes of speckle patterns [35], [24]. Here the autocorrelation was applied 

to strain fields [36] to estimate the length along the transverse (i.e. dx) and longitudinal (i.e. dy) 

directions of the strain pattern. Figure 9(a) shows the normalized autocorrelation of the strain 

field measured for the last loading step of sample 50-3 (see Figure 8 when NOD = 41µm). For 

this sample, the strain field patterns were elongated in the transverse direction. Details of the 

autocorrelation about its maximum (centred at 0) are shown in Figure 9(b). The full widths at 

half maximum were determined along the longitudinal and transverse directions. In the sequel, 

these quantities are referred to as pattern diameters. 

 

26

NOD= 5µm NOD= 19.27µm

NOD= 41 µm

NOD= 25.61µm

NOD= 24.84µm



17 

 

 

(a) 

 
(b) 

Fig. 9. (a) Normalized autocorrelation of the longitudinal strain field for the last loading 

step of sample 50-3 (Figure 8). (b) Corresponding profiles along both directions. Evaluation 

of the pattern diameters as full widths at half maximum 

 

Figure 10 shows the pattern diameters (dx and dy) histories for all tested samples. The strain 

patterns are elongated in the longitudinal direction since dy is greater than dx for any of the 

considered tests. It is observed that the pattern sizes are essentially constant for all steps and 

for all tested samples. Further, all pattern sizes are very close except test 125-1. The average 

pattern diameters in the transverse direction dx is equal to ≈ 50 µm, and dy ≈ 70 µm in the 

longitudinal direction. At the end of some tests, the pattern sizes increased. Such trend is related 

to strain concentrations that occur after crack initiation in the vicinity of the notch root. The 

dominant feature is no longer the granular pattern (Figure 7) but strained bands due to damage 

with larger characteristic sizes. It is worth noting that all these results were obtained for the 

same regularization length (i.e. ℓ𝑚 = 30 px). The effect of ℓ𝑚 is analyzed in the sequel. 

 

  

(a) (b) 

Fig. 10. Pattern diameters histories for all five tests when the regularization length was 

equal to 30 px 
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4.4 Effect of regularization length  

The mechanical regularization used herein allows the cut-off wavelength to be tailored by 

varying the regularization length ℓ𝑚 (Section 3). In the present analyses, a relaxation procedure 

was followed [28]. It consisted in starting the registrations with the largest regularization length 

(here ℓ𝑚 = 40 px) to capture large wavelength components of the measured displacement 

fields. Once convergence was achieved, a new analysis was started with a lower regularization 

and initialized with the previous results. Finer kinematic details were then captured. Following 

such relaxation route, four different regularization lengths were considered (ℓ𝑚 = 40, 30, 20 

and 10 px). 

The effect of selecting different regularization lengths is illustrated in Figure 11 for the 

longitudinal strain field of sample 50-3 prior to crack initiation (i.e. NOD ≈ 20 µm). As the 

regularization length increases, the strain fluctuations decrease as a result of mechanical 

filtering. Visual inspection of strain fields also shows that the concentration zones spread more 

and more when ℓ𝑚 increases. As a consequence, the characterisitc sizes of the deformation 

pattern are expected to increase with ℓ𝑚.  

 

  
(a) (b) 

  
(c) (d) 

Fig. 11. Longitudinal strain field for sample 50-3 (NOD = 19.3 µm). Four regularization 

lengths ℓ𝑚 were considered: (a) 10, (b) 20, (c) 30, and (d) 40 px 
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Figure 12 shows the corresponding root mean square (RMS) gray level residuals for the four 

regularization lengths. Their level remains low for all considered regularisation lengths 

throughout the whole test. Their gradual increase after crack initiation (i.e. NOD > 20 µm) is 

due to the development of damaged zones in the vicinity of the notch root (Figure 8). As the 

regularization length is decreased, so do the residuals (i.e. the kinematics is better captured 

since it is no longer strongly filtered and more strain fluctuations are allowed). This trend was 

expected from the results reported in Section 3 (Figure 4). However, the decay remains modest 

given the fourfold variation in regularization length. Last, let us note that the temporal 

fluctuations of the gray level residuals prior to crack initiation are believed to be associated 

with Portevin Le Chatelier phenomena (PLC), which are known to occur in 17-4 PH steels at 

low strain rates or high temperatures [37] [38], [39]. In the present cases, the average 

longitudinal strain rate ranged from 1.2 × 10-5 to 10-4 s-1 when evaluated in the analyzed ROIs 

(Appendix A). 

 

Fig. 12. RMS gray level residuals in four DIC analyses of test 50-3 with different  

regularization lengths ℓ𝑚. 

 

The dependence of characteristic sizes of strain field patterns is investigated for different 

regularization lengths ℓ𝑚. For any regularization length, both characteristic sizes reported in 

Figure 13 are weakly dependent on the NOD level prior to crack initiation. This is no longer 

true after crack initiation as was already discussed above. Further, the lower the regularization 

length, the lower the characteristic sizes measured by dx and dy. This result indicates that strain 



20 

 

fluctuations occcur at different scales and there is no unique length scale concerned by these 

fluctuations.  

From all these analyses, it is concluded that the strain fluctuations prior to crack initiation 

are due to Portevin Le Chatelier effects. In the present case, it occurred for mean strain rates 

ranging from computed in each considered ROI. For the studied test, no unique length scale 

was found as the characteristic pattern sizes varied with the regularization length. The 

following section summarizes the results for all five samples. 

 

  

(a) (b) 

Fig. 13. Pattern diameters histories for sample 50-3 obtained with different regularization 

lengths ℓ𝑚 

 

4.5 Mean size of strain concentration zones 

The same type of investigation was carried out for all five tests. The results are gathered in 

Figure 14 in which the mean area dxdy of strained zones is plotted (in log-log scale) as function 

of the regularisation length ℓ𝑚. For all tests, the mean pattern area increases with ℓ𝑚. More 

precisely, power laws interpolate very well the experimental observations (i.e. with coefficients 

of determination very close to 1). All powers are very close to 2 (𝛼 = 2±0.2). These last results 

show that there is no characteritic length scale in the longitudinal strain fields and that the 

scaling is that of the space dimension.  
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Fig. 14. Mean area of strain concentration zone as function of the regularization length ℓ𝑚 

normalized by the element size ℓ𝐹𝐸 

 

Since different printing parameters were considered (Table 1), it is observed that except 

sample 125-1, which experienced strain fluctuations with higher characteristic sizes, all other 

samples had very close characteristic sizes for their longitudinal strain fluctuations. It is 

concluded that such phenomena are not controlled by the printing parameters investigated 

herein. 

5 Conclusion 

Five single edge notched samples made of additively manufactured 17-4PH steel were loaded 

in tension. Optical images with micrometer resolution were acquired during these tests. Digital 

image correlation (DIC) analyses were conducted in order to measure kinematic fields. Strain 

field histories highlight specific features such as strain concentrations close to the notch root, 

strained bands that are inherent to AM for notched specimen (contours), and ‘granular’ patterns 

far from the strain concentrations of notches and contours. The use of regularized DIC enabled 

different length scales to be investigated by varying the regularization length by a factor up 

to 4. Characteritic sizes of longitudinal strain fluctuations were assessed thanks to the 

autocorrelation of the measured strain fields. It is believed that the temporal fluctuations were 

mostly related to Portevin Le Chatelier effects. The development of motionless spatial 

fluctuations were shown to occur at different length scales and were essentially independent of 

the printing parameters investigated herein. 
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These observations show that Portevin Le Chatelier effects occur in AM 17-4PH alloys at 

very low strain rates (i.e., 10-5 to 10-4 s-1) and at room temperature in single edge notched 

samples loaded in tension. Further, spatial strain fluctuations occurred with no characteristic 

length scale for regions of the order of 4 mm2 in surface area.  
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Appendix A: Evaluation of mean strain rates 

Figure A1 shows the temporal changes of the mean longitudinal strain computed over the ROIs 

of the five analyzed tests (Figure7). The mean strain rate was computed in the linear regime 

(i.e., prior to crack initiation that induced accelerated strain variations). In the present analyses, 

longitudinal strain rates ranging from 1.2 × 10-5 to 10-4 s-1 were investigated (Table A1). In 

that range, Portevin Le Chatelier effects were observed. 

 

Figure 1. Longitudinal mean strain history for the five tests. 

 

Table 1. Average longitudinal strain rates computed from Figure A1. 

Specimen designation 𝜺̇ (s-1) 

125-1 1.2 × 10-5 

125-2 5.8 × 10-5 

50-1 10-4 

50-2 1.2 × 10-5 

50-3 1.4 × 10-5 

 

Contrary to the critical NODs that were found to be very close for all five samples (Table 5), 

Figure 7 shows that for the samples with four wall contours (i.e., 125-1, 125-2 and 50-1), the 

mean strains to failure varied a lot. Conversely, the mean strains to failure for the two samples 

with two wall contours (i.e., 50-2 and 50-3) were very close.   
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