
HAL Id: hal-03494697
https://hal.science/hal-03494697v1

Submitted on 21 Dec 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Unsupervised Tree Extraction in Embedding Spaces for
Taxonomy Induction

François Torregrossa, Robin Allesiardo, Vincent Claveau, Guillaume Gravier

To cite this version:
François Torregrossa, Robin Allesiardo, Vincent Claveau, Guillaume Gravier. Unsupervised Tree
Extraction in Embedding Spaces for Taxonomy Induction. WI-IAT 2021 - 20th IEEE/WIC/ACM
International Conference on Web Intelligence and Intelligent Agent Technology, Dec 2021, Melbourne,
Australia. pp.1-8, �10.1145/3486622.3493941�. �hal-03494697�

https://hal.science/hal-03494697v1
https://hal.archives-ouvertes.fr


Unsupervised Tree Extraction in Embedding Spaces for
Taxonomy Induction

François Torregrossa
ftorregrossa@solocal.com

francois.torregrossa@irisa.fr
Solocal and IRISA
Rennes, France

Robin Allesiardo
rallesiardo@solocal.com

Solocal
Rennes, France

Vincent Claveau
vincent.claveau@irisa.fr

IRISA, CNRS
Rennes, France

Guillaume Gravier
guig@irisa.fr
IRISA, CNRS
Rennes, France

ABSTRACT
Exposing latent structure (graph, tree...) of data is a major challenge
to deal with the web of data. Today’s embedding techniques incor-
porate any data source (noisy graphs, item similarities, plain text)
into continuous vector spaces that are typically used as input to
classifier. In this work, we are dealing with the opposite task: find-
ing structures (taxonomies) from embedded data. We provide an
original unsupervised methodology for taxonomy induction by di-
rectly searching for graph structures preserving pairwise distances
between items. Contrary to the state-of-the-art (SOTA), our ap-
proach does not require to train classifiers; it is also more versatile
as it can be applied to any embedding (eg. word embedding, simi-
larity embedding like space-time local embedding...). On standard
benchmarks and metrics, our approach yields SOTA performance.
As another contribution, we propose better evaluation metrics for
taxonomy induction, leveraging graph kernel similarities and edit
distance, showing that the structures of our predicted taxonomies
are significantly closer to the ground-truth than SOTA solutions.

KEYWORDS
Unstructured/Structured Data, Hyperbolic Embedding, Tree extrac-
tion, Taxonomy Induction

1 INTRODUCTION
Nowadays, structured knowledge sources, such as knowledge
graphs or taxonomies, can be integrated in numerous AI systems.
Question answering, information extraction/retrieval are examples
of domains where taxonomies are found advantageous, as they
enhance the generalization ability of automatic systems [6, 18, 31].
Yet, taxonomies are often designed by human experts which implies
time and financial costs. Moreover, those handcrafted taxonomies
are configured with regard to a topic which may not match every
usage. Others even claim that structured knowledge inferred from
Gargantuan online sources such as WikiData are not suited for
specific domain [31].

An early idea to address these issues is to automatically induce
taxonomies from text sources [13]. Indeed, automatic knowledge
discovery ultimately leads to a tailored taxonomy closing the gap
between general taxonomies and specific applications. Provided
taxonomical terms and a sufficiently large text corpus covering

those, the process consists in collecting morphological, syntactic,
and semantic features to classify or extract is-a relations between
these terms [2, 6, 18, 23]. This taxonomy is then employed in real-
world applications (eg. e-commerce, biomedecine) [11, ch. 3, for
examples], which help at judging its quantitative quality [31].

Generally, collected features are used to produce continuous or
handcrafted term embeddings used in classifiers or with heuristics
helping at predicting the taxonomy [2, 18, 23]. For instance, noisy
is-a relations are projected into a hyperbolic space in order to re-
move noise and obtain cleaner features [2]. In our opinion, these
additional supervised steps seem disposable, as some intermediate
embedding proposed in the literature perform well at hypernym
detection [16]. Provided a mapping from embedding to taxonomies,
preserving pairwise distances between term vectors, the mapped
taxonomymay also preserve the geometrically embedded structural
information. Today, there are methods to convert trees or graphs to
continuous hyperbolic embeddings with minimal information loss
[22, 26]. Here, we propose solutions doing the exact opposite for
taxonomy induction: converting continuous embedding spaces to
discrete trees. In other words, we propose to address taxonomy in-
duction with a different point of view: instead of using embeddings
as filters or as input to classifiers [2], we intend to directly extract
the latent structural information from them. We build a taxonomy
that tries to preserve as much as possible the information contained
in the distance between embedded terms.

The contributions of this paper can be summarized as follows:

(1) we provide a new unsupervisedmethodology for the taxonomy
induction problem relying on the distortion between metric
spaces. This methodology is flexible and is applicable to any
kind of data sources (plain text, graph, similarities).

(2) we propose a new feature mixing morphological and syntac-
tic features, used to build term embeddings.

(3) we explore three different solutions for our tree extraction
problem on various distances—Euclidean and hyperbolic.

(4) we propose a new evaluation protocol to quantitatively evalu-
ate how close the induced taxonomies are from the ground-
truth. In this respect, we experimentally show that our ap-
proach outperforms existing methods.
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The paper is organized as follows: Sec. (II) gives an overview of
the state-of-the-art (SOTA) and basic notions for taxonomy induc-
tion. Sec. (III) describes our whole approach. Experimental results
are gathered in Sec. (IV) before conclusion in Sec. (V).

2 RELATEDWORK
A taxonomy T = (𝑉 , 𝐸) is an acyclic directed connected graph
denoted by a set of nodes 𝑉 and an edge set 𝐸. Nodes are labeled
by terms which are word phrases representing a concept of the
taxonomy. For instance, «computer science»may be chosen as a node
label to depict the computer science field composed by sciences
such as «software engineering», «robotics» or «artificial intelligence».
In the following, we refer to nodes as terms.

The edge set 𝐸 is viewed as a set of is-a relations, i.e. if a term
𝑥 ∈ 𝑉 is-a term 𝑦 ∈ 𝑉 , then there is a directed edge from 𝑥 to 𝑦 in
𝐸. In the following, we denote this relation by (𝑥, is-a, 𝑦) as in [16].
The set of is-a relations is defined by the taxonomy and illustrate
that the characteristics or concepts of 𝑥 are contained in those of 𝑦
(eg. «artificial intelligence» is a field of «computer science»).

2.1 Overview
Taxonomy induction is a problemwhere an edge set of is-a relations
must be found for a given set of terms. A text corpus may be used
as a source to compute features for each term [2, 4]. Several shared
tasks were proposed following this scheme, the most recent one
being SemEval-2016 Task 13 [4]. Among the participating systems,
TAXI [23] obtained the best results by exploiting lexico-syntactic
patterns on a general (Wikipedia) and a domain-specific corpus.
Other systems participated: USAAR [30] leverages hyponym en-
docentricity (see next sub-section); JUNLP [17] relies on BabelNet
(https://babelnet.org/) and morphological rules.

In the early approaches, the set of relations is constructed lever-
aging morphological features of the term (seen as a character
strings) and syntactic features (their co-occurrences in the plain
text corpus following syntactic patterns, known as Hearst pat-
terns) [13, 23, 30, 31]. Extracted relations are then further filtered
or pruned using hard-coded rules (USSAR, JUNLP, SubSeq [12])
and/or a supervised system (TAXI). Distributional features (such as
word embedding) may be used to help with the inference of the tax-
onomy, but they are not fully exploited [4, 31]. Indeed, their usage is
limited to the refinement of taxonomy constructed by TAXI [2], or
as input of supervised systems [18]. Recently, a proposition (CTP)
was made to fine-tune contextualised embedding for taxonomy in-
duction [5]. It explores the use of syntactic patterns in pre-trained
contextualised language models. While it shows an improvement
for induction of small taxonomies (10-50 terms), it did not improve
induction of medium to large scale taxonomies (100-1000 terms),
which is our main interest here.

Other systems avoid pruning as it appears to be an error-prone
process. TaxoRL [18] is an end-to-end supervised system relying
on reinforcement learning to construct a taxonomy from scratch.
As it is supervised, it requires real-world taxonomy to be trained
on: sub-taxonomies of WordNet [19] were used in that purpose.
Graph2Taxo [28] is another end-to-end approach which predicts
the adjacency matrix of the taxonomy, but also introduces direct
cross-domain knowledge integration. In other words, it used a priori

known taxonomy to create features to help with the prediction of
edges for unknown taxonomies.

The major issue with SOTA techniques is the supervision. TAXI,
TaxoRL, Graph2Taxo, CTP require external structured data to train
their models or heavy heuristics to work. Instead, we propose an
unsupervised taxonomy induction system. Our approach is inspired
by HyperCones [16], an unsupervised hyperbolic term embedding
based on the co-occurrence counts of Hearst patterns. They leverage
hyperbolic geometry which is shown more effective than Euclidean
geometry at representing and recovering the hierarchical structure
of tree structures [10, 22]. We push these ideas further to produce
complete taxonomies from term embeddings instead of the simpler
task of hypernym detection proposed by [16]. Indeed, hypernym
detection does not have to deal with the directed acyclic and con-
nected nature of taxonomies. We also propose to construct and
embed a graph that leverages both morphological and syntactic
features, while they mainly focused on the syntactic ones.

In this work, we compare with TAXI [23], USAAR [30],
JUNLP [17] and TAXI with refinement presented in [2], an im-
proved version of TAXI. Unfortunately, we will not compare with
SubSeq for reproducibility issues. As we do not use cross-domain
input or supervision with external taxonomies, other systems (like
Graph2Taxo, TaxoRL and CTP) are not considered. To the best of
our knowledge, TAXI with refinements is the best taxonomy in-
duction system that is not using cross-domain information for the
SemEval-2016 Task 13. We provide, in the following, further details
on related studies and important notions helping to understand
how we completed this task.

2.2 Feature Engineering
Feature extraction from plain text or term strings is an important
step in taxonomy induction since classifiers used in TAXI [23]
or more complex models such as TaxoRL or Graph2Taxo [18, 28]
rely on them to produce taxonomies. The quality of the resulting
taxonomies highly depends on those features.

2.2.1 Morphological features. They simply compare term strings
while being particularly accurate. This is why they are widely ex-
ploited [2, 18, 23, 30]. Indeed, the appearance of one term in another,
known as the hyponym endocentricity [30], often indicates a is-a
relation (eg. engineering and electrical engineering). Generally, a set
of morphological features are generated by pointing out whether
prefix or suffix matches or the length of the longest common sub-
string [3]. Although, morphological features are very precise, they
lack recall since they cannot detect is-a relations for pairs without
common morphological components (eg. algebra and mathematics).

2.2.2 Syntactic features. They are produced with syntactic pat-
terns, or Hearst patterns [13], which are applied on the corpus to
harvest specific co-occurrences between terms of the taxonomy.
A set of patterns is pre-defined, such as "X is a Y" or "X such as
Y", and one counts the number of times patterns are triggered for
a term pair X, Y. The Hearst graph is a formal representation of
these frequency counts. In other words, nodes of the graph are
taxonomical terms and an edge linking a term X to another term Y
is weighted by the amount of times X and Y matched patterns in
the corpus. This approach is widely used [2, 16, 18, 23, 25] because

https://babelnet.org/
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it is simple, explainable, scalable. WebIsA [27] is a free online avail-
able database gathering such frequency counts crawled on very
large web corpora, used in this work and in [2, 23] to enrich term
features.

2.2.3 Distributional features. They rely on vectors from word em-
beddings (eg. word2vec) or distributional approaches to compute
inclusion or semantic proximity of terms. They are finally added
either before classification or modeling [18] or after in order to
detect co-hyponyms [2] and help to predict the taxonomy. Distri-
butional features may also be used to detect is-a relations using
the Distributional Inclusion Hypothesis claiming that contexts of a
term are included in the contexts of its hypernyms [31, 32].

2.3 Hyperbolic Term Embeddings
Recently, [2, 16] proposed to embed the Hearst graph into a hyper-
bolic space, following the hyperbolic graph embedding method of
[22]. By projecting the graph into a continuous hyperbolic space
where the geometry is more suited for taxonomical inference, [2, 16]
showed that it solved some of the problem caused by the noise and
sparsity of the Hearst graph (patterns are sometimes over-sensitive
which might creates cycles or wrong is-a relations, or too restric-
tive which hides true ones). Those relations are condensed and
term embedding vectors are interpreted into new relations, using
heuristics or specific tuning on the hyperbolic distance.

In [2], hyperbolic embeddings are used to refine the taxonomies
predictedwith traditional methods explained above. Thus, it adds an
additional post-processing on the top of an already highly layered
solution, increasing error propagation and reducing the ability to
benefit from low layer improvements. In our work, we propose to
process these embeddings directly to search for the taxonomical
graph that preserves embedding term distances. Also, contrary to
[16], we aim at building an entire taxonomy on a specific topic
while they only focused on hypernymy detection.

2.4 Distortion
The distortion indicates how well a mapping from a metric space
(e.g. an embedding) to another (e.g. a graph / tree) preserves pair-
wise distances (see [21, 26]). It is mathematically defined by:

𝑑𝑓 = max
(𝑥,𝑥 ′) ∈𝑋 2

𝑥≠𝑥′

𝑑𝑌 (𝑓 (𝑥), 𝑓 (𝑥 ′))
𝑑𝑋 (𝑥, 𝑥 ′) · max

(𝑦,𝑦′) ∈𝑓 (𝑋 )2
𝑦≠𝑦′

𝑑𝑋 (𝑓 −1 (𝑦), 𝑓 −1 (𝑦′))
𝑑𝑌 (𝑦,𝑦′)

(1)
where 𝑓 is a mapping from one metric space (𝑋,𝑑𝑋 ) to another
(𝑌,𝑑𝑌 ); in this work, from a graph metric to an embedding space.

[26] used it to prove that their method is able to embed a tree
in a hyperbolic space while preserving the distances, thus the in-
formation contained in the tree. In this case, the distance in a tree
𝑑𝑇 is the sum of the edge weights of the path between nodes. Tax-
onomy induction can be seen as the opposite problem where one
is given an embedding of terms—constructed as described in the
previous sub-section—and need to recover a tree from it seen as the
taxonomy skeleton: this is exactly what we aim to accomplish. Put
differently, we need a method for extracting a tree of terms from
term embeddings having the lowest distortion.

An embedding can be considered as a fully connected graph
where nodes are embedded elements and edges are weighted by a

distance function. If the graph is equipped with the standard graph
distance 𝑑𝐺—defined by the path with the smallest weight sum
between two nodes—then the graph and 𝑑𝐺 form a finite metric
space. Then, our problem is known in the network literature as
finding tree spanner with lowest expansion / distortion [1]. The
lowest expansion tree-spanner is named the Minimum Max-stretch
Spanning Tree (MMST).

When distances in the tree perfectly preserve distances in the
embedding (such a tree does not always exist), then the MMST
matches the Minimum Spanning Tree (MST) [1, 21]. In general, the
distortion is not perfect and we must have a strategy to construct
the MMST. This problem is known to be NP-hard [1]. Due to the
complexity of the problem, we investigate a naive solution (identical
to [20]) or approximate solutions produced by some algorithms
presented in [7].

3 METHODOLOGY
3.1 Combination of morphological and

syntactic features
3.1.1 Overview. Similarly to [16, 23, 25], we use pattern based
features (which are turned into a mutual information space) and
morphological features. We propose to also turn morphological
features into a mutual information space, and to sum pattern-based
and morphological mutual information scores. The combination of
this morphological and syntactic information leads to a new feature
𝑓𝑎𝑔𝑔 , contribution (2). We detail each element hereafter. In the end,
we are able to quantify the strength of is-a relations between terms
represented as a weighted directed graph (weights being 𝑓𝑎𝑔𝑔). We
expect this graph to be less ambiguous than the Hearst Graph which
is usually employed [2, 16].

3.1.2 Corpora. For comparison purposes, we use the same corpus
and counts of is-a patterns provided by [2]1. Following previous
work [2, 18, 23], this corpus consists of texts from two different
sources: general and specific. The general domain corpus is com-
posed of texts coming fromhuge online resources such asWikipedia.
The specific corpus gathers texts being correlated with the topic
of the taxonomy, collected by querying a Web search engine with
random combinations of taxonomical terms.

3.1.3 Syntactic feature. The corpora are processed leveraging syn-
tactic patterns to extract co-occurrences between terms with tools
such as PattaMaika2. Also, frequencies from WebIsA [27] are col-
lected to enrich our feature collection. Finally, three kinds of co-
occurrences are obtained: general, specific andWebIsA ones. They
are each independently turned into a Positive Pointwise Mutual
Information (PPMI) space, following [25].

3.1.4 morphological feature. The morphological feature 𝜎 (𝑡𝑖 , 𝑡 𝑗 )
between two terms 𝑥 and 𝑦 is an hypernymy substring based score
[23] formally defined by 𝜎 (𝑥,𝑦) =

length(𝑥)
length(𝑦) if 𝑥 inside 𝑦 and 0

otherwise. Before being combined, the hypernymy substring based
score is transformed as a PPMI score as above.

1https://github.com/uhh-lt/Taxonomy_Refinement_Embeddings
2http://ltmaggie.informatik.uni-hamburg.de/jobimtext/components/pattamaika/

https://github.com/uhh-lt/Taxonomy_Refinement_Embeddings
http://ltmaggie.informatik.uni-hamburg.de/jobimtext/components/pattamaika/
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3.1.5 Aggregated feature. We introduce a new aggregating feature
𝑓agg which is given by assembling for each term pair (𝑥,𝑦) patterns
and morphological features as follows:

𝑓agg (𝑥,𝑦) = ppmi𝜎 (𝑥,𝑦) +
1
3

∑
𝑑=

{
General
Specific
WebIsA

} ppmi𝑑 (𝑥,𝑦) (2)

This feature weights the strength of the relation (𝑥, is-a, 𝑦) in the
three corpora while also taking into account their substring scores.
The SOTA methods commonly employ a classifier to combine mor-
phological and syntactic features, or exclusively use the syntactic
ones. We advocate for 𝑓𝑎𝑔𝑔 which fuses early both features and,
thus, integrates all information into the graph prior to the term
embedding step.

To justify this new feature, we show its effectiveness at ranking
term neighbors, w.r.t. its components, in Table 1. The data used is
a part of the Semeval 2016 Task 13 [4] dataset (see Sec. 4.3). The
𝑓agg improvement over any other feature is statistically significant
(one-sided t-test with p<0.01). One can remark that taking indi-
vidual component features of 𝑓agg is less efficient at organizing
neighborhood, which advocates for the combination of all features
as we propose.

We create a matrix using this feature, which is smoothed by
removing some of its singular values as done in [25], and values
under the mean value. The underlying matrix graph is further
pruned such that each term have at most 5 direct neighbors. This
value was chosen arbitrarily and further investigation must be
carried to observe its impact on the final performance. This graph
is then embedded into a Euclidean or a hyperbolic space, following
Sec. 3.2.

3.2 Term embeddings
For convenience, the custom graph introduced in the previous
section is denoted 𝐺 = (𝑉 ,𝑀), 𝑉 being the terms and𝑀 being the
smoothed asymmetric matrix of the weights between each terms.
We also note 𝑀 (𝑥,𝑦) for (𝑥,𝑦) ∈ 𝑉 2, the weights for the relation
(𝑥, is-a, 𝑦). We now thoroughly explain how it can be embedded
into a Euclidean or hyperbolic space [10, 22].

3.2.1 Embedding parameters. Let D𝑁 = {(𝑥,𝑦) |𝑀 (𝑥,𝑦) >

0, (𝑥,𝑦) ∈ 𝑉 2} be the set of noisy directed edges estimated by taking
the term pairs corresponding to the positive values of the matrix
𝑀 . We parameterize |𝑉 | term embedding vectors with dimension

Table 1: MAP of neighborhood produced by each feature on
the direct edges of the EN environment taxonomy of

Semeval 2016 Task 13 [4].

Features MAP
ppmiSpecific 0.46
ppmiGeneral 0.50
ppmiWebIsA 0.37

ppmi𝜎 0.51
avg(ppmiSpecific, ppmiGeneral, ppmiWebIsA) 0.59

𝑓agg 0.71

𝑛, denoted by Θ = (𝜃𝑥 )𝑥 ∈𝑉 ∈ R𝑛×|𝑉 | . We perform optimization
using three distances having specific characteristics that alter the
optimization procedure:

1) The Euclidean distance 𝑑E . It consists of the well known L2-
norm, written for two terms (𝑥,𝑦) ∈ 𝑉 2, 𝑑E (𝑥,𝑦) = ∥𝜃𝑥 − 𝜃𝑦 ∥2.

2) The Poincaré distance 𝑑P [22]. It is defined for terms (𝑥,𝑦) ∈
𝑉 2 on a unit sphere D𝑛 = {𝑎 |𝑎 ∈ R𝑛, ∥𝑎∥2 < 1} as:

𝑑P (𝑥,𝑦) = arcosh

(
1 + 2

∥𝜃𝑥 − 𝜃𝑦 ∥22
(1 − ∥𝜃𝑥 ∥22 ) (1 − ∥𝜃𝑦 ∥22 )

)
(3)

The parameters Θ must be initialized and optimized in D𝑛 . This
distance is expected to encode more easily hierarchies compared
with the Euclidean distance.

3) The squared Lorentzian pseudo-distance 𝑑L [15]. It is defined
on the hyperboloid H𝑛,𝛽 = {𝑎 = (𝑎0, ..., 𝑎𝑛) |𝑎 ∈ R𝑛+1, ∥𝑎∥2L =

−𝛽}, where 𝛽 ∈ R is a hyperparameter. It is based on the squared
Lorentzian inner product ⟨𝑎, 𝑏⟩L = −𝑎0𝑏0 + ∑𝑛

𝑖=1 𝑎𝑖𝑏𝑖 , and the
squared Lorentzian norm ∥𝑎∥2L = ⟨𝑎, 𝑎⟩L . As we already have an
Riemannian optimizer forD𝑛 , we propose to initialize the parameter
Θ inD𝑛 and then project them toH𝑛,𝛽 with the projector ℎ−1 from
D𝑛 toH𝑛,𝛽 [15]:

ℎ−1 (𝜃𝑥 ) =
©«
√√√ 2𝜃𝑥

1 − ∥𝜃𝑥 ∥22

2
2
+ 𝛽,

2𝜃𝑥,1
1 − ∥𝜃𝑥 ∥22

, ...,
2𝜃𝑥,1

1 − ∥𝜃𝑥 ∥22

ª®®¬ (4)

with 𝜃𝑥 = (𝜃𝑥,1, ..., 𝜃𝑥,𝑛). The squared Lorentzian pseudo-
distance between two terms (𝑥,𝑦) ∈ 𝑉 2 is: 𝑑L (𝑥,𝑦) = −2𝛽 −
2⟨ℎ−1 (𝜃𝑥 ), ℎ−1 (𝜃𝑦)⟩L . The main advantage of 𝑑L is its ability to
strongly enforce generic elements to remain in the center ofD𝑛 and
the specific ones at the border of D𝑛 . In comparison, the Poincaré
distance is less able to do so. This attitude is desirable since it may
help at recomposing the taxonomy.

3.2.2 Optimization. We build the term embeddings w.r.t. the cho-
sen distance 𝑑 such that they incorporate information contained in
D𝑁 . The loss function is:

L(Θ) =
∑

(𝑥,𝑦) ∈D𝑁

log
𝑒−𝑑 (𝑥,𝑦)∑

𝑦′∼N(𝑥)
𝑒−𝑑 (𝑥,𝑦

′) ; N(𝑥) = {𝑦′ | (𝑥,𝑦′) ∉ D𝑁 }

(5)
where N(§) is the set negative edges (terms are not linked to 𝑥 in
D𝑁 ). L(Θ) is minimized with the following setting: for each batch,
we sample 10 negative edges and compute the Euclidean gradients
of L which are then used to realize a Riemannian optimization
as presented in [10] or [22]. For both optimizations, we relied on
hyperbolic_cones and gensim projects.

3.3 Taxonomy extraction
This part of our work (contribution 3) is particularly different from
other studies about taxonomy induction as we will search for a
taxonomy minimizing information loss with the embedding. Other
studies generally feed features and/or embedding into a classifier
or a more complex model [2, 18, 23].

Minimizing the distortion gives an undirected graph, so the di-
rection of the edges is recovered by rooting those at the centroid

https://github.com/dalab/hyperbolic_cones
https://github.com/RaRe-Technologies/gensim
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of the embedding leading to acyclic connected directed graph in-
terpreted as taxonomies. For instance, if we have undirected edges
𝐸 = {(bicycle, vehicle), (vehicle, car)}, and if the centroid is vehicle,
then the taxonomy is (bicycle, is-a, vehicle) and (car, is-a, vehicle)

The main drawback of approximating taxonomies by rooted
trees is that terms are constrained to have a single parent. Yet, the
counterpart is that we can use results from graph theory to find
rooted trees close to our embeddings. Three different versions of
tree extractor are used, other solutions—aiming at minimizing the
distortion—are possible and could be investigated in future work.

Hereafter, we present the three different tree extractors we pro-
pose in this work. The tree extractor is applied on the embedding
produced in the previous step (see Sec. 3.2) with D𝑁 obtained by
our aggregated feature 𝑓agg. At the end of each extraction process,
the centroid is considered to be the root of the tree and edges are
directed accordingly.

3.3.1 Naive Extraction (NE). This technique is very similar to [20]
except that we extract an undirected tree which is then rooted at
the centroid of the embedding space. The extraction relies on the
simple idea that for hyperbolic embeddings, the hyperbolic distance
encodes the strength of is-a relations and the direction of those can
be determined by the Euclidean norm ∥.∥. That is, for an embedding
Θwith distance 𝑑 and a term vector 𝑥 ,𝑦∗ is considered to be related
to 𝑥 and the edge (𝑥,𝑦∗) is added to the edge set of the tree if:

𝑦∗ = arg min
𝑦∈𝑉

𝑑 (𝑦, 𝑥) with ∥𝜃𝑦 ∥2 ≤ ∥𝜃𝑥 ∥2

One must notice that edges defined as such always provide a tree
since the definition avoid cycles and multiple components.

3.3.2 MST Extraction (MSTE). As mentioned above, the MST cor-
responds to the tree that perfectly preserves pairwise distances of
embedded element when it does exist. This is why we propose to
use the MST because in some cases it can be a good spanning tree
for the embedding.

3.3.3 Low Average Stretch Extraction (LASE). This stochastic al-
gorithm was initially proposed by [7]. We slightly adapted it to
support weighted graphs. This algorithm recursively decomposes
the embedding space using spheres with specific radius to preserve
the distances from the metric space to the tree. It requires a param-
eter controlling the scale of radius which was chosen according to
experiment on the WordNet mammal.n.01 sub-taxonomy.

3.4 Taxonomy Refinement
We also investigated taxonomy refinement as proposed in [2] which
consists in the addition or deletion of aberrant edges with regard to
external features. With the same idea, we only consider edge addi-
tion for our extracted taxonomy with pre-trained word embeddings
from Spacy for each language [14]. Those preserving the taxonomy
structure (no cycle) are added to the tree. Only disconnected terms
are reconnected with this procedure.

4 EXPERIMENTS
We present here two series of experiments: the first assesses the
extraction performance on embeddings issued from real taxonomies
(WordNet [19]), the second evaluates our complete approach for

Figure 1: Directed F1-score and WL Kernel explained by the
number of corruptions 𝑘 .

taxonomy induction with embeddings calculated with the graph
described in Sec. 3.1. Embeddings are generated as explained in
the previous section; three distances are optimized: Euclidean 𝑑E
(𝐿2 distance), Poincaré 𝑑P and the squared Lorentzian 𝑑L . For
each, we computed embeddings with different dimensions 𝐷 ∈
{2, 5, 10, 20, 50, 100} for 1, 500 epochs, and the dimension kept is the
one maximizing Directed F1 on a validation set for each experiment.
The rest of the hyperparameters are identical to previous work [22].

4.1 Evaluation protocol
SOTA benchmarks principally rely on Directed F1-score. Here, we
propose a more elaborated evaluation protocol which provides
measures on the inner sub-structures of taxonomies (contribution
4), highlighting the similarity between taxonomy geometries. Our
implementation relies on the libraries GMatch4py [9] and aprox-
imated_ged [24]. Hereunder, we detail the evaluation scores for
comparing a ground-truth taxonomy (with edges 𝐸∗) and a pre-
dicted taxonomy (edges 𝐸𝑝 ).
Directed F1-score is the standard combination of the precision
𝑝 =

|𝐸∗∩𝐸𝑝 |
|𝐸𝑝 | and the recall 𝑟 = |𝐸∗∩𝐸𝑝 |

|𝐸∗ | , which assesses the quality
of predicted edges.
Transitive F1-score is an extension of the directed score (found
in [10]) which measures the concordance between ancestors
by connecting every node to each of its ancestors. Specif-
ically, from an edge set 𝐸, we create a new set 𝑇 (𝐸) =

{(𝑦, 𝑥) |𝑦 is an ancestor of 𝑥 in 𝐸}. Then we compute the F1-score
as previously except that we replace edge sets with 𝑇 (𝐸∗) \ 𝐸∗ and
𝑇 (𝐸𝑝 ) \ 𝐸𝑝 .
Weisfeiler Lehman Kernel score (WL Kernel) [29] is a kernel based
graph comparison score with kernel focusing on subtree-like pat-
tern. It thus quantifies the similarity between subtrees from the
two graphs.
Shortest Path Kernel score (SP Kernel) is also a kernel based graph
comparison score where kernels contain shortest path information
between nodes.
Hausdorff Edit Distance (HED) [8] is an approximate edit distance
for graphs like the Levenshtein distance for strings [8] by counting
the number of nodes addition or deletion and edges addition or
deletion needed to turn a graph to another one.

In order to emphasize the relevance of kernel-based metrics
compared to Directed F1-score, we compare the behavior of both
scores on artificially degraded taxonomies. Let T𝑛

ℎ
be the set of
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perfect 𝑛-ary trees with height ℎ. We denote by T̃𝑛
ℎ,𝑘

the set of trees
constructed as follows:

(1) Let 𝑡 ∈ T𝑛
ℎ
.

(2) Repeat 𝑘 times (the number of corruptions):
• Randomly select a node 𝑥 from 𝑡 . If𝑦 = parent(𝑥) is higher
up in 𝑡 , then proceed, else skip.

• Remove edges from 𝑥 to any of its children.
• Connect these new orphan nodes to 𝑦.

This process voluntarily introduces errors in trees from T𝑛
ℎ

that
are very similar to real world mistakes for taxonomy induction
(mismatch hypernyms with co-hyponyms). On Fig. 1, we compare
trees from T̃ 4

5,𝑘 (𝑘 is varying) with their original version in T 4
5

and reported Directed F1 and WL Kernel scores. We observe that
Directed F1-score linearly decreases (Pearson’s coefficient ≥ 0.98)
while WL Kernel plummets more. With 600 corruptions, Directed
F1-score is still decent whereasWLKernel value is fairly lower.With
so many corruptions, the inner subtree structures are very damaged
w.r.t. the original tree and this is not reflected by Directed F1-score.
Therefore, we advocate to use kernel metrics to better evaluate the
quality of the predicted taxonomies (but we still report standard
measures for comparison purposes in the following experiments).

4.2 Inferring WordNet Taxonomies
Before dealing with real taxonomy induction, we first evaluate our
methodology on distinct WordNet [19] sub-taxonomies. Instead
of using noisy directed edges, we directly embed its ground-truth
edges. We work on sub-taxonomies because LASE does not scale on
the whole WordNet taxonomy. Spearman’s correlation coefficients
between the Direct F1-score and the distortion for the distances
𝑑E , 𝑑P , 𝑑L are respectively: -0.79 (𝑝 < 0.01), -0.89 (𝑝 < 0.01), 0.24
(𝑝 < 0.17). It shows that, for 𝑑P and 𝑑E , high Direct F1-score are
obtained when distortion is low, confirming our approach which
tries to find low distortion tree for embeddings. Concerning 𝑑L , we
do not observe any particular trend maybe due to the fact that it is
not a proper distance, thus, the distortion seems less meaningful in
this case.

Results for two sub-taxonomies—similar trends are observed
for others—are presented in Table 2 (SP Kernel and HED metrics
are omitted for computational reasons). For each pair of extractor
/ distance, we selected the dimension corresponding to the best
Directed F1-score on the sub-taxonomy communication.n.02, which
acted as a validation set.

For all experiments, embeddings using 𝑑E are significantly less
effective than those using hyperbolic distances 𝑑P or 𝑑L . This is
expected since hyperbolic spaces are known to better embed hier-
archical relations than Euclidean space. MSTE is the best extractor
for Euclidean embedding since NE uses hyperbolic heuristics which
are not usable for Euclidean distance and LASE is hard to tune for
this distance. The distance 𝑑L is best-performing for any metrics
and extractor except for transitive F1-score on plant.n.02. This is
due to our rooting policy which sets the root of the tree at the
centroid. When the centroid does not match the true root, then
the transitive F1-score is highly affected since errors in high levels
of the taxonomy have more impact than errors in low levels. This
is why it is important to also look at the WL Kernel score as it
is less affected by these errors and reflects structural differences.

Given that, it appears that 𝑑L is the best to preserve the taxonomy
structure with the considered extractors and distances.

Concerning tree extractors, there are noticeable differences. The
taxonomy structure (directed F1-score and WL Kernel) is best re-
constructed by LASE for 𝑑L , NE for 𝑑P and MSTE for 𝑑E . This
crucial result highlights that one must adapt the tree extraction to
the embedding space to yield the best reconstruction performance
achievable. Overall, the best combination for WordNet reconstruc-
tion is LASE and 𝑑L . However, on the transitive F1-score this com-
bination is less effective than others due to two reasons: the tree is
ill-rooted and LASE decomposes the embedding space in several
spheres which can potentially break high-level relations.

4.3 Taxonomy Induction
We highlight the versatility of our approach by applying it to the
taxonomy induction task: SemEval-2016 task 13 [4]. This task is
composed of multilingual taxonomies: 4 languages—English (EN),
French (FR), Italian (IT), Dutch (NL)—and 3 domains—Science (Sc.),
Food (Fo.), Environment (En.)— produce 12 taxonomies, one for each
arrangement. For this problem, we compare with TAXI, USAAR,
JUNLP (taxonomies for USAAR and JUNLP are found on the official
SemEval’16 page) and TAXI with refinements (TAXI (ref.)) proposed
in [2] (their source code is used to compute taxonomies with their
method). Given their poor results for English, missing taxonomies
for JUNLP and USAAR are not recalculated.

It is worth noting that the roots of taxonomies needs to be given
to all methods except ours. In comparison to others, we are able to
provide a candidate for the root—being the centroid—that is shown
to be close to the truth: we reported in the table the depth of the
centroid to indicate how far the centroid is from the real root. In
most cases, we observe that the centroid matches the real root of
the taxonomy (centroid depth = 0). Yet, we decided to root the tree
at the true root for a fair comparison between models.

The English taxonomy covering environment is used to tune
hyper-parameters: the distance, the tree extractor and the dimen-
sion. We found that the best combination is 𝑑P with NE and 100
dimensions. Results are reported in Table 3. When method is fol-
lowed by (ref.), it indicates whether the system uses refinements
posterior to the taxonomy prediction.

We observe our propositions (refined or not) to be slightly less
effective than TAXI (ref.) at predicting directed edges of the ground
truth taxonomy. Indeed, our method has a slightly lower recall but
is more precise than TAXI (ref.) potentially due to the tree approx-
imation: we prevent nodes from having multiple parents which
limit the number of predicted edges. Nevertheless, our propositions
are more effective on other metrics. This is significantly observed
on WL Kernel and SP Kernel for which our propositions conduct
to fairly higher scores. HED results are not significant but show
an identical trend. For Transitive F1-score, which highlights the
ability at providing stereotypical features, our proposition with
refinement gives best results, while TAXI (ref.) and our method
without refinements are comparable. Overall, our propositions, with
or without refinements, predict taxonomies with a graph structure
that is closer to the target taxonomy, without greatly degrading
the performance of TAXI (ref.) on directed F1-score. It also gives
higher performance than other methods. Two main reasons can

https://alt.qcri.org/semeval2016/task13/index.php?id=evaluation#subm
https://alt.qcri.org/semeval2016/task13/index.php?id=evaluation#subm
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Table 2: Reconstruction results on two sub-taxonomies of WordNet. Dimensions are tuned on the sub-taxonomy
communication.n.02 with Directed F1-score. Best results are bolded.

Sub-Taxonomy Tree Distance Dimension Centroid Directed Transitive WL
(|𝑉 |, |𝐸 |) Extraction F1-score F1-score Kernel

cognition.n.01
(3999, 4033)

NE
𝑑E 5 basic_cognitive_process.n.01 0.2146 0.1183 0.0477
𝑑P 100 cognition.n.01 0.391 0.6129 0.2494
𝑑L 100 cognition.n.01 0.5466 0.7615 0.7341

MSTE
𝑑E 100 cognition.n.01 0.249 0.2754 0.0402
𝑑P 100 cognition.n.01 0.373 0.6048 0.2436
𝑑L 100 cognition.n.01 0.6074 0.9098 0.7263

LASE
𝑑E 5 basic_cognitive_process.n.01 0.0853 0.0596 0.0658
𝑑P 10 concept.n.01 0.3073 0.2037 0.1593
𝑑L 50 cognition.n.01 0.7805 0.5961 0.8954

plant.n.02
(4487, 4493)

NE
𝑑E 5 vascular_plant.n.01 0.1568 0.1397 0.0147
𝑑P 100 vascular_plant.n.01 0.5439 0.5908 0.8565
𝑑L 100 herb.n.01 0.6243 0.4102 0.9256

MSTE
𝑑E 100 vascular_plant.n.01 0.1795 0.2467 0.0153
𝑑P 100 vascular_plant.n.01 0.517 0.5751 0.852
𝑑L 100 herb.n.01 0.6341 0.5387 0.924

LASE
𝑑E 5 vascular_plant.n.01 0.09 0.231 0.0345
𝑑P 10 vascular_plant.n.01 0.4633 0.4984 0.4603
𝑑L 50 herb.n.01 0.9032 0.349 0.9789

explain these differences: (1) the new feature is more effective than
previously used features, (2) the graph pruning step of TAXI is
brutal, as it uses individual edge classification, while we extract a
coherent tree structure from our embedding space in a single step.

5 CONCLUSION
In this work, we proposed a new approach to extract tree directly
from an embedding space. This method reduces the need for super-
vision in taxonomy induction system. It can be applied to any em-
bedding computed with any kind of data source—similarities, rela-
tions, raw text—which can extend taxonomy induction to other data
sources. We quantitatively show that it produces taxonomy with a
better structure. This methodology was applied to WordNet term
embeddings to extract the latent hierarchical representations with
effective performance. Our code will be made available for repro-
ducibility purposes at https://github.com/pagesjaunes/dembedder/.
In addition, we extended the commonly used evaluation protocol—
mainly composed by the directed F1-score—which gives quanti-
tative insights on the inner structure of the taxonomy. We hope
that this new benchmark will provide a more detailed comparison
between forthcoming methods.

In the future, we propose to search for other tree extractor algo-
rithms, as well as graph extractors (removing the tree constraint of
our proposition). It may involve neural networks similar to [28] or
may require to jointly optimize the tree/graph structure with the
embedding, adapting the proposition of [20] to any extractor. Ide-
ally, our method can be applied to any embedding space; it would be
interesting to investigate which type of taxonomies it can produce
with embeddings learned with different data sources than graph,
or noisy graph and different data types.
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