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ABSTRACT
Exposing latent structure (graph, tree...) of data is a major challenge to deal with the web of data. Today’s embedding techniques incorporate any data source (noisy graphs, item similarities, plain text) into continuous vector spaces that are typically used as input to classifier. In this work, we are dealing with the opposite task: finding structures (taxonomies) from embedded data. We provide an original unsupervised methodology for taxonomy induction by directly searching for graph structures preserving pairwise distances between items. Contrary to the state-of-the-art (SOTA), our approach does not require to train classifiers; it is also more versatile as it can be applied to any embedding (e.g. word embedding, similarity embedding like space-time local embedding...). On standard benchmarks and metrics, our approach yields SOTA performance. As another contribution, we propose better evaluation metrics for taxonomy induction, leveraging graph kernel similarities and edit distance, showing that the structures of our predicted taxonomies are significantly closer to the ground-truth than SOTA solutions.
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1 INTRODUCTION
Nowadays, structured knowledge sources, such as knowledge graphs or taxonomies, can be integrated in numerous AI systems. Question answering, information extraction/retrieval are examples of domains where taxonomies are found advantageous, as they enhance the generalization ability of automatic systems [6, 18, 31]. Yet, taxonomies are often designed by human experts which implies time and financial costs. Moreover, those handcrafted taxonomies are configured with regard to a topic which may not match every usage. Others even claim that structured knowledge inferred from Gargantuan online sources such as WikiData are not suited for specific domain [31].

An early idea to address these issues is to automatically induce taxonomies from text sources [13]. Indeed, automatic knowledge discovery ultimately leads to a tailored taxonomy closing the gap between general taxonomies and specific applications. Provided taxonomical terms and a sufficiently large text corpus covering those, the process consists in collecting morphological, syntactic, and semantic features to classify or extract is-a relations between these terms [2, 6, 18, 23]. This taxonomy is then employed in real-world applications (e.g. e-commerce, biomedicine) [11, ch. 3, for examples], which help at judging its quantitative quality [31].

Generally, collected features are used to produce continuous or handcrafted term embeddings used in classifiers or with heuristics helping at predicting the taxonomy [2, 18, 23]. For instance, noisy is-a relations are projected into a hyperbolic space in order to remove noise and obtain cleaner features [2]. In our opinion, these additional supervised steps seem disposable, as some intermediate embedding proposed in the literature perform well at hypernym detection [16]. Provided a mapping from embedding to taxonomies, preserving pairwise distances between term vectors, the mapped taxonomy may also preserve the geometrically embedded structural information. Today, there are methods to convert trees or graphs to continuous hyperbolic embeddings with minimal information loss [22, 26]. Here, we propose solutions doing the exact opposite for taxonomy induction: converting continuous embedding spaces to discrete trees. In other words, we propose to address taxonomy induction with a different point of view: instead of using embeddings as filters or as input to classifiers [2], we intend to directly extract the latent structural information from them. We build a taxonomy that tries to preserve as much as possible the information contained in the distance between embedded terms.

The contributions of this paper can be summarized as follows:

1. we provide a new unsupervised methodology for the taxonomy induction problem relying on the distortion between metric spaces. This methodology is flexible and is applicable to any kind of data sources (plain text, graph, similarities).
2. we propose a new feature mixing morphological and syntactic features, used to build term embeddings.
3. we explore three different solutions for our tree extraction problem on various distances—Euclidean and hyperbolic.
4. we propose a new evaluation protocol to quantitatively evaluate how close the induced taxonomies are from the ground-truth. In this respect, we experimentally show that our approach outperforms existing methods.
The paper is organized as follows: Sec. (II) gives an overview of the state-of-the-art (SOTA) and basic notions for taxonomy induction. Sec. (III) describes our whole approach. Experimental results are gathered in Sec. (IV) before conclusion in Sec. (V).

2 RELATED WORK
A taxonomy \( T = (V, E) \) is an acyclic directed connected graph denoted by a set of nodes \( V \) and an edge set \( E \). Nodes are labeled by terms which are word phrases representing a concept of the taxonomy. For instance, «computer science» may be chosen as a node label to depict the computer science field composed by sciences such as «software engineering», «robotics» or «artificial intelligence». In the following, we refer to nodes as terms.

The edge set \( E \) is viewed as a set of is-a relations, i.e. if a term \( x \in V \) is-a term \( y \in V \), then there is a directed edge from \( x \) to \( y \) in \( E \). In the following, we denote this relation by \((x, \text{is-a}, y)\) as in \cite{16}. The set of is-a relations is defined by the taxonomy and illustrate that the characteristics or concepts of \( x \) are contained in those of \( y \) (eg. «artificial intelligence» is a field of «computer science»).

2.1 Overview
Taxonomy induction is a problem where an edge set of is-a relations must be found for a given set of terms. A text corpus may be used as a source to compute features for each term \([2, 4]\).

Several shared tasks were proposed following this scheme, the most recent one being SemEval-2016 Task 13 \cite{4}. Among the participating systems, TAXI \cite{23} obtained the best results by exploiting lexico-syntactic patterns on a general (Wikipedia) and a domain-specific corpus. Other systems participated: USAAR \cite{30}, JUNLP \cite{17} and TAXI with refinement presented in \cite{2}, an improved version of TAXI. Unfortunately, we will not compare with SubSeq for reproducibility issues. As we do not use cross-domain input or supervision with external taxonomies, other systems (like Graph2Taxo, TaxoRL and CTP) are not considered. To the best of our knowledge, TAXI with refinements is the best taxonomy induction system that is not using cross-domain information for the SemEval-2016 Task 13. We provide, in the following, further details on related studies and important notions helping to understand how we completed this task.

2.2 Feature Engineering
Feature extraction from plain text or term strings is an important step in taxonomy induction since classifiers used in TAXI \cite{23} or more complex models such as TaxoRL or Graph2Taxo \cite{18, 28} rely on them to produce taxonomies. The quality of the resulting taxonomies highly depends on those features.

2.2.1 Morphological features. They simply compare term strings while being particularly accurate. This is why they are widely exploited \cite{2, 18, 23, 30}. Indeed, the appearance of one term in another, known as the hyponym endocentricity \cite{30}, often indicates a is-a relation (eg. engineering and electrical engineering). Generally, a set of morphological features are generated by pointing out whether prefix or suffix matches or the length of the longest common substring \cite{3}. Although, morphological features are very precise, they lack recall since they cannot detect is-a relations for pairs without common morphological components (eg. algebra and mathematics).

2.2.2 Syntactic features. They are produced with syntactic patterns, or Hearst patterns \cite{13}, which are applied on the corpus to harvest specific co-occurrences between terms of the taxonomy. A set of patterns is pre-defined, such as “X is a Y” or ‘X such as Y”, and one counts the number of times patterns are triggered for a term pair X, Y. The Hearst graph is a formal representation of these frequency counts. In other words, nodes of the graph are taxonomical terms and an edge linking a term X to another term Y is weighted by the amount of times X and Y matched patterns in the corpus. This approach is widely used \cite{2, 16, 18, 23, 25} because
it is simple, explainable, scalable. WebIsA [27] is a free online available database gathering such frequency counts crawled on very large web corpora, used in this work and in [2, 23] to enrich term features.

2.2.3 Distributional features. They rely on vectors from word embeddings (eg, word2vec) or distributional approaches to compute inclusion or semantic proximity of terms. They are finally added either before classification or modeling [18] or after in order to detect co-hyponyms [2] and help to predict the taxonomy. Distributional features may also be used to detect is-a relations using the Distributional Inclusion Hypothesis claiming that contexts of a term are included in the contexts of its hyponyms [31, 32].

2.3 Hyperbolic Term Embeddings

Recently, [2, 16] proposed to embed the Hearst graph into a hyperbolic space, following the hyperbolic graph embedding method of [22]. By projecting the graph into a continuous hyperbolic space where the geometry is more suited for taxonomical inference, [2, 16] showed that it solved some of the problem caused by the noise and sparsity of the Hearst graph (patterns are sometimes over-sensitive which might creates cycles or wrong is-a relations, or too restrictive which hides true ones). Those relations are condensed and term embedding vectors are interpreted into new relations, using heuristics or specific tuning on the hyperbolic distance.

In [2], hyperbolic embeddings are used to refine the taxonomies predicted with traditional methods explained above. Thus, it adds an additional post-processing on the top of an already highly layered solution, increasing error propagation and reducing the ability to benefit from low layer improvements. In our work, we propose to process these embeddings directly to search for the taxonomical graph that preserves embedding term distances. Also, contrary to [16], we aim at building an entire taxonomy on a specific topic while they only focused on hypernymy detection.

2.4 Distortion

The distortion indicates how well a mapping from a metric space (eg, an embedding) to another (eg, a graph / tree) preserves pairwise distances (see [21, 26]). It is mathematically defined by:

\[
d_f = \frac{\max_{(x,x') \in X^2} d_Y(f(x), f(x'))}{\max_{(y,y') \in X^2} d_X(x,y)} \cdot \frac{\max_{(y,y') \in X^2} d_Y(f^{-1}(y), f^{-1}(y'))}{\max_{(x,x') \in X^2} d_Y(y,y')}
\]

(1)

where \( f \) is a mapping from one metric space \( X, d_X \) to another \( Y, d_Y \); in this work, from a graph metric to an embedding space.

[26] used it to prove that their method is able to embed a tree in a hyperbolic space while preserving the distances, thus the information contained in the tree. In this case, the distance in a tree \( d_T \) is the sum of the edge weights of the path between nodes. Taxonomy induction can be seen as the opposite problem where one is given an embedding of terms—constructed as described in the previous sub-section—and need to recover a tree from it seen as the taxonomy skeleton: this is exactly what we aim to accomplish. Put differently, we need a method for extracting a tree of terms from term embeddings having the lowest distortion.

An embedding can be considered as a fully connected graph where nodes are embedded elements and edges are weighted by a distance function. If the graph is equipped with the standard graph distance \( d_G \)—defined by the path with the smallest weight sum between two nodes—then the graph and \( d_G \) form a finite metric space. Then, our problem is known in the network literature as finding tree spanner with lowest expansion / distortion [1]. The lowest expansion tree-spanner is named the Minimum Max-stretch Spanning Tree (MMST).

When distances in the tree perfectly preserve distances in the embedding (such a tree does not always exist), then the MMST matches the Minimum Spanning Tree (MST) [1, 21]. In general, the distortion is not perfect and we must have a strategy to construct the MMST. This problem is known to be NP-hard [1]. Due to the complexity of the problem, we investigate a naive solution (identical to [20]) or approximate solutions produced by some algorithms presented in [7].

3 METHODOLOGY

3.1 Combination of morphological and syntactic features

3.1.1 Overview. Similarly to [16, 23, 25], we use pattern based features (which are turned into a mutual information space) and morphological features. We propose to also turn morphological features into a mutual information space, and to sum pattern-based and morphological mutual information scores. The combination of this morphological and syntactic information leads to a new feature \( f_{agg} \) contribution (2). We detail each element hereafter. In the end, we are able to quantify the strength of is-a relations between terms represented as a weighted directed graph (weights being \( f_{agg} \)). We expect this graph to be less ambiguous than the Hearst Graph which is usually employed [2, 16].

3.1.2 Corpora. For comparison purposes, we use the same corpus and counts of is-a patterns provided by [2]. Following previous work [2, 18, 23], this corpus consists of texts from two different sources: general and specific. The general domain corpus is composed of texts coming from huge online resources such as Wikipedia. The specific corpus gathers texts being correlated with the topic of the taxonomy, collected by querying a Web search engine with random combinations of taxonomical terms.

3.1.3 Syntactic feature. The corpora are processed leveraging syntactic patterns to extract co-occurrences between terms with tools such as Pattamaika\(^2\). Also, frequencies from WebIsA [27] are collected to enrich our feature collection. Finally, three kinds of co-occurrences are obtained: general, specific and WebIsA ones. They are each independently turned into a Positive Pointwise Mutual Information (PPMI) space, following [25].

3.1.4 morphological feature. The morphological feature \( \sigma(t_i, t_j) \) between two terms \( x \) and \( y \) is an hypernym substring based score [23] formally defined by \( \sigma(x, y) = \frac{\text{length}(x)}{\text{length}(y)} \) if \( x \) inside \( y \) and 0 otherwise. Before being combined, the hypernymy substring based score is transformed as a PPMI score as above.

\[^1\text{https://github.com/uhh-lt/Taxonomy_Refinement_Embeddings}\]

\[^2\text{http://imaggie.informatik.uni-hamburg.de/jobintext/components/pattamaika/}\]
3.1.5 Aggregated feature. We introduce a new aggregating feature $f_{agg}$ which is given by assembling for each term pair $(x, y)$ patterns and morphological features as follows:

$$f_{agg}(x, y) = \text{ppmi}_{x}(x, y) + \frac{1}{3} \sum_{d= \{ \text{General}, \text{Specific}\}} \text{ppmi}_{d}(x, y)$$  \hspace{1cm} (2)

This feature weights the strength of the relation $(x, is-a, y)$ in the three corpora while also taking into account their substring scores. The SOTA methods commonly employ a classifier to combine morphological and syntactic features, or exclusively use the syntactic ones. We advocate for $f_{agg}$ which fuses early both features and, thus, integrates all information into the graph prior to the term embedding step.

To justify this new feature, we show its effectiveness at ranking term neighbors, w.r.t. its components, in Table 1. The data used is a part of the SemEval 2016 Task 13 [4] dataset (see Sec. 4.3). The $f_{agg}$ improvement over any other feature is statistically significant (one-sided t-test with $p<0.01$). One can remark that taking individual component features of $f_{agg}$ is less efficient at organizing neighborhood, which advocates for the combination of all features as we propose.

We create a matrix using this feature, which is smoothed by removing some of its singular values as done in [25], and values under the mean value. The underlying matrix graph is further pruned such that each term have at most 5 direct neighbors. This value was chosen arbitrarily and further investigation must be carried to observe its impact on the final performance. This graph is then embedded into a Euclidean or a hyperbolic space, following Sec. 3.2.

3.2 Term embeddings

For convenience, the custom graph introduced in the previous section is denoted $G = (V, M), V$ being the terms and $M$ being the smoothed asymmetric matrix of the weights between each terms. We also note $M(x, y)$ for $(x, y) \in V^2$, the weights for the relation $(x, is-a, y)$. We now thoroughly explain how it can be embedded into a Euclidean or hyperbolic space [10, 22].

3.2.1 Embedding parameters. Let $D^N = \{(x, y) \mid M(x, y) > 0, (x, y) \in V^2\}$ be the set of noisy directed edges estimated by taking the term pairs corresponding to the positive values of the matrix $M$. We parameterize $|V|$ term embedding vectors with dimension $n$, denoted by $\Theta = (\theta_x)_{x \in V} \in \mathbb{R}^{n|V|}$. We perform optimization using three distances having specific characteristics that alter the optimization procedure:

1) The Euclidean distance $d_E$. It consists of the well known L2-norm, written for two terms $(x, y) \in V^2$, $d_E(x, y) = \|\theta_x - \theta_y\|_2$.

2) The Poincaré distance $d_P$ [22]. It is defined for terms $(x, y) \in V^2$ on a unit sphere $D^n = \{a \in \mathbb{R}^n, \|a\|_2 < 1\}$ as:

$$d_P(x, y) = \arccosh \left( 1 + \frac{1}{2} \frac{\|\theta_x - \theta_y\|_2^2}{(1 - \|\theta_x\|_2^2)(1 - \|\theta_y\|_2^2)} \right)$$  \hspace{1cm} (3)

The parameters $\Theta$ must be initialized and optimized in $D^n$. This distance is expected to encode more hierarchies compared with the Euclidean distance.

3) The squared Lorentzian pseudo-distance $d_L$ [15]. It is defined on the hyperboloid $H^{n,\beta} = \{a = (a_0, ..., a_n) | a \in \mathbb{R}^{n+1}, \|a\|_F^2 = -\beta\}$, where $\beta \in \mathbb{R}$ is a hyperparameter. It is based on the squared Lorentzian inner product $(a, b)_L = -a_0b_0 + \sum_{i=1}^{n} a_i b_i$, and the squared Lorentzian norm $\|a\|_L^2 = (a, a)_L$. As we already have a Riemannian optimizer for $D^n$, we propose to initialize the parameter $\Theta$ in $D^n$ and then project them to $H^{n,\beta}$ with the projector $h^{-1}$ from $D^n$ to $H^{n,\beta}$ [15]:

$$h^{-1}(\theta_x) = \left( \frac{2\theta_x}{1 - \|\theta_x\|_2^2}, \frac{2\theta_{x,1}}{1 - \|\theta_x\|_2^2}, ..., \frac{2\theta_{x,n}}{1 - \|\theta_x\|_2^2} \right)$$  \hspace{1cm} (4)

with $\theta_x = (\theta_{x,1}, ..., \theta_{x,n})$. The squared Lorentzian pseudodistance between two terms $(x, y) \in V^2$ is: $d_L(x, y) = -2\beta - 2(h^{-1}(\theta_x), h^{-1}(\theta_y))_L$. The main advantage of $d_L$ is its ability to strongly enforce generic elements to remain in the center of $D^n$ and the specific ones at the border of $D^n$. In comparison, the Poincaré distance is less able to do so. This attitude is desirable since it may help at recomposing the taxonomy.

3.2.2 Optimization. We build the term embeddings w.r.t. the chosen distance $d$ such that they incorporate information contained in $D^N$. The loss function is:

$$\mathcal{L}(\Theta) = \sum_{(x, y) \in D^N} \log \frac{e^{-d(x, y)}}{\sum_{y' \notin N(x)} e^{-d(x, y')}} : N(x) = \{y' \mid (x, y') \notin D^N\}$$  \hspace{1cm} (5)

where $N(\cdot)$ is the set negative edges (terms are not linked to on $D^N$). $\mathcal{L}(\Theta)$ is minimized with the following setting: for each batch, we sample 10 negative edges and compute the Euclidean gradients of $\mathcal{L}$ which are then used to realize a Riemannian optimization as presented in [10] or [22]. For both optimizations, we relied on hyperbolic_cones and gensim projects.

3.3 Taxonomy extraction

This part of our work (contribution 3) is particularly different from other studies about taxonomy induction as we will search for a taxonomy minimizing information loss with the embedding. Other studies generally feed features and/or embedding into a classifier or a more complex model [2, 18, 23].

Minimizing the distortion gives an undirected graph, so the direction of the edges is recovered by rooting those at the centroid.

Table 1: MAP of neighborhood produced by each feature on the direct edges of the EN environment taxonomy of SemEval 2016 Task 13 [4].

<table>
<thead>
<tr>
<th>Features</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ppmi\text{Specific}</td>
<td>0.46</td>
</tr>
<tr>
<td>ppmi\text{General}</td>
<td>0.50</td>
</tr>
<tr>
<td>ppmi\text{WebA}</td>
<td>0.37</td>
</tr>
<tr>
<td>ppmi\sigma</td>
<td>0.51</td>
</tr>
<tr>
<td>avg(ppmi\text{Specific}, ppmi\text{General}, ppmi\text{WebA})</td>
<td>0.59</td>
</tr>
<tr>
<td>$f_{agg}$</td>
<td>0.71</td>
</tr>
</tbody>
</table>
We present here two series of experiments: the first assesses the extraction performance on embeddings issued from real taxonomies (WordNet [19]), the second evaluates our complete approach for taxonomy induction with embeddings calculated with the graph described in Sec. 3.1. Embeddings are generated as explained in the previous section; three distances are optimized: Euclidean $d_E$ ($L2$ distance), Poincaré $d_P$ and the squared Lorentzian $d_L$. For each, we computed embeddings with different dimensions $D \in \{2, 5, 10, 20, 50, 100\}$ for 1,500 epochs, and the dimension kept is the one maximizing Directed F1 on a validation set for each experiment. The rest of the hyperparameters are identical to previous work [22].

4 EXPERIMENTS

We present here two series of experiments: the first assesses the extraction performance on embeddings issued from real taxonomies (WordNet [19]), the second evaluates our complete approach for taxonomy induction with embeddings calculated with the graph described in Sec. 3.1. Embeddings are generated as explained in the previous section; three distances are optimized: Euclidean $d_E$ ($L2$ distance), Poincaré $d_P$ and the squared Lorentzian $d_L$. For each, we computed embeddings with different dimensions $D \in \{2, 5, 10, 20, 50, 100\}$ for 1,500 epochs, and the dimension kept is the one maximizing Directed F1 on a validation set for each experiment. The rest of the hyperparameters are identical to previous work [22].

3.3.3 Low Average Stretch Extraction (LASE). This stochastic algorithm was initially proposed by [7]. We slightly adapted it to support weighted graphs. This algorithm recursively decomposes the embedding space using spheres with specific radius to preserve the distances from the metric space to the tree. It requires a parameter controlling the scale of radius which was chosen according to experiment on the WordNet mammal.n.01 sub-taxonomy.

3.4 Taxonomy Refinement

We also investigated taxonomy refinement as proposed in [2] which consists in the addition or deletion of aberrant edges with regard to external features. With the same idea, we only consider edge addition for our extracted taxonomy with pre-trained word embeddings from Spacy for each language [14]. Those preserving the taxonomy structure (no cycle) are added to the tree. Only disconnected terms are reconnected with this procedure.

4.1 Evaluation protocol

SOTA benchmarks principally rely on Directed F1-score. Here, we propose a more elaborated evaluation protocol which provides measures on the inner sub-structures of taxonomies (contribution 4), highlighting the similarity between taxonomy geometries. Our implementation relies on the libraries GMatch4py [9] and approximated_ged [24]. Hereunder, we detail the evaluation scores for comparing a ground-truth taxonomy (with edges $E^*$) and a predicted taxonomy (edges $E^p$).

Directed F1-score is the standard combination of the precision $p = \frac{|E^* \cap E^p|}{|E^p|}$ and the recall $r = \frac{|E^* \cap E^p|}{|E^*|}$, which assesses the quality of predicted edges.

Transitive F1-score is an extension of the directed score (found in [10]) which measures the concordance between ancestors by connecting every node to each of its ancestors. Specifically, from an edge set $E$, we create a new set $T(E) = \{(y, x) | y$ is an ancestor of $x \in E\}$. Then we compute the F1-score as previously except that we replace edge sets with $T(E^*) \setminus E^*$ and $T(E^p) \setminus E^p$.

Weisfeiler Lehman Kernel score (WL Kernel) [29] is a kernel based graph comparison score with kernel focusing on subtree-like pattern. It thus quantifies the similarity between subtrees from the two graphs.

Shortest Path Kernel score (SP Kernel) is also a kernel based graph comparison score where kernels contain shortest path information between nodes.

Hausdorff Edit Distance (HED) [8] is an approximate edit distance for graphs like the Levenshtein distance for strings [8] by counting the number of nodes addition or deletion and edges addition or deletion needed to turn a graph to another one.

In order to emphasize the relevance of kernel-based metrics compared to Directed F1-score, we compare the behavior of both scores on artificially degraded taxonomies. Let $T^*_n$ be the set of
perfect $n$-ary trees with height $h$. We denote by $\mathcal{T}_{n,k}^h$ the set of trees constructed as follows:

1. Let $t \in \mathcal{T}_{n,k}^h$.
2. Repeat $k$ times (the number of corruptions):
   - Randomly select a node $x$ from $t$. If $y = \text{parent}(x)$ is higher up in $t$, then proceed, else skip.
   - Remove edges from $x$ to any of its children.
   - Connect these new orphan nodes to $y$.

This process voluntarily introduces errors in trees from $\mathcal{T}_{n,k}^h$ that are very similar to real world mistakes for taxonomy induction (mismatch hypernyms with co-hyponyms). On Fig. 1, we compare trees from $\mathcal{T}_{5,4}^4$ (k is varying) with their original version in $\mathcal{T}_{5,4}^4$ and reported Directed F1 and WL Kernel scores. We observe that Directed F1-score linearly decreases (Pearson’s coefficient $\geq 0.98$) while WL Kernel plummeted more. With 600 corruptions, Directed F1-score is still decent whereas WL Kernel value is fairly lower. With so many corruptions, the inner subtree structures are very damaged w.r.t. the original tree and this is not reflected by Directed F1-score. Therefore, we advocate to use kernel metrics to better evaluate the quality of the predicted taxonomies (but we still report standard measures for comparison purposes in the following experiments).

### 4.2 Inferring WordNet Taxonomies

Before dealing with real taxonomy induction, we first evaluate our methodology on distinct WordNet [19] sub-taxonomies. Instead of using noisy directed edges, we directly embed its ground-truth edges. We work on sub-taxonomies because LASE does not scale on the whole WordNet taxonomy. Spearman’s correlation coefficients between the Direct F1-score and the distortion for the distances $d_L$, $d_P$, $d_L$ are respectively: $-0.79 \, (p < 0.01)$, $-0.89 \, (p < 0.01)$, $0.24 \, (p < 0.17)$. It shows that, for $d_P$ and $d_L$, high Direct F1-score are obtained when distortion is low, confirming our approach which tries to find low distortion tree for embeddings. Concerning $d_L$, we do not observe any particular trend maybe due to the fact that it is not a proper distance, thus, the distortion seems less meaningful in this case.

Results for two sub-taxonomies—similar trends are observed for others—are presented in Table 2 (SP Kernel and HED metrics are omitted for computational reasons). For each pair of extractor / distance, we selected the dimension corresponding to the best Directed F1-score on the sub-taxonomy communication.n.02, which acted as a validation set.

For all experiments, embeddings using $d_E$ are significantly less effective than those using hyperbolic distances $d_P$ or $d_L$. This is expected since hyperbolic spaces are known to better embed hierarchical relations than Euclidean space. MSTE is the best extractor for Euclidean embedding since NE uses hyperbolic heuristics which are not usable for Euclidean distance and LASE is hard to tune for this distance. The distance $d_L$ is best-performing for any metrics and extractor except for transitive F1-score on plant.n.02. This is due to our rooting policy which sets the root of the tree at the centroid. When the centroid does not match the true root, then the transitive F1-score is highly affected since errors in high levels of the taxonomy have more impact than errors in low levels. This is why it is important to also look at the WL Kernel score as it is less affected by these errors and reflects structural differences. Given that, it appears that $d_L$ is the best to preserve the taxonomy structure with the considered extractors and distances.

Concerning tree extractors, there are noticeable differences. The taxonomy structure (directed F1-score and WL Kernel) is best reconstructed by LASE for $d_L$, NE for $d_P$ and MSTE for $d_L$. This crucial result highlights that one must adapt the tree extraction to the embedding space to yield the best reconstruction performance achievable. Overall, the best combination for WordNet reconstruction is LASE and $d_L$. However, on the transitive F1-score this combination is less effective than others due to two reasons: the tree is ill-rooted and LASE decomposes the embedding space in several spheres which can potentially break high-level relations.

### 4.3 Taxonomy Induction

We highlight the versatility of our approach by applying it to the taxonomy induction task: SemEval-2016 task 13 [4]. This task is composed of multilingual taxonomies: 4 languages—English (EN), French (FR), Italian (IT), Dutch (NL)—and 3 domains—Science (Sc.), Food (Fo.), Environment (En.)—produce 12 taxonomies, one for each arrangement. For this problem, we compare with TAXI, USAAR, JUNLP (taxonomies for USAAR and JUNLP are found on the official SemEval’16 page) and TAXI with refinements (TAXI (ref.)) proposed in [2] (their source code is used to compute taxonomies with their method). Given their poor results for English, missing taxonomies for JUNLP and USAAR are not recurred.

It is worth noting that the roots of taxonomies needs to be given to all methods except ours. In comparison to others, we are able to provide a candidate for the root—being the centroid—that is shown to be close to the truth: we reported in the table the depth of the centroid to indicate how far the centroid is from the real root. In most cases, we observe that the centroid matches the real root of the taxonomy (centroid depth = 0). Yet, we decided to root the tree at the true root for a fair comparison between models.

The English taxonomy covering environment is used to tune hyper-parameters: the distance, the tree extractor and the dimension. We found that the best combination is $d_P$ with NE and 100 dimensions. Results are reported in Table 3. When method is followed by (ref.), it indicates whether the system uses refinements posterior to the taxonomy prediction.

We observe our propositions (refined or not) to be slightly less effective than TAXI (ref.) at predicting directed edges of the ground truth taxonomy. Indeed, our method has a slightly lower recall but is more precise than TAXI (ref.) potentially due to the tree approximation: we prevent nodes from having multiple parents which limit the number of predicted edges. Nevertheless, our propositions are more effective on other metrics. This is significantly observed on WL Kernel and SP Kernel for which our propositions conduct to fairly higher scores. HED results are not significant but show an identical trend. For Transitive F1-score, which highlights the ability at providing stereotypical features, our proposition with refinement gives best results, while TAXI (ref.) and our method without refinements are comparable. Overall, our propositions, with or without refinements, predict taxonomies with a graph structure that is closer to the target taxonomy, without greatly degrading the performance of TAXI (ref.) on directed F1-score. It also gives higher performance than other methods. Two main reasons can
explain these differences: (1) the new feature is more effective than previously used features, (2) the graph pruning step of TAXI is brutal, as it uses individual edge classification, while we extract a coherent tree structure from our embedding space in a single step.

5 CONCLUSION

In this work, we proposed a new approach to extract tree directly from an embedding space. This method reduces the need for supervision in taxonomy induction system. It can be applied to any embedding computed with any kind of data source—similarities, relations, raw text—which can extend taxonomy induction to other data sources. We quantitatively show that it produces taxonomy with a better structure. This methodology was applied to WordNet term embeddings to extract the latent hierarchical representations with effective performance. Our code will be made available for reproducibility purposes at https://github.com/pagesjaunes/dembedder/. In addition, we extended the commonly used evaluation protocol—mainly composed by the directed F1-score—which gives quantitative insights on the inner structure of the taxonomy. We hope that this new benchmark will provide a more detailed comparison between forthcoming methods.

In the future, we propose to search for other tree extractor algorithms, as well as graph extractors (removing the tree constraint of our proposition). It may involve neural networks similar to [28] or may require to jointly optimize the tree/graph structure with the embedding, adapting the proposition of [20] to any extractor. Ideally, our method can be applied to any embedding space; it would be interesting to investigate which type of taxonomies it can produce with embeddings learned with different data sources than graph, or noisy graph and different data types.
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Table 2: Reconstruction results on two sub-taxonomies of WordNet. Dimensions are tuned on the sub-taxonomy communication.n.02 with Directed F1-score. Best results are bolded.

<table>
<thead>
<tr>
<th>Sub-Taxonomy</th>
<th>Tree Extraction</th>
<th>Distance</th>
<th>Dimension</th>
<th>Centroid</th>
<th>Directed F1-score</th>
<th>Transitive F1-score</th>
<th>WL Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>cognition.n.01</td>
<td>d_E</td>
<td>5</td>
<td>basic</td>
<td>0.2146</td>
<td>0.1183</td>
<td>0.0477</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>cognition.n.01</td>
<td>0.391</td>
<td>0.6129</td>
<td>0.2494</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>cognition.n.01</td>
<td>0.5466</td>
<td>0.7615</td>
<td>0.7341</td>
<td></td>
</tr>
<tr>
<td>plant.n.02</td>
<td>d_E</td>
<td>100</td>
<td>vascular</td>
<td>0.0833</td>
<td>0.0596</td>
<td>0.0635</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>plant.n.01</td>
<td>0.3073</td>
<td>0.2037</td>
<td>0.1593</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>concept.n.01</td>
<td>0.7805</td>
<td>0.5961</td>
<td>0.8954</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>herb.n.01</td>
<td>0.6243</td>
<td>0.4102</td>
<td>0.9256</td>
<td></td>
</tr>
<tr>
<td>LASE</td>
<td>d_E</td>
<td>100</td>
<td>vascular</td>
<td>0.1568</td>
<td>0.1397</td>
<td>0.0147</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>plant.n.01</td>
<td>0.5439</td>
<td>0.5908</td>
<td>0.8565</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>concept.n.01</td>
<td>0.7805</td>
<td>0.5961</td>
<td>0.8954</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>herb.n.01</td>
<td>0.6243</td>
<td>0.4102</td>
<td>0.9256</td>
<td></td>
</tr>
<tr>
<td>NE</td>
<td></td>
<td></td>
<td>vascular</td>
<td>0.09</td>
<td>0.231</td>
<td>0.0345</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>plant.n.01</td>
<td>0.4633</td>
<td>0.4984</td>
<td>0.4603</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>herb.n.01</td>
<td>0.9032</td>
<td>0.349</td>
<td>0.9789</td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>Method</td>
<td>EN (Sc. Fo.)</td>
<td>FR (Sc. Fo.)</td>
<td>IT (Sc. Fo.)</td>
<td>NL (Sc. Fo.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 0</td>
<td>0 1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Centroid depth</td>
<td>Ours</td>
<td>0.396 0.342</td>
<td><strong>0.348 0.252</strong> 0.261</td>
<td>0.338 0.195 0.24</td>
<td>0.322 0.215 0.183</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours (ref.)***</td>
<td>0.40 0.337</td>
<td>0.319 0.25 0.249</td>
<td><strong>0.329 0.197</strong> 0.225</td>
<td>0.293 0.211 0.173</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI</td>
<td>0.369 0.307</td>
<td>0.321 0.232 0.244</td>
<td>0.323 0.172 0.31</td>
<td>0.298 0.197 0.285</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI (ref.)</td>
<td><strong>0.417 0.374</strong></td>
<td>0.334 0.295 0.29</td>
<td><strong>0.346 0.185 0.309</strong></td>
<td>0.305 0.218 0.266</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JUNLP</td>
<td>0.3232 0.253</td>
<td>0.324 0.231</td>
<td>-</td>
<td>0.336 0.187</td>
<td>-</td>
<td><strong>0.325 0.225</strong></td>
</tr>
<tr>
<td></td>
<td>USAAR</td>
<td>0.373 0.268</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Directed F1-score</td>
<td>Ours</td>
<td>0.489 0.408</td>
<td>0.407 0.335 0.307</td>
<td>0.316 0.088 0.38</td>
<td>0.364 0.267 0.399</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours (ref.)***</td>
<td>0.497 0.42</td>
<td><strong>0.453 0.354 0.547</strong></td>
<td>0.335 0.271 0.434</td>
<td><strong>0.396 0.279 0.434</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI</td>
<td>0.501 0.367</td>
<td>0.376 0.218 0.316</td>
<td>0.367 0.214 0.288</td>
<td>0.365 0.226 0.305</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI (ref.)</td>
<td><strong>0.559 0.452</strong></td>
<td>0.391 0.301 0.375</td>
<td><strong>0.383 0.233</strong> 0.304</td>
<td>0.379 0.258 0.304</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JUNLP</td>
<td>0.357 0.253</td>
<td>0.269 0.12</td>
<td>-</td>
<td>0.181 0.093</td>
<td>-</td>
<td>0.20 0.114</td>
</tr>
<tr>
<td></td>
<td>USAAR</td>
<td>0.191 0.115</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Transitive F1-score</td>
<td>Ours</td>
<td>0.646 0.397</td>
<td>0.517 0.293 0.423</td>
<td>0.484 0.271 0.598</td>
<td>0.473 0.303 0.518</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours (ref.)***</td>
<td><strong>0.647 0.393</strong></td>
<td><strong>0.583 0.306 0.309</strong></td>
<td><strong>0.559 0.326 0.405</strong></td>
<td><strong>0.597 0.309 0.393</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI</td>
<td>0.596 0.205</td>
<td>0.362 0.14 0.366</td>
<td>0.42 0.144 0.41</td>
<td>0.366 0.122 0.349</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI (ref.)</td>
<td>0.528 0.348</td>
<td>0.419 0.26 0.503</td>
<td>0.465 0.150 0.4849</td>
<td>0.393 0.166 0.436</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JUNLP</td>
<td>0.439 0.173</td>
<td>0.261 0.16</td>
<td>-</td>
<td>0.415 0.169</td>
<td>-</td>
<td>0.398 0.203</td>
</tr>
<tr>
<td></td>
<td>USAAR</td>
<td>0.470 0.239</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WL Kernel</td>
<td>Ours</td>
<td>0.762 0.777</td>
<td>0.881 0.986 0.741</td>
<td><strong>0.911 0.952</strong> 0.895</td>
<td><strong>0.809 0.981 0.957</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ours (ref.)***</td>
<td><strong>0.787 0.810</strong></td>
<td><strong>0.901 0.992</strong> 0.732</td>
<td>0.91 0.962 0.87</td>
<td>0.778 0.968 0.952</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI</td>
<td>0.466 0.501</td>
<td>0.569 0.895 0.455</td>
<td>0.383 0.509 0.656</td>
<td>0.405 0.573 0.719</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI (ref.)</td>
<td>0.526 0.643</td>
<td>0.573 0.982 0.592</td>
<td>0.418 0.537 0.664</td>
<td>0.406 0.572 0.922</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JUNLP</td>
<td>0.714 0.779</td>
<td>0.587 0.849</td>
<td>-</td>
<td>0.506 0.743</td>
<td>-</td>
<td>0.309 0.782</td>
</tr>
<tr>
<td></td>
<td>USAAR</td>
<td>0.86 0.115</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SP Kernel</td>
<td>Ours</td>
<td>11 69</td>
<td>6 79</td>
<td><strong>11</strong></td>
<td>7 72</td>
<td>10</td>
<td>5 87</td>
</tr>
<tr>
<td></td>
<td>Ours (ref.)</td>
<td>11 68</td>
<td>11 76 22</td>
<td>8 55 23</td>
<td>7 72 15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI</td>
<td>17 67</td>
<td>8 87 16</td>
<td>9 92 7</td>
<td>18 85 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAXI (ref.)</td>
<td>20 57</td>
<td>11 82 15</td>
<td>8 78 11</td>
<td>21 83 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>JUNLP</td>
<td>17 123</td>
<td>22 83</td>
<td>-</td>
<td>6 101</td>
<td>-</td>
<td>10 85</td>
</tr>
<tr>
<td></td>
<td>USAAR</td>
<td>12 111</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Taxonomy Induction on SemEval 2016 Task 13 [4]. Significance of experiments *: p < 0.1, **: p < 0.05, ***: p < 0.01, with a one-sided paired t-test. Best results are bolded.