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Abstract. Loop invariant generation, which automates the generation of
assertions that always hold inside loops, has many important applications
such as safety analysis, reachability analysis and complexity-bound analysis.
However, automated invariant generation for arbitrary loops is an undecidable
problem. In this paper, we target at an important category of loops, namely
affine loops, which widely exist in many programs but still lack general
approach to invariant generation. We, however, provide a sound and complete
approach based on matrix algebra to automatically synthesizing inductive
invariants in the form of an affine inequality. Specifically, for the situation
when the loop guard is tautological (i.e., ‘true’), we show that the eigenvalues
and their eigenvectors generate all meaningful affine inductive invariants.
Moreover, when the loop guard consists of one or more affine inequalities, we
solve the invariant generation problem by (i) first establishing through matrix
inverse the relationship between the invariants and a key parameter in the
application of Farkas’ Lemma, then (ii) solving the feasible domain of the key
parameter, and finally (iii) showing that the key parameter can be addressed
by a finite set of values w.r.t a tightness condition on the constraints for the
invariants. Experimental results using existing and new cases show that our
approach can generate affine invariants over linear dynamic systems that
inherently involve the non-trivial choices (e.g., eigenvalues, boundary points
of the feasible domain, etc.) of the key parameter.

1 Introduction

Invariants. An assertion at a program location is called an invariant if it is always
satisfied whenever the location is reached in the execution of the program. Invariants
play a fundamental role in program analysis and verification as they act as over-
approximation for reachable program states. Applications of invariants include safety
analysis, reachability analysis, complexity analysis, etc. A detailed account for these
applications is as follows.
Safety Analysis. Given a program and a set of safety assertions that are expected
to hold at critical program locations, the task of safety analysis is to prove that
the assertions indeed hold or report that they might be violated by the program.
As invariants are over-approximation of the reachable program states, an effective
way for safety analysis is to generate invariants and check if they imply the safety
assertions, as adopted by many existing approaches (see e.g. [44, 50, 3]).
Reachability Analysis. Reachability is the most basic liveness property that investi-
gates whether a program location is reachable from a given set of initial program
states. For reachability to the termination program location, a principal approach is
to synthesize a ranking function [27] which require adequate invariants as input (see
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e.g. [18, 7, 4, 51, 15]). Beyond termination, the reachability to erroneous program lo-
cations, resulting in static detection of program errors, requires danger invariants [24,
5] (intuitively as invariants extended with ranking functions) as a formal witness.
Recently, invariants have also been shown necessary in the reachability analysis of
probabilistic programs [9, 62, 13, 63].
Complexity-Bound Analysis. Another basic problem is to automatically infer asymp-
totic complexity bounds on the runtime of a program. Current algorithms for tackling
this problem, such as [11], rely heavily on adequate invariants.
Invariant Generation. Invariant generation is the classical problem that asks to
automatically generate invariants for an input program, and has been studied for
decades. Various approaches have been proposed, such as abstract interpretation [20,
22], constraint solving [38, 17, 12], recurrence analysis [42, 26, 37, 40], logical infer-
ence [32, 25, 57, 29, 45, 28], machine learning [30, 66, 34], dynamic analysis [23, 58, 47],
etc. To guarantee that an assertion is indeed an invariant, the widely-adopted way
is to generate a inductive invariant, which holds for the first visit to the location
and is preserved under every cyclic execution path to and from the location, that
strengthens it [17, 44].
Numerical Invariants. In this work, we consider an important subclass of invari-
ants called numerical invariants. Briefly, numerical invariants are assertions over
numerical values taken by the program variables and closely related to many common
failures of programs (such as array out-of-bound, division by zero, etc). In detail, we
consider affine inductive invariants in the form of an affine assertion over program
variables. To resolve the automated generation of affine inductive invariants, we
adopt the method of constraint solving as follows.
The Method of Constraint-Solving. Constraint-solving based approaches first
establish a template with unknown parameters for the target invariants, then collect
constraints from the inductive condition, and finally solve the unknown parameters
to get the desired invariants. For affine invariant generation, Farkas’ Lemma provides
a complete characterization of the inductive condition which has been studied in [17,
56] and further solved by quantifier elimination [17] and several heuristics [56]. The
StInG invariant generator [59] implements the approach in [56], and the INVGEN
invariant generator [33] integrates abstraction interpretation and the approach in [56].
Besides, an approach based on eigenvalues and eigenvectors for a restricted class
of invariants is proposed in [49]. Recently, probabilistic affine invariants have also
been considered in probabilistic programs through Farkas’ Lemma and Motzkin’s
Transposition Theorem [39, 14]. Compared with other methods (such as abstract
interpretation, machine learning, etc.), constraint solving has the advantage of a
theoretical guarantee on the accuracy of the generated invariants, but typically
requires higher runtime complexity.
Our Contribution. We propose matrix-based approaches for generating affine
inductive invariants of affine while loops without nested loops. Following [17, 56], we
base our approach on Farkas’ Lemma. However, we completely solve the constraints
obtained from Farkas’ Lemma by matrix methods which is beyond the scope of [17,
56]. For affine while loops with tautological guard, we prove that the invariants
are determined by the eigenvectors (of the transpose) of the transition matrix; for
affine while loops with non-tautological guard, we solve the invariants by adopting
a formula involving matrix inverse with a key parameter in the constraints that
leads to non-linearity, and determining the feasible domain of the key parameter
as well as showing that it suffices to choose a finite number of values for the key
parameter if one imposes a tightness condition on the constraints. In addition,
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we generalize our results to affine loops with non-deterministic updates and to
bidirectional affine invariants. Furthermore, we prove the continuity of invariants
w.r.t. the key parameter and develop an algorithmic approach to approximate the
eigenvectors in high dimensions for implementing our methods.

2 Preliminaries

In this section, we specify the class of affine while loops considered in this work,
and define the affine-invariant-generation problem over such loops. Throughout the
paper, we use V = {x1, ..., xn} to denote the set of program variables in an affine
while loop; we abuse the notation V so that it also represents the current values
(before the execution of the loop body) of the original variables in V , and use the
primed variables V ′ := {x′ | x ∈ V } for the next values (after the execution of the
loop body). Furthermore, we denote by x = [x1, ..., xn]

T the vector variable that
represents the current values of the program variables, and by x′ = [x′1, ..., x

′
n]

T the
vector variable for the next values.

An affine while loop is a while loop without nested loops that has affine updates
in each assignment statement and possibly multiple conditional branches in the loop
body. To formally specify the syntax of it, we define affine inequalities and assertions,
program states and satisfaction relation between them as follows.
Affine Inequalities and Assertions. An affine inequality φ is an inequality of
the form cT · y+ d ≤ 0 where c is a real vector, y is a vector of real-valued variables
and d is a real scalar.

An affine assertion is a conjunction of affine inequalities. An affine assertion is
satisfiable if it is true under some assignment of real values to its variables. Given
an affine assertion ψ over vector variable x, we denote by ψ′ the affine assertion
obtained by substituting x in ψ with its next-value variable x′.
Program States. A program state v is a real vector v = [v1, ..., vn]

T such that each
vi is the concrete value for the variable xi (in the vector variable x). We say that a
program state v satisfies an affine inequality φ = cT · x+ d ≤ 0, written as v |= φ, if
it holds that cT · v + d ≤ 0. Likewise, v satisfies an affine assertion ψ if it satisfies
every conjunctive affine inequalities in ψ. Furthermore, given an affine assertion
ψ with both x and x′, we say that two program states v,v′ satisfy ψ, written as
v,v′ |= ψ, if ψ is true when one substitutes x by v and x′ by v′.

The syntax of (unnested) affine while loops is as follows.
Affine While Loops. We consider affine while loops that take the form:

initial condition θ : R · x+ f ≤ 0
while G : P · x+ q ≤ 0 do

case ψ1 : T1 · x−T′1 · x′ + b1 ≤ 0 (τ1 ) ;
...

case ψk : Tk · x−T′k · x′ + bk ≤ 0 (τk ) ;
od

(†)

where (i) θ is an affine assertion that specifies the initial condition for inputs and
is given by the real matrix R and vector f , (ii) G is an affine assertion serving as
the loop guard given by the real matrix P and vector q, and (iii) each ψj is an
affine assertion that represents a conditional branch, with the relationship between
the current-state vector x and the next-state vector x′ given by affine assertion
τj := Tj ·x−T′j ·x′ +bj ≤ 0 with transition matrices Tj ,T

′
j and vector bj . In this
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work, we always assume that the rows of R are linearly independent (this condition
means that every variable xi has one independent initial condition attached to it,
which holds in most situations such as a fixed initial program state), such that RT

is left invertible; we denote its left inverse as (RT)−1L .
The execution of an affine while loop is as follows. First, the loop starts with

an arbitrary initial program state v∗ that satisfies the initial condition θ. Then in
each loop iteration, the current program state v is checked against the loop guard
G. In the case that v |= G, the loop arbitrarily chooses a conditional branch ψi
satisfying v |= ψi, and sets the next program state v′ non-deterministically such
that v,v′ |= τi; the next program state v′ is then set as the current program state.
Otherwise (i.e., v 6|= G), the loop halts immediately.

Now we define affine invariants over affine while loops. Informally, an affine
invariant is an affine inequality satisfing the initiation and consecution conditions
which roughly mean that the inequality should hold at the start of the loop (initiation)
and be preserved under every iteration of the loop body (consecution).
Affine Invariants. An affine invariant for an affine while loop (†) is an affine
inequality Φ that satisfies the initiation and consecution conditions as follows:

– (Initiation) θ implies Φ, i.e., v |= θ implies v |= Φ for all program states v,;
– (Consecution) for all program states v,v′ and every ψj , τj (1 ≤ j ≤ k) in (†),

we have that (v |= G ∧ v |= Φ ∧ v,v′ |= τj)⇒ v′ |= Φ′.

It can be observed from the definition above that every program state traversed (as
a current state at the start or after one loop iteration) in some execution of the
underlying affine while loop will satisfy the invariant.
Problem Statement. In this work, we study the problem of automatically gen-
erating affine invariants over affine while loops. Our aim is to have a complete
mathematical characterization on all such invariants and develop efficient algorithms
for generating these invariants.

3 Affine Invariants via Farkas’ Lemma

Affine invariant generation through Farkas’ Lemma is originally proposed in [17, 56].
Farkas’ Lemma is a fundamental result in the theory of linear inequalities that leads
to a complete characterization for the affine invariants. Since our approach is based
on Farkas’ Lemma, we present a detailed account on the approaches [17, 56], and
then point out the weakness of each of the approaches.

We first present Farkas’ Lemma following the formulation in [17, 56].

Theorem 1 (Farkas’ Lemma). Consider the following affine assertion S over
real-valued variables y1, . . . , yn:

S :

a11y1 + ...+ a1nyn + b1 ≤ 0
...

ak1y1 + ...+ aknyn + bk ≤ 0


when S is satisfiable, it entails a given affine inequality

φ : c1y1 + ...+ cnyn + d ≤ 0

if and only if there exist non-negative real numbers λ0, . . . , λk such that (i) cj =∑k
i=1 λiaij for 1 ≤ j ≤ n and (ii) d = (

∑k
i=1 λibi)− λ0.
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The application of Farkas’ Lemma can be visualized by a table form as follows:

λ0 −1 ≤ 0
λ1 a11y1 + ...+ a1nyn +b1 ≤ 0 (
...

...
... S

λk ak1y1 + ...+ aknyn +bk ≤ 0 )
c1y1 + ...+ cnyn +d ≤ 0 (φ)

(‡)

The intuition of the table form above is that one first multiplies the λi’s on the left
to their corresponding affine inequalities (at the same row) on the right, and then
sums these affine inequalities together to obtain the affine inequality at the bottom.
In this paper, we will refer to call the table form as Farkas table.

Then we illustrate the application of Farkas’ Lemma in [17, 56]. Given an affine
while loop in the form of (†), they first establish a template Φ : c1x1+...+cnxn+d ≤ 0
for an affine invariant where c1, . . . , cn, d are the unknown coefficients. Second, they
establish constraints for the unknown coefficients from the initiation and consecution
conditions for an affine invariant, as follows.
Initiation. By Farkas’ Lemma, the initiation condition can be solved by the Farkas
table (‡) with S := θ and φ := Φ:

λI0 − 1 ≤ 0
λ R · x + f ≤ 0 (θ)

cT · x + d ≤ 0 (Φ)
(#)

Here we rephrase the affine inequalities in θ and Φ with the condensed matrix forms
R · x + f ≤ 0 and cT · x + d ≤ 0; we also use λ = [λ1, . . . , λk]

T to denote the
non-negative parameters in the left column of (‡).
Consecution. The consecution condition can be solved by handling each conditional
branch (specified by τj , ψj in (†)) separately. From Farkas’ Lemma, we solve each
conditional branch by the Farkas table (‡) with S := Φ ∧ G ∧ τj and φ := Φ′ as
follows:

µ cT · x + d ≤ 0 (Φ)
λC0 − 1 ≤ 0
ξ P · x + q ≤ 0 (G)
η T · x − T′ · x′ + b ≤ 0 (τ)

cT · x′ + d ≤ 0 (Φ′)

(∗)

Note that the Farkas table above contains quadratic constraints as we multiply an
unknown non-negative parameter µ to the unknown invariant Φ in the table. The
Farkas tables for all the conditional branches are grouped conjunctively together to
represent the whole consecution condition.

The weakness of the approaches [17, 56] lies at the treatment of the quadratic
constraints from the consecution condition. The approach in [17] addresses the
quadratic constraints by quantifier elimination that guarantees the theoretical com-
pleteness but typically has high runtime complexity. The approach in [56] solves
the quadratic constraints by several heuristics that guesses possible values for the
key parameter µ in (∗) that causes non-linearity, hence losing completeness. Our
approach considers to address the key parameter µ through matrix-based methods
(e.g., eigenvalues, matrix inverse, etc.), which is capable of efficiently generating
affine invariants (as compared with quantifier elimination [17]) while still ensuring
theoretical completeness (as compared with the heuristics in [56]).
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4 Single-Branch Affine Loops with Deterministic Updates

For the sake of simplicity, we first consider the affine invariant generation for a
simple class of affine while loops where there is only one conditional branch in the
loop body and the update of the next-value vector x′ is deterministic.

Formally, an affine while loop with deterministic updates and a single conditional
branch takes the following form:

initial condition θ : R · x+ f ≤ 0
while G do x′ = T · x+ b.

For the loop above, we aim at non-trivial affine invariants, i.e., c 6= 0. We summarize
our results below.
1. When the loop guard is ‘true’, there are only finitely many non-trivial invariants

cT · x+ d ≤ 0 such that c is an eigenvector of the transpose of the transition
matrix TT.

2. When the loop guard is not a tautology, there can be infinitely many non-trivial
invariants cT · x+ d ≤ 0 with c given by a direct formula of µ (see (6) and (6′));
in this case we derive the feasible domain of µ (Proposition 4 and Proposition 7)
and select finitely many optimal ones (which we call tight choices) among them
(Proposition 5 and Proposition 8).

In Section 4.1, we first derive the constraints from the initiation (#) and consecution
(∗) conditions satisfied by the invariants. Then we solve these constraints for the
tautological loop guard case in Section 4.2 and the single-constraint loop guard case
in Section 4.3. Finally we generalize the results to the multi-constraint loop guard
case in Section 4.4.

4.1 Derived Constraints from the Farkas Tables
We first derive the constraints from the Farkas tables as follows:
Initiation. Recall the Farkas table for initiation in (#). We first compare the
coefficients of x above and below the horizontal line in (#), and obtain

λT ·R = cT ⇒ RT · λ = c. (1)

Then by comparing the constant terms in (#), we have:

−λI0 + λT · f = d ⇒ fT · λ− d = λI0 ≥ 0. (2)

Note that RT has left inverse (RT)−1L , thus constraint (1) is equivalent to λ =

(RT)−1L · c. Plugging it into (2) yields

fT · (RT)−1L · c− d = λI0 ≥ 0. (3)

Consecution. The Farkas table for consecution in the case of single-branch affine
loops with deterministic updates is as follows:

µ cT · x + d ≤ 0 (Φ)
λC0 − 1 ≤ 0
ξ P · x + q ≤ 0 (G)
η T · x − x′ + b = 0 (τ)

cT · x′ + d ≤ 0 (Φ′)
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Here the transition matrix T is a n × n square matrix, and b is a n-dimensional
vector. Since τ contains only equalities, parameters η1, ..., ηn do not have to be
non-negative. In this table, by comparing the coefficients of x′ above and below the
horizontal line, we easily get −η = c. Then we substitute η by −c and compare the
coefficients of x above and below the horizontal line. We get

µ · cT + ξT ·P− cT ·T = 0T ⇒ µ · c−TT · c+PT · ξ = 0. (4)

We also compare the constant terms and get

µ · d− λC0 + ξT · q− bT · c = d ⇒ (µ− 1)d− bT · c+ qT · ξ = λC0 ≥ 0. (5)

The rest of this section is devoted to solving the invariants Φ : cT · x + d ≤ 0
which satisfy all constraints (1)–(5).

4.2 Loops with Tautological Guard
We first consider the simplest case where the loop guard is ‘true’:

initial condition θ : R · x+ f ≤ 0
while true do x′ = T · x+ b.

(�)

In order for completely solving the non-linear constraints, we take three steps:
1. choose the correct µ, thus turn the non-linear constraints into linear ones;
2. use linear algebra method to solve c up to some certain freedom;
3. with µ and c known, find out the feasible domain of d and determine the optimal

value of it. Here ‘optimality’ is defined by the fact that all invariants with other
d’s in this domain are implied by the invariant with ‘optimal’ d.

Step 1 and Step 2. We address the values of µ, c by eigenvalues and eigenvectors
in the following proposition:
Proposition 1. For any non-trivial invariant cT · x + d ≤ 0 of the loop (�), we
have that c must be an eigenvector of TT with a non-negative eigenvalue µ.

Proof. Since the loop guard is tautology, we take parameters ξ to be 0 in (4):

µ · c−TT · c = 0.

It’s obvious that µmust be a non-negative eigenvalue ofTT and c is the corresponding
eigenvector. ut
Example 1 (Fibonacci sequence). Consider sequence {sn} defined by initial condition
s1 = s2 = 1 and recursive formula sn+2 = sn+1 + sn for n ≥ 1. If we use variables
(x1, x2) to represent (sn, sn+1), then the sequence can be written as a loop:

initial condition θ : R · x+ f =

[
1 0
0 1

]
·
[
x1
x2

]
+

[
−1
−1

]
= 0

while true do
[
x′1
x′2

]
= T ·

[
x1
x2

]
+ b =

[
0 1
1 1

]
·
[
x1
x2

]
+ 0.

The eigenvalues of matrix TT are 1−
√
5

2 , 1+
√
5

2 ; only the second one is non-negative.
This eigenvalue µ = 1+

√
5

2 yields eigenvector c = [c1,
1+
√
5

2 c1]
T, here c1 is a free

variable, which could be fixed in the final form of the invariant. ut
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Step 3. After solving µ and c, we illustrate the feasible domain of d and its optimal
value by the following proposition:

Proposition 2. For any µ and c given by Proposition 1, the feasible domain of d
is an interval determined by the two conditions below:

d ≤ fT · (RT)−1L · c and (µ− 1)d ≥ bT · c.

If the above conditions have empty solution set for d, then no invariant is available
from such µ and c; otherwise, the optimal value of d falls in one of the two choices:

d = fT · (RT)−1L · c or (µ− 1)d = bT · c.

Proof. Constraint (3) provides one condition for d:

fT · (RT)−1L · c− d = λI0 ≥ 0 ⇒ fT · (RT)−1L · c ≥ d;

while constraint (5) with ξ = 0 provides the other condition:

(µ− 1)d− bT · c = λC0 ≥ 0 ⇒ (µ− 1)d ≥ bT · c.

To obtain the strongest inequality cT · x + d ≤ 0 with c fixed, we need to take d
to be either minimal or maximal value, i.e. the boundary of the interval; thus the
invariant with this d would imply all invariants with the same c and other d’s in the
same interval. The boundary is achieved when one of the two conditions achieves
the equality. ut

Example 2 (Fibonacci sequence, Part 2). We continue Example 1. Recall that

µ =
1 +
√
5

2
, c =

[
c1

1+
√
5

2 c1

]
, b =

[
0
0

]
, R =

[
1 0
0 1

]
, f =

[
−1
−1

]
;

thus (3)(5) read − 3+
√
5

2 c1 ≥ d and −1+
√
5

2 d ≥ 0, hence yield 0 ≤ d ≤ − 3+
√
5

2 c1. The
free variable c1 must be negative here, so we choose c1 = −2 and then

c =

[
−2

−1−
√
5

]
, 0 ≤ d ≤ 3 +

√
5;

the two boundary values d = 0 and d = 3 +
√
5 yield invariants

−2x1 − (1 +
√
5)x2 ≤ 0; −2x1 − (1 +

√
5)x2 + 3 +

√
5 ≤ 0.

Obviously the latter is stronger; so we finally determine that d = 3 +
√
5:

µ = (1 +
√
5)/2 : −2x1 − (1 +

√
5)x2 + 3 +

√
5 ≤ 0. ut

4.3 Loops with Guard: Single-Constraint Case

Here we study the loops with non-tautological guard. First of all, the eigenvalue
method of Section 4.2 applies to this case as well; thus for the rest of Section 4, we
always assume that µ is not any eigenvalue of T (c is not any eigenvector of TT

either) and aim for new invariants.
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Let us start with the case that the loop guard consists of only one affine con-
straint:

initial condition θ : R · x+ f ≤ 0

while pT · x+ q ≤ 0 do x′ = T · x+ b.
(�′)

where p is a real n-vector and q is a real number.
We again take three steps to compute new invariants; these steps are different

from the tautological guard case:

1. we derive a formula to compute c in terms of µ; so for any real value µ, we get
a corresponding c;

2. however, not all µ’s would produce invariants that satisfy all constraints (1)–(5).
We will determine the feasible domain of µ that do so;

3. we will select finitely many µ’s from its feasible domain which provide tight
invariants; the meaning of tightness will be defined later. For every single µ, we
will also determine the feasible domain of d and optimal value of it.

Step 1. We first establish the relationship between µ and c through the constraints.
The initiation is still (1)(2)(3), while the consecution (4)(5) becomes:

µ · c−TT · c+ ξ · p = 0 (4′)

(µ− 1)d− bT · c+ ξ · q = λC0 ≥ 0 (5′)

where the matrix P in (4) degenerates to vector pT and the vectors q, ξ in (5) both
have just one component q, ξ here.

In contrast to Section 4.2, we assume that µ is not any eigenvalue of T, and
ξ 6= 0. For such µ, we have a new formula to compute c:

Proposition 3. For any non-trivial invariant cT · x + d ≤ 0 of the loop (�′), we
have that c is given by

c = ξ · (TT − µ · I)−1 · p (6)

when µ is fixed, c’s with different ξ’s are proportional to each other and yield
equivalent invariants.

Proof. Since µ is not any eigenvalue of T, the matrix µ · I−TT is invertible; thus
(4′) is equivalent to

(µ · I−TT) · c = −ξ · p ⇒ c = ξ · (TT − µ · I)−1 · p. ut

Example 3 (Fibonacci sequence, Part 3). We add a loop guard to Example 1:

initial condition θ : R · x+ f =

[
1 0
0 1

]
·
[
x1
x2

]
+

[
−1
−1

]
= 0

while pT · x+ q = [1, 0] ·
[
x1
x2

]
− 10 ≤ 0 do[

x′1
x′2

]
= T ·

[
x1
x2

]
+ b =

[
0 1
1 1

]
·
[
x1
x2

]
+ 0.

and search for more invariants. The equation (6) here reads[
c1
c2

]
=

ξ

µ2 − µ− 1

[
1− µ −1
−1 −µ

]
·
[
1
0

]
=

ξ

µ2 − µ− 1

[
1− µ
−1

]
. ut



10 Yucheng Ji et al.

Step 2. With (6) in hand, every non-negative value µ would give us a vector c; the
next step is to find such µ’s that (1)(2)(3)(5′) are all satisfied. We call this set the
‘feasible domain’ of µ.

Notice that (3) and (5′) are two inequalities both containing d. When the value
of µ changes, there is a possibility that (3) and (5′) conflict each other, hence make
no invariant available. So the feasible domain consists of such µ’s that make the two
inequalities compatible with each other:

Proposition 4. For the loop (�′), any feasible µ falls in [0, 1) ∪
(
K ∩ [1,+∞)

)
,

where K is the solution set to the following rational inequality of µ (which we call
‘compatibility condition’):

bT · (TT − µ · I)−1 · p− q ≤ (µ− 1)fT · (RT)−1L (TT − µ · I)−1 · p. (7)

Proof. We multiple (µ− 1) on both sides of (3) and get

(µ− 1)fT · (RT)−1L · c ≤ (µ− 1)d when 0 ≤ µ < 1 (3′)

(µ− 1)fT · (RT)−1L · c ≥ (µ− 1)d when µ ≥ 1 (3′′)

compare them with (5′), we see: (3′)(5′) won’t conflict each other because they
are both about (µ− 1)d being ‘larger’ than something. However, (3′′)(5′) are two
inequalities of opposite directions, they must satisfy

bT · c− ξ · q ≤ (µ− 1)d ≤ (µ− 1)fT · (RT)−1L · c

to be compatible. Substitute c by (6) in the above inequality and cancel out ξ > 0,
we obtain the desired inequality:

bT · (TT − µ · I)−1 · p− q ≤ (µ− 1)fT · (RT)−1L (TT − µ · I)−1 · p.

Every µ from [0, 1) and K ∩ [1,+∞) would lead to non-trivial invariant satisfying
all constraints (1)(2)(3)(4′)(5′). ut

Example 4 (Fibonacci sequence, Part 4). Let us find out the feasible domain of µ for
the Fibonacci sequence with loop guard x1 ≤ 10. Inequality (5′) is (µ− 1)d ≥ 10ξ;
inequality (3′′) is

(µ− 1)[−1,−1] ·
[
1 0
0 1

]
· c =

ξ(µ− 1)µ

µ2 − µ− 1
≥ (µ− 1)d when µ ≥ 1.

We combine them to form the compatibility condition (7) as

10 ≤ (µ− 1)µ

µ2 − µ− 1
⇒ 0 ≤ −

9(µ− 5
3 )(µ+ 2

3 )

(µ− 1−
√
5

2 )(µ− 1+
√
5

2 )
when µ ≥ 1.

The solution domain of it is ( 1+
√
5

2 , 53 ]. Thus by Proposition 4, the feasible domain
of µ is [0, 1) ∪ ( 1+

√
5

2 , 53 ]. ut

Step 3. Proposition 4 provides us with a continuum of candidates for µ, thus
produces infinitely many legitimate invariants. We want to select finitely many
optimal ones among them: the ideal case is that there exists a basis consisting of
finitely many invariants, such that all invariants are non-negative linear combinations
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of the basis; however, this idea doesn’t work out, where the reasons will be explained
thoroughly in Appendix A.1 and Appendix A.2. Instead, we impose a weaker form
of optimality called ‘tightness’ coming from the equality cases of constraints (3)(5′):

fT · (RT)−1L · c− d =λI0 = 0

(µ− 1)d− bT · c+ ξ · q =λC0 = 0

we call an invariant ‘tight’ and corresponding µ as ‘tight choice’ when both equalities
are achieved:

– λI0 = 0: The (inequality) invariant is tight at the initial state, i.e., the invariant
reaches equality at the initial state;

– λC0 = 0: The (inequality) invariant stays as close to being tight as much at later
iterations.

The tight choices are characterized by the following proposition:

Proposition 5. For the loop (�′), the tight choices of µ consist of 0 and the positive
roots of the following rational equation:

bT · (TT − µ · I)−1 · p− q = (µ− 1)fT · (RT)−1L (TT − µ · I)−1 · p. (8)

Note that these roots are also the boundary points of the intervals in K defined in
Proposition 4.

Proof. Recall Proposition 2, constraints (3)(5) form the two boundaries of the domain
of d, which can not be achieved simultaneously in the case of loops with tautological
guard. Nevertheless, in the case of loops with guard, we have an extra freedom on µ
which allows us to set λI0 = λC0 = 0:

fT · (RT)−1L · c = d ∧ (µ− 1)d = bT · c− ξ · q
⇒ bT · (TT − µ · I)−1 · p− q = (µ− 1)fT · (RT)−1L (TT − µ · I)−1 · p.

(8) is just the case that (7) achieves the equality, hence is a rational equation of µ
with finite number of roots. These roots are also the boundary points of K since
K is the solution domain to (7). Besides the roots of (8), µ = 0 is also a boundary
point of the feasible domain; its corresponding invariant reflects the feature of the
loop guard itself. Thus we add it into the list of tight choices. ut

With µ determined and c fixed up to a scaling factor, the last thing remains is
to determine the optimal d. The strategy here is similar to Proposition 2:

Proposition 6. Suppose µ is from the feasible domain. If µ is a root to (8), then d
is uniquely determined by:

bT · c− ξ · q = (µ− 1)d and fT · (RT)−1L · c = d;

otherwise, the optimal value of d is determined by one of the two choices below:

bT · c− ξ · q = (µ− 1)d or fT · (RT)−1L · c = d.

We omit the detailed proof and put it in Appendix A.3.
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Example 5 (Fibonacci sequence, Part 5). Remember that[
c1
c2

]
=

ξ

µ2 − µ− 1

[
1− µ
−1

]
and the feasible domain of µ is [0, 1) ∪ (

1 +
√
5

2
,
5

3
].

We compute the tight choices of µ and tight invariants. The equation (8) here is

0 =
−9µ2 + 9µ+ 10

µ2 − µ− 1
= −

9(µ− 5
3 )(µ+ 2

3 )

(µ− 1−
√
5

2 )(µ− 1+
√
5

2 )

which has only one positive root µ = 5
3 . Thus by Proposition 5 and Proposition 6,

we have two new invariants:

µ = 0 : − x1 + x2 − 10 ≤ 0;

µ = 5/3 : − 2x1 − 3x2 + 5 ≤ 0. ut

4.4 Loops with Guard: Multi-Constraint Case

After settling the single-constraint loop guard case, we consider the more general
loop guard which contains the conjunction of multiple affine constraints:

initial condition θ : R · x+ f ≤ 0
while P · x+ q ≤ 0 do x′ = T · x+ b.

(�′′)

where the loop guard P · x+ q ≤ 0 contains m affine inequalities (m could be larger
than, equal to or less than n).

We can easily generalize the results of Section 4.3 to this case. First of all, we
generalize Proposition 3: modify the formula (6) for c in terms of µ into

c = (TT − µ · I)−1PT · ξ. (6′)

Next, we generalize Proposition 4 which describes the feasible domain of µ:
Proposition 7. For the loop (�′′), the feasible domain of µ is [0, 1)∪

(
K∩ [1,+∞)

)
,

where K is the solution set to the ‘generalized compatibility condition’:

u(µ) := bT · (TT − µ · I)−1PT − qT

≤ w(µ) := (µ− 1)fT · (RT)−1L (TT − µ · I)−1PT (7′)

where u(µ),w(µ) are two m-dimensional vector functions of µ. (7′) means that the
j-th component of u(µ) being no larger than the j-th component of w(µ) for all
1 ≤ j ≤ m; when m = 1, it goes back to (7).

Last but not least, we consider the tight choices of µ. The first idea comes up
to mind is repeating Proposition 5: set the generalized compatibility condition to
achieve equality, i.e. u(µ) = w(µ); however, this is the conjunction of m rational
equations and probably contains no solution.

Thus we use a different idea: recall that in the single-constraint case, the tight
choices consists of 0 and the (positive) boundary points of K; so we generalize this
to the multi-constraint case:

Proposition 8. For the loop (�′′), the tight choices of µ consist of 0 and the
(positive) boundary points of K.
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Example 6. We consider the loop:

initial condition θ : R · x+ f =

[
1 0
0 1

]
·
[
x1
x2

]
+

[
−1
−1

]
= 0

while P · x+ q =

[
1 0
0 −1

]
·
[
x1
x2

]
+

[
−10
−5

]
≤ 0 do[

x′1
x′2

]
= T ·

[
x1
x2

]
+ b =

[
1 0
0 1

]
·
[
x1
x2

]
+

[
1
−1

]
.

There is one eigenvalue µ = 1 with geometric multiplicity 2; we solve three indepen-
dent invariants from it:

x1 + x2 − 2 ≤ 0, x1 + x2 − 2 ≥ 0; −x1 + x2 ≤ 0.

Next we find out the other invariants from tight µ’s. In this case (7′) read

(when µ > 1 :)
11− 10µ

1− µ
≤ 1 ∧ 6− 5µ

1− µ
≤ −1.

Then K = (1, 109 ] ∩ (1, 76 ] = (1, 109 ] and the feasible domain of µ is [0, 1) ∪ (1, 109 ].

The tight choices are 0, 109 :

µ = 0 : x1 − 10 ≤ 0 ∧ −x2 − 5 ≤ 0;

µ = 10/9 : − x1 + 1 ≤ 0 ∧ x2 − 1 ≤ 0. ut

5 Generalizations
In this section, we extend our theory developed in Section 4 to two directions. In one
direction, we consider the invariants cT ·x+d ≤ 0 for the affine while loops in general
form (†): we will derive the relationship of µ and c, as well as the feasible domain
and tight choices of µ. In the other direction, we stick to the single-branch affine
while loops with deterministic updates and tautological guard (�), yet generalize the
invariants to bidirectional-inequality form d1 ≤ cT · x ≤ d2; we will apply eigenvalue
method to this case for solving the invariants.

5.1 Loops with Non-deterministic Updates
In Section 4, we handled the loops with deterministic updates; here we generalize
the results to the ones with non-deterministic updates in the form of (†). We still
focus on the single-branch loops (for multi-branch ones, we shall solve out invariants
for each branch separately and simply take the intersection):

initial condition θ : R · x+ f ≤ 0
while G : P · x+ q ≤ 0 do T · x−T′ · x′ + b ≤ 0 . (†′)

For this general form, the initiation constraints are still (1)(2)(3), while the
consecution constraints from Farkas table (∗) are

µ · c+PT · ξ +TT · η = 0 (9)

−(T′)T · η = c (10)

(µ− 1)d+ qT · ξ + bT · η = λC0 ≥ 0 (11)
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where (10) provides the relationship of c and η; plugging it into (9) yield(
TT − µ · (T′)T

)
· η +PT · ξ = 0. (9′)

Hence for any non-trivial invariant cT · x + d ≤ 0 of this loop (†′), we have c =
−(T′)T · η, where η is characterized differently in the following three cases:

1. T and T′ are square matrices and loop guard is ‘true’. In this case, we take
ξ = 0 in (9′) and easily see that µ must be a root of det

(
TT − µ · (T′)T

)
= 0

and η is a null vector of the matrix TT − µ · (T′)T.
2. T and T′ are square matrices and there is loop guard. In this case, µ must

be values other than the roots of det
(
TT − µ · (T′)T

)
= 0, thus the inverse

matrix
(
TT − µ · (T′)T

)−1 exists; we time it on (9′) and get that η(µ) =

−
(
TT − µ · (T′)T

)−1
PT · ξ.

3. Neither T nor T′ is square matrix. In this case, we need to use Gaussian
elimination method to solve (9′). By linear algebra, the solution η(µ) would
contain ‘homogeneous term’ (which doesn’t involve ξi’s) and ‘non-homogeneous
terms’ (which contain linear terms of ξi’s). Thus η(µ) could be written as
η(µ) +

∑
i ξi · η̃i(µ).

For Case 2 and Case 3, we have a continuum of candidates for µ. The feasible
domain of µ is given by

(
[0, 1) ∪

(
K̃ ∩ [1,+∞)

))
∩ J , where K̃ is the solution set to

the following compatibility condition (by combining constraints (3′′)(11)):

bT · η(µ) + qT · ξ ≥ (µ− 1)fT · (RT)−1L (T′)T · η(µ)

and J is the solution set to constraints η(µ) ≥ 0. The tight choices of µ consists of
0 and the positive boundary points of K̃ ∩ J .

5.2 An Extension to Bidirectional Affine Invariants

Here we restrict us to single-branch affine loops with deterministic updates and
tautological loop guard, but aim for the invariants of bidirectional inequality form
d1 ≤ cT · x ≤ d2. This is actually the conjunction of two affine inequalities: Φ1 :
−cT · x+ d1 ≤ 0 ∧ Φ2 : cT · x− d2 ≤ 0. We have the following proposition:

Proposition 9. For any bidirectional invariant d1 ≤ cT ·x ≤ d2 of the loop (�), we
have that c must be an eigenvector of TT with a negative eigenvalue.

Proof. We can easily write down the initiation condition: θ |= (Φ1 ∧ Φ2) and the
corresponding constraints (with λ, λ̃ being two different sets of parameters):

RT · λ = c, fT · λ+ d2 = λI0 ≥ 0; RT · λ̃ = −c, fT · λ̃− d1 = λ̃I0 ≥ 0.

However, there are two possible ways to propose the consecution condition:

(Φ1 ∧ τ |= Φ′1 and Φ2 ∧ τ |= Φ′2) or (Φ1 ∧ τ |= Φ′2 and Φ2 ∧ τ |= Φ′1)

If we choose the first one, there will be nothing different from the things we did in
Section 4.2. Thus we choose the second one: make the two inequalities induct each
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other. Hence the Farkas tables are

µ −cT · x + d1 ≤ 0 (Φ1)
λC0 − 1 ≤ 0
−c T · x − x′ + b = 0 (τ)

cT · x′ − d2 ≤ 0 (Φ′2)

µ̃ cT · x − d2 ≤ 0 (Φ2)
λ̃C0 − 1 ≤ 0
c T · x − x′ + b = 0 (τ)

− cT · x′ + d1 ≤ 0 (Φ′1)

We write out the constraints of consecution:

−µ · c = TT · c = −µ̃ · c (12)

µ · d1 + d2 − bT · c = λC0 ≥ 0, − µ̃ · d2 − d1 + bT · c = λ̃C0 ≥ 0

the proposition is verified by (12) since µ, µ̃ ≥ 0. ut
Example 7 (Fibonacci sequence, Part 6). Recall that in this example we have a
negative eigenvalue 1−

√
5

2 . It yields the eigenvector c = [c1,
1−
√
5

2 c1]
T. The other

constraints are computed as:

−(3−
√
5)c1/2 + d2 = λI0 ≥ 0, (3−

√
5)c1/2− d1 = λ̃I0 ≥ 0.

−(1−
√
5)d1/2 + d2 = λC0 ≥ 0, (1−

√
5)d2/2− d1 = λ̃C0 ≥ 0.

If we choose c1 = 2, λI0 = 0 = λ̃C0 (or c1 = −2, λ̃I0 = 0 = λC0 ), we get an invariant

µ = (1−
√
5)/2 : 2(2−

√
5) ≤ 2x1 + (1−

√
5)x2 ≤ 3−

√
5

which reflects the ‘golden ratio’ property of the Fibonacci sequence. ut

6 Continuity of Invariants w.r.t. µ

In Section 4, we have shown that for any invariant cT · x+ d ≤ 0 of single-branch
affine loop with deterministic updates, c is given in two ways:

c(µ) :=

{
(TT − µ · I) · c = 0 when det(TT − µ · I) = 0

(TT − µ · I)−1 · z when det(TT − µ · I) 6= 0

with z = PT · ξ. We express c(µ) differently at eigenvalues than at other points. A
natural question is thus brought up to us: is c(µ) continuous at eigenvalues w.r.t. µ?
The following proposition answers this question:
Proposition 10. Suppose λ is an eigenvalue of TT with eigenvector c(λ); and
{λi} is a sequence lying in the feasible domain of µ which converges to λ. If λ has
geometric multiplicity 1, then the sequence {c(λi)} converges to c(λ) as well; in
other words, we can use {c(λi)} to approximate c(λ) in this case.
In order to prove it, we first introduce the following linear algebra theorem:
Theorem 2. We denote the adjoint matrix of TT − µ · I by Ad(µ). Suppose λ is
an eigenvalue of n× n matrix T. Then for any n-vector x,

1. Ad(λ) · x is an eigenvector of TT with eigenvalue λ; moreover, there exists x
such that Ad(λ) · x 6= 0 if and only if λ has geometric multiplicity 1;

2. If {λi} is a sequence convergent to λ, then {Ad(λi) · x} also converges to
Ad(λ) · x.
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We address the proof of this theorem in Appendix A.4. Now we are ready to prove
Proposition 10:
Proof. By the definition of inverse matrix and adjoint matrix, c(λi) = (TT − λi ·
I)−1 ·z = (Ad(λi) ·z)/det(TT−λi · I) where det(TT−λi · I) is a (non-zero) number,
so we can absorb it into z and write c(λi) = Ad(λi) · z. By Theorem 2.2, the limit
of {c(λi)} exists, which is denoted by Ad(λ) · z. There are two possible outcomes:
1. Ad(λ) · z = 0 for any vector z. By Theorem 2.1, we know the geometric

multiplicity of λ is > 1 and no continuity is available;
2. There exists z such that Ad(λ) · z 6= 0. By Theorem 2.1, we conclude that

Ad(λ) · z is the non-zero eigenvector c(λ) of TT with eigenvalue λ. ut
As a byproduct, Proposition 10 can be used to implement our eigenvalue method in
dimensions higher than 4:
An Algorithmic Approach to Eigenvalue Method. In Section 4.2 and Section
5.2, we need to solve the characteristic polynomial to get the eigenvalues; while
general polynomials with degree ≥ 5 do not have algebraic solution formula due to
Abel-Ruffini-Galois theorem. We can develop a number sequence {λi} to approach
the true eigenvalue λ; however, we can’t approximate the eigenvector of λ by solving
the kernel of TT − λi · I because it has trivial kernel.

Nonetheless, if λ has geometric multiplicity 1, we can compute (TT − λi · I)−1 · z
(in the case of tautological loop guard, we just replace z by any non-zero n-vector)
to approximate the eigenvector c(λ) due to Proposition 10. However, in the case
that λ has geometric multiplicity > 1, no such approach is available.

7 Experimental Results

Implementation. We implemented our automatic invariants generation algorithm
in Python 3.8 and used Sage [61] for matrix manipulation. All results were obtained
on an Intel Core i7(2.00 GHz) machine with 64 GB memory, running Ubuntu 18.04.
All µ values were obtained by explicitly solving the roots of characteristic polynomial
of the transition matrix and the polynomial (8).
Benchmarks. Our benchmarks are affine while loops chosen from some original
linear transition systems benchmarks (which we rewrite as programs) from the StInG
invariant generator [59] that implements the most related approach in [56], some
linear dynamical systems in [41], some loop programs in [60] and some other linear
dynamical systems resulting from well-known linear recurrences such as Fibonacci
numbers, Lucas numbers, etc.
Results. The experimental results are presented in Table 1. In the table, the column
‘Loop’ specifies the name of the benchmark, ‘Dim(ension)’ specifies the number of
program variables in the benchmark, ‘µ’ specifies the values through eigenvalues
of the transition matrix or boundary points of the intervals in the feasible domain,
‘Invariants’ lists the generated affine invariant from our approach, ‘C(om)p(a)r(ison)’
compares our approach with the existing cited work where ‘=’ means the generated
invariants are identical, ‘>’ means our generated invariants are tighter, ‘/’ means
the invariants can only be generated in this work, and ‘Time’ records the amount of
runtime for our approach measured in seconds.
Analysis. The results in Table 1 show that our approach can derive affine invariants
with irrational coefficients which result from the calculated irrational µ’s from
eigenvalues of the transition matrix and boundary points of the feasible domain,
which cannot be achieved by the invariant generator StInG. This demonstrates the
thorough coverage for the µ value endowed from our approach.
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Table 1. Affine Invariant Generation Experimental Results

Loop Dim µ Invariants Cpr Time (s)

Fibonacci numbers 2
(1 −

√
5)/2

2x1 + (1 −
√

5)x2 + 2
√

5 − 4 ≥ 0

/ 1.78−2x1 + (
√

5 − 1)x2 −
√

5 + 3 ≥ 0

(1 +
√

5)/2
2x1 + (

√
5 + 1)x2 −

√
5 − 3 ≥ 0

2x1 + (
√

5 + 1)x2 ≥ 0

See-Saw [59] 2 1 −x1 + 2x2 ≥ 0 = 1.04
3x1 − x2 ≥ 0

Example 6.2 [41] 4 1 −
√

2 −w + y − (
√

2 − 1)x + (
√

2 − 1)z ≥ 0 > 1.73
1 +
√

2 −w + y + (
√

2 + 1)x − (
√

2 + 1)z ≥ 0

css200 [60] 2 0, 1 i − k + 1 ≥ 0, i − j ≥ 0 > 1.93−2k + 1 ≥ 0

afnp2014 [60] 2 0, 1, 1000/999 −x + 999y + 1 ≥ 0 > 1.93
y ≥ 0,−y + 999 ≥ 0

gsv2008 [60] 2 0, 1, 8/7 x − y + 50 ≥ 0, x + 7y + 50 ≥ 0 > 2.07−x + y − 2 ≥ 0

cggmp2005 [60] 2 0, 1, 10/9 i − j + 9 ≥ 0, i + 2j − 21 = 0 > 1.84

Lucas numbers 2
(1 −

√
5)/2

−2x1 + (
√

5 − 1)x2 + 5 −
√

5 ≥ 0

/ 2.152x1 − (
√

5 − 1)x2 + 3
√

5 − 5 ≥ 0

(1 +
√

5)/2
2x1 + (

√
5 + 1)x2 − 5 −

√
5 ≥ 0

2x1 + (
√

5 + 1)x2 ≥ 0

Pell numbers 2
1 −
√

2
x1 − (

√
2 − 1)x2 + 5

√
2 − 7 ≥ 0

/ 2.19−x1 + (
√

2 − 1)x2 + 3 − 2
√

2 ≥ 0

1 +
√

2
x1 + (

√
2 + 1)x2 − 3 − 2

√
2 ≥ 0

x1 + (
√

2 + 1)x2 ≥ 0

Pell-Lucas numbers 2
1 −
√

2
x1 − (

√
2 − 1)x2 + 6

√
2 − 8 ≥ 0

/ 2.17−x1 + (
√

2 − 1)x2 + 4 − 2
√

2 ≥ 0

1 +
√

2
x1 + (

√
2 + 1)x2 − 4 − 2

√
2 ≥ 0

x1 + (
√

2 + 1)x2 ≥ 0

Mersenne numbers 2 1, 2 −x1 + x2 ≥ 0 / 1.79
2x1 − x2 − 1 ≥ 0

Tribonacci numbers 3
∆ = (3

√
33 + 19)1/3 a = 1

3
(∆ + 4

∆
+ 1), b = 1/a + 1

/ 2.62
µ = (5∆ + 1)/3 x1 + bx2 + ax3 ≥ b + a

Perrin numbers 3
∆ = (

√
69+9
18

)1/3 a =
3∆+1/∆

3
, b = 1/a + 1

/ 2.50
µ = 4

3
∆ x1 + bx2 + ax3 ≥

2
3∆

+ 2∆ + 3

Jacobsthal numbers 2 −1, 2 −2x1 + x2 + 1 ≥ 0,−2x1 + x2 − 1 ≤ 0 / 1.93

Jacobsthal-Lucas 2 −1, 2 2x1 − x2 − 3 ≤ 0, 2x1 + x2 + 1 ≥ 0 / 1.94numbers

8 Related Works

Below we compare our approach with existing approaches from the literature in
more detail.
Constraint Solving. Our approach falls in the category of constraint solving.
We target affine invariants, thus our approach is incomparable with the ones for
polynomial invariant generation [38, 65, 12, 35, 53, 19, 1, 43, 16, 48, 36, 55]. Below we
compare our result with the existing results for affine invariant generation. [17] uses
quantifier elimination, while our approach is more efficient since it only involves
the calculation of eigenvalues/eigenvectors and matrix inverse. Compared with [56]
that uses several heuristics to guess the value of µ, our approach provides the
characterization for the domain of all feasible µ values, thus is complete and more
accurate. [49] considers the use of eigenvalues and eigenvectors but restricted to the
subclasses of equality and convergent invariants, while our approach targets general
affine invariants over affine while loops and provides a comprehensive treatment
of them. Another related work [41] considers to have a decidable logic for simple
affine loops without loop guard by avoiding the computation of eigenvalues. Our
result handles general affine loops with possibly loop guard and targets invariant
generation, thus they target different objectives.
Abstract Interpretation. A mainstream technique to find inductive invariants is
abstract interpretation [52, 2, 6, 21, 46, 54, 10], which is the oldest and most classical
approach to invariant generation. Roughly speaking, the method of abstract inter-
pretation first establishes an abstract domain for the specific form of invariants to
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be generated, and then perform forward/backward propagation to reach a fixed
point. Compared with constraint solving, abstract interpretation does not provide
any guarantee on the accuracy of the generated invariants, except for rare special
cases [31]. This point is experimental observed in [56], where constraint solving can
produce much tighter invariants. In contrast, our approach ensures the tightness of
the generated invariants by a thorough analysis on the choice of the key parameter
in the application of Farkas’ Lemma.
Recurrence Analysis. Another closely-related technique is recurrence analysis [42,
26, 37, 40, 8]. It usually transforms the invariant-generation problem into a recurrence
relation, and then solve the invariants through the analysis of recurrence relations.
The disadvantage of recurrence-based approaches is that they are only applicable to
the situations where the underlying recurrence relation has a closed form solution.
In our situation, we consider the general case of affine invariants over affine while
loops, for which a closed form solution is not possible.
Logical Inference. Invariants could also be obtained through logical inference,
such as abductive inference [25], Craig interpolation [28, 45], ICE learning [29, 64],
predicate abstraction [32], random search [57], etc. Compared with our approach,
those approaches cannot provide any theoretical guarantee on the tightness of the
generated invariants, which is though ensured by our approach.
Machine Learning. The method of machine learning [30, 66, 34] solves the invariant-
generation problem as follows: first, one establishes a (typically large) training
set of programs whose invariants are given; then, training approaches (such as
neural networks) are applied to the training set to train an invariant generator;
finally, the trained invariant generator is used to generate invariants for programs
outside the training set. Compared with constraint solving, machine-learning based
approaches require a large training set to cover as most typical loops as possible,
and still cannot ensure a theoretical guarantee on the tightness of the generated
invariants. In particular, these approaches cannot produce specific numerical values
(e.g. eigenvalues) needed to handle our examples.
Dynamic Analysis. Dynamic analysis [23, 58, 47] first runs the program of concern
for multiple times to collect its execution data, and then guess the invariants based on
these data. Compared with constraint solving that statically generates the invariants
with correctness and precision guarantee, dynamic analysis needs to run the program
multiple times for a potentially large amount of execution data, and still cannot
ensure the tightness of the generated invariants.

9 Conclusion and Future Work

In this work, we had a thorough investigation on the affine invariant generation over
unnested affine while loop. Our approach is based on the previous approaches [17,
56] through Farkas’ Lemma and completely addresses the main issue of quadratic
constraints (from the application of Farkas’ Lemma) via matrix methods. Exper-
imental results show that our approach can efficiently automatic generate affine
invariants from eigenvalues/eigenvectors and matrix inverse of the relevant matrices
derived from the loop. In particular, our approach is able to generate affine invariants
with irrational coefficients resulting from irrational eigenvectors, which to our best
knowledge is not possible from the previous approaches in the literature. Future
work needs to concentrate on the complex examples.
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A Appendix
A.1 Independence of Non-tight Invariants
By the following example, we show that the invariants produced by µ’s from the inte-
rior of the feasible domain can not be written as the non-negative linear combinations
of tight invariants:
Example 8. Consider the loop:

initial condition

θ : R · x+ f =

1 0 0
0 1 0
0 0 1

 ·
x1x2
x3

+

−1−2
−3

 = 0

while pT · x+ q = [−1, 0, 0] · [x1, x2, x3]T − 10 ≤ 0 dox′1x′2
x′3

 = T ·

x1x2
x3

+ b =

2 1 −2
1 0 0
0 1 0

 ·
x1x2
x3

+ 0.

The three eigenvalues of T are 1, 2,−1, which yield the following invariants:

µ = 1 : x1 − x2 − 2x3 + 7 ≤ 0;

x1 − x2 − 2x3 + 7 ≥ 0;

µ = 2 : x1 − x3 + 2 ≤ 0;

µ = −1 : − 1 ≤ x1 − 3x2 + 2x3 ≤ 1.

(6) here isc1c2
c3

 =
ξ

−µ3 + 2µ2 + µ− 2

 µ2 µ 1
µ− 2 µ2 − 2µ µ− 2
−2µ −2 µ2 − 2µ− 1

 ·
−10

0


=

ξ

−µ3 + 2µ2 + µ− 2

 −µ2

2− µ
2µ


Inequality (5′) is

(µ− 1)d ≥ 10ξ

Inequality (3′′) is

(µ− 1)[−1,−2,−3] · c =
ξ(µ− 1)(µ2 − 4µ− 4)

−µ3 + 2µ2 + µ− 2
≥ (µ− 1)d

when µ ≥ 1.

Compatibility condition (7) is

(µ− 1)(µ2 − 4µ− 4)

−µ3 + 2µ2 + µ− 2
≥ 10 ⇒ 11µ2 − 14µ− 24

−µ2 + µ+ 2
≥ 0

⇒
(µ− 7−

√
313

11 )(µ− 7+
√
313

11 )

(µ+ 1)(µ− 2)
≤ 0 when µ ≥ 1.
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The feasible domain is [0, 1) ∪ (2, 7+
√
313

11 ], the tight choices are:

µ = 0 : − x2 − 10 ≤ 0;

µ =
7 +
√
313

11
:
362 + 14

√
313

121
x1 +

√
313− 15

11
x2

− 14 + 2
√
313

11
x3 +

430 + 30
√
313

121
≤ 0,

or approximately 504x1 + 24x2 − 449x3 + 794 ≤ 0.

We compute invariants from some other µ’s:

µ = 1/3 : x1 − 15x2 − 6x3 − 200 ≤ 0;

µ = 2/3 : x1 − 3x3 − 3x3 − 50 ≤ 0;

µ = 2.1 : 441x1 + 10x2 − 420x3 + 799 ≤ 0;

µ = 2.2 : 484x1 + 20x2 − 440x3 + 796 ≤ 0.

The reader can check that the invariants from 0 < µ < 1 can not be expressed by
the non-negative linear combinations of the ones from µ = 0, 1; the invariants from
2 < µ < 7+

√
313

11 can not be expressed by the non-negative linear combinations of the
ones from µ = 2, 7+

√
313

11 either. So from this example we conclude that though the
µ’s from the interior of the feasible domain are not tight, they still would provide
independent invariants and thus could be kept as back-up choices. ut

A.2 Basis of All Legitimate Invariants

We care about one question: is there a basis of invariants, such that all legitimate
invariants are non-negative linear combinations of this basis? By Example 8, we
already know that tight invariants can not form such a basis.

We have the following proposition to answer this question:
Proposition 11. Consider a single-branch affine while loop with deterministic
updates. There exists a basis consisting of 2n vectors (n is the number of variables),
such that any c produced by some µ from the feasible domain is a non-negative linear
combination of this basis. However, these basis vectors don’t lead to invariants.
Proof. Recall the formula (6′) for c produced by µ from the feasible domain (with
z = PT · ξ):

c(µ) = (TT − µ · I)−1 · z is proportional to ±Ad(µ) · z

where the entries of Ad(µ) are cofactors of TT − µ · I, thus are polynomials of µ
with degree ≤ n− 1. If we do Taylor expansion for Ad(µ) w.r.t µ:

Ad(µ) = A0 + µ ·A1 + ...+ µn−1 ·An−1

then c can be written as a non-negative linear combination

c = (±A0 · z) + µ · (±A1 · z) + ...+ µn−1 · (±An−1 · z)

of the vectors {±A0 · z, ...,±An−1 · z}. Thus these 2n vectors form a desired basis.
However, these vectors themselves are usually not invariant, because there does not
always exist µ > 0 such that Ad(µ) = Ai for 1 ≤ i ≤ n− 1. ut
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Furthermore, it’s complicated to compute this basis for any specific loop. We
need to calculate the coefficients A0,A1, ...,An−1 of the Taylor expansion, which
are given by the formula:

Ai =
di

dµi
Ad(µ)|µ=0.

Therefore, we can not use the basis as ‘optimal’ invariants.

A.3 Proof of Proposition 6

Proof (Proof of Proposition 6). If µ is a root to (8), then the two conditions (3)(5′)
for d coincide:

bT · c− ξ · q = (µ− 1)d = (µ− 1)fT · (RT)−1L · c;

otherwise, the feasible domain of d is an interval. We discuss two cases respectively:

– when 0 ≤ µ < 1 : constraints (3′)(5′) give us

(µ− 1)d ≥ max{bT · c− ξ · q, (µ− 1)fT · (RT)−1L · c}

– when µ ≥ 1 : constraints (3′′)(5′) give us

bT · c− ξ · q ≤ (µ− 1)d ≤ (µ− 1)fT · (RT)−1L · c

and the optimal value of d is one of the two boundaries of the interval. ut

A.4 Proof of Theorem 2

Proof (Proof of Theorem 2).

1. By the definition of adjoint matrix, we have

(TT − µ · I)Ad(µ) = det(TT − µ · I) · I

for any µ. Since λ is an eigenvalue of T, we have det(TT − λ · I) = 0, and

(TT − λ · I)Ad(λ) = det(TT − λ · I) · I = [0]n×n

thus for any vector x,

(TT − λ · I)Ad(λ) · x = 0;

so Ad(λ) · x is an eigenvector of TT with eigenvalue λ.
Using the condition that the geometric multiplicity of λ is 1, we know the rank
of TT − λ · I is n− 1; it has at least one non-zero cofactor. Hence Ad(λ) is not
zero matrix, and there exists x such that Ad(λ) · x 6= 0.
Otherwise the geometric multiplicity of λ is larger than 1, then rank(TT−λ ·I) <
n− 1 and all its cofactors are 0. In this case Ad(λ) = [0]n×n.

2. We know that every entry of Ad(µ) is a cofactor of TT − µ · I, which is a
polynomial of µ, hence continuous in µ. Thus for any {λi} → λ, we have
{Ad(λi) · x} → Ad(λ) · x. ut


