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Abstract

We consider a differential quasivariational inequality for which we state and prove the
continuous dependence of the solution with respect to the data. This convergence result
allows us to prove the existence of at least one optimal pair for an associated control
problem. Finally, we illustrate our abstract results in the study of a free boundary
problem which describes the equilibrium of a viscoelastic body in frictionless contact
with a foundation made of a rigid body covered by a rigid-elastic layer.

Keywords: Differential quasivariational inequality, Mosco convergence, convergence
results, optimal control, viscoelastic material, frictionless problem, unilateral constraint.
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1 Introduction

The present paper is motivated by the study of mathematical models which describe
the time-dependent unilateral contact of a deformable body with a foundation. Under
appropriate mechanical assumptions on the constitutive law and the interface condi-
tions, such kind of models lead to a weak formulation which is in the form of a system
that couples an ordinary differential equation with a variational or quasivariational in-
equality. Despite the fact that the solvability of such systems can be obtained by using
various abstract existence and uniqueness results available in the literature, at the best
of our knowledge there are very few results on the optimal control of the corresponding
contact models. In this current paper we try to fill this gap and, to this end, we use
arguments of variational and differential variational inequalities.

The theory of variational inequalities begun with the pioneering works [1, 2, 3].
Later, various extensions and applications were provided and the literature in the field
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is extensive. Comprehensive references on this subject are [4, 5, 6, 7, 8, 9, 10, 11, 12].
A survey of several classes of time-dependent and evolutionary variational inequalities,
with our without unilateral constraints, can be found in [13]. There, results on existence
and regularity for parabolic and hyperbolic evolutionary variational inequalities can
be found. The theory plays an important role in Mechanics, Physics and Engineering
Sciences where a large number of free boundary problems lead to elliptic or parabolic
variational inequalities problems. Some relevant examples of such problems are the
free boundary problems related to fluid flows through porous media [14], phase-change
processes for the one-phase Stefan problem [15] and two-phase Stefan problem [16].
Variational inequalities arise in the study of mathematical models in Contact Mechanics
too, as illustrated in the books [17, 18, 19, 20, 21, 22]. Their optimal control has been
studied in [23, 24, 25, 26, 27|, for instance.

A differential variational inequality represents a system that couples a differential
equation with a variational or quasivariational inequality. This terminology was used
for the first time in [28]. Existence, uniqueness and convergence results have been
obtained in [29, 30, 31, 32|, for instance. A stability result for the solution set of
differential variational inequalities has been obtained in [33, 34]. There, perturbations
of the associated set-valued mapping and perturbations of the set of constraints have
been considered. Moreover, the Mosco convergence of sets has been employed. The
results in [34] allow, in particular, the treatment of quasistatic contact problems with
short memory viscoelastic materials and Tresca’s friction law. A new class of differential
quasivariational inequalities in Banach spaces has been considered in [35]. There,
an existence and uniqueness result has been obtained by using a general fixed point
principle. Moreover, some examples and applications have been presented, including
the variational analysis of a contact problem with viscoplastic materials.

The current paper represents a continuation of [35]. Its aim is three fold. The
first one is to complete the abstract existence and uniqueness result in [35] with a
general convergence result for the solution. Here we assume that all the problem data
are perturbed, i.e., the second member and the initial condition of the differential
equation, the monotone operator, the non-differentiable function, the convex set and
the second member of the variational inequality, then we study the behaviour of the
solution with respect these perturbations. The second aim is to complete our previous
work [35] with an existence result for an associated optimal control problem. Finally,
our third aim is to apply these new results in the study of an viscoelastic frictionless
contact problem with history-dependent hardening parameter.

The rest of the paper is structured as follows. In Section 2 we introduce the differ-
ential quasivariational inequality we are interested in, denoted by P. Then, we recall
some preliminary results which are needed later in this paper. In Section 3 we present
our general convergence result, Theorem 3.1, which states the continuous dependence
of the solution of Problem P on the data. The proof of the theorem is carried out
in several steps, based on arguments on convexity, pseudomonotonicity and compact-
ness. Then, in Section 4 we introduce an optimal control problem associated to the
differential quasivariational inequality P and prove the existence of at least one op-
timal solution, Theorem 4.1. Its proof is based on arguments of compactness and lower
semicontinuity. Finally, in Section 5, we present an application of our abstract results
in the study of a mathematical model of contact with viscoelastic materials. We de-
scribe the model, list the assumption on the data, then we state and prove its unique
weak solvability. Next, we prove the continuous dependence of the weak solution with
respect to the data as well as the existence of the solution for an associated optimal
control problem. We also provide the mechanical interpretation of our results.



2 Preliminaries

Throughout this paper I denotes either a bounded or an unbounded time-interval, i.e.,
I=10,T] withT >0or I =Ry =]0,+00). We consider two real Banach spaces X, V
and a real Hilbert space Z, endowed with the inner product (-,-)z. The norm on these
space will be denoted by || - ||x, || - ||v and || - || z, respectively. The strong topological
dual space of V is denoted by V* and the duality paring of V and V* is denoted by
(,-). We shall use the symbols “—” and “—” for the weak and strong convergence
in various normed spaces to be specified. All the limits, upper and lower limits are
considered as n — oo, even if we do not mention it explicitly. Moreover, we use the
notation C'(I; V) and C(I; Z) for the space of continuous functions on I with values
in V and Z, respectively. In addition, we denote by a dot above the derivative with
respect to the time and we adopt the notation C'*(I; X) for the space of continuously
differentiable function defined on I with values in X.

Consider the following data: F : I x X xV = X 20 € X, A: X xV — V¥
jJ:XxVxV >R n:V =>Z f:1—Vand K C V. Then, the differential

quasivariational inequality problem we consider in this paper is stated as follows.

Problem P. Find x € CY(I; X) and u € C(I; V) such that

x(t) = F(t,z(t),u(t)) Vtel,
x(0) = xo,
u(t) € K, (A(z(t),u(t)), v —u(t)) +j(2(t), ut),v) — j(z(t), ut), u(?))

> (f(t),mv —7u(t))z Yve K, tel. (2.3)

The study of Problem P requires some preliminaries that we present in what follows.

Definition 2.1. An operator B : V. — V* is said to be:

(i) Lipschitz continuous, if there exists Lp > 0 such that

HBul — BUQ’

ve < Lpllur —uslly  Vug,uz €V
(ii) strongly monotone, if there exists mp > 0 such that

(Buy — Bug,u1 — ug) ZmBHul—uQH%/ Vui,ug € V.

Consider now the following assumptions on the data of Problem P.

F:IxXxV — X is such that:
(a) The mapping t — F(t,z,u) is continuous for all x € X, u € V.

(b) For any compact set J C I there exists L; > 0 such that (2.4)
[1E(t, w1,u1) = F (8 2, u9) || x < Ly (21 — 22)x + [lur — uzllv)
for all 1,20 € X, uj,us €V, t € J.
xg € X. (25)
K is a nonempty closed convex subset of V. (2.6)



A: X xV — V*is such that:

(a) There exists L' > 0 such that
[A(21,u) — A(z2, u)|lv+ < Lz — 22| x
for all z1,20 € X, u e V.
(b) There exists L” > 0 such that (2.7)
[A(z, u1) — Az, ug)|lve < L"[lur — uglv
forall z € X, uy,us € V.

(c) There exists m > 0 such that
(A(z,u1) — Az, u2), u1 — ug) > mljuy — UQH%/
forall z € X, uy,us € V.

j: X xV xV — Ris such that:

(a) For all z € X and u € V, j(z,u,-) is convex
and lower semicontinuous (l.s.c) on V.

(b) There exists a > 0 and § > 0 such that (2:8)
J(@1,ur,v2) — j(w1,u1,v1) + j(@2, u2, v1) — j(22, U2, v2)
< oz — zoxllvr — vallv + Bllur — wallvflvr — vallv,
L for all z1,20 € X, ui,us €V, v1,v9 € V.
m > f. (2.9)
fecC(;2). (2.10)
w:V — Z is a linear continuous operator, i.e., ( )
2.11
there exists ¢y > 0 such that ||7v]|z < co||v||y Vv e V.

Note that assumption (2.11) allows us to apply the Riesz representation theorem
in order to define a function f: I — V* such that

(f,v) = (f(t),7v), VveV, tel. (2.12)

Furthermore, assumption (2.10) implies that f € C(I;V*). Hence, the following res-
ults are obtained as a direct consequence of Theorem 3.1 and Lemma 3.6 in [35],
respectively.

Theorem 2.1. Assume that X is a Banach space, V is a reflexive Banach space,
Z is a Hilbert space and (2.4)—(2.11) hold. Then Problem P has a unique solution
(z,u) € CYI; X) x C(I; V).

Lemma 2.1. Assume that X is a Banach space, V is a reflexive Banach space and
(2.6)(2.11) hold. Then, for each T(t) € CY(I;X), there ewists a unique function
u e C(I;V) such that

ut) € I, (AZ(), u(®)), v — u(d)) + j (@), u(t),v) — (T(t), u(t), u(t))
> (f(t),mv —7mu(t))z, Vve K, tel. (2.13)

We now complete the previous results with the following comments.



Remark 2.1. Under the assumptions of Lemma 2.1 it is easy to see that the quasi-
variational inequality (2.13) is equivalent with the problem of finding a function u :
I — V such that

u(t) € K, G(t,u,v) >0 VveK, tel (2.14)
where G : I x K x K — R is the function defined by
G(tv u, (U) - <A(j(t)/ U), U= u> + j(i(t), u, U) - ](z(t)v u, (U‘) - (f(IL)v ™ — 7T’LL)Z

forallt €I, u,ve K. Lett € I be fired. Then, it is easy to see that G(t,u,u) = 0
and G(t,u,-) : K — R is a convex lower semicontinuous function, for any u € X.
Moreover,

G(t,u,v) + G(t,v,u) < —(m — B)||u—v||} <0 Vu, veK.

All these properties allows us to use Theorem 1 in [36] in order to prove the solvability
of the equilibrium problem (2.14). For more details, existence results and applications
of equilibrium problems, we refer to [37, 38] as well as to the edited volume [39)].

We end this section with the following version of the Weierstrass theorem.

Theorem 2.2. Let W be a reflexive Banach space endowed with the norm || - |lw, U
a weakly closed subset of W and J : U — R a weakly lower semicontinuous function.
Then J is bounded from below and attains its infimum on U whenever one of the
following two conditions hold:

(i) U is bounded;

(ii) J is coercive, i.e., J(p) = oo as |p|llw — oc.

We shall use Theorem 2.2 in Section 4 in order to establish the existence of at least
one solution of optimal control problem. Its proof can be found in many books and
surveys, including [20].

3 A convergence result

The solution (z,u) to problem P obtained in Theorem 2.1 depends on the data F', o,
A, K, j and f. In this section we prove a convergence result that shows the continuous
dependence of (x,u) with the above-mentioned data. This result will represent a crucial
ingredient in the study of the optimal control problem that we shall study in Section 4.
To describe it, for each n € N we consider a function Fj,, an initial data zq,, a convex
set K,, an operator A, and two functions j, and f, that satisfy the assumptions
(2.4)-(2.10), respectively, with constants Ly, L!,, L, m,, a, and 3,. To avoid any
confusion, when used with n, we shall refer to these assumptions as (2.4),, =(2.10),,. The
sequences {Lj,}, {L,}, {L!}, {mn}, {an} are assumed to be bounded and, therefore,

without the loss of generality we assume that
Ly <Ly, L, <L, L'<L' mpy>m, aoapn<a B,<B VneN (3.1)

where Ly, L',L",m,a, are the constants associated with the assumptions (2.4)-
(2.10), respectively. Then, for each n € N we consider the following problem.



Problem P,,. Find x, € C'(I; X) and u, € C(I;V) such that
I (t) = Fp(t, 2 (t), un(t)) Vtel, (3.2)

2 (0) = Zon,
un(t) € Kn, (An(@n(t), un(t)), vn — un(t))
+ Jn(@n(t), un(t),vn) = jn(@n(t), un(t), un(t))
> (fn(t), mon — Tun(t))z  Von € K, t€1. (3.4)
Note that, if (2.4),-(2.10),, and (2.11) hold, Theorem 2.1 guarantees the existence

of a unique solution of problem P,, denoted in what follows by (x,,u,). We now
consider the following additional assumptions.

For all n € N there exists I';, > 0, and v, > 0 such that :

(a) [[Fn(t,z,u) = F(t, z,u)l|x < T (lzllx + lullv +m)
Vtel,xe X, ueV.

(3.5)
(b) nh_}rgo r,=0.
(c) The sequence {7,} C R is bounded.
Ton — zo in X. (3.6)

[ {K,} converges to K in the sense of Mosco [40], i.e.,:
(a) For each v € K there exists a sequence {v,} such that

v, €K, YVneN and v, v in V. (3.7)
(b) For each {v,} such that

v, € Ky VnéeN and v, = v in V, we have v € K.

For all n € N there exists A,, > 0, and \,, > 0 such that :

(@) [[An(z,u) = A(z, u)|lv- < A (2] x + llullv +An) Vee X, ueV.
(b) nh_}rgo A, =0.

(c) The sequence {\,} C R is bounded.

(a) For all n € N there exists 7, > 0 and d,, > 0 such that :
(@, u,v1) = G2, u,v2) < 10+ n(lzllx + [lullv)] lor — vallv
Vee X, ueV, vj,vg € V.
(b) There exists 79 > 0 and dg > 0 such that 7, < 79 and J,, < dp9 < m. (3.9)
(c) For any sequences {u,} C V, {v,} C V such that

U, ~uinV, v, = vinV  we have

lim sup [Jn (2, Un, V) — jn (T, U, up)] < j(z,u,v) — j(z,u,u) Vo e X.

n—o0

(a) fu(t) = f(t) in Zasn—o00 Vtel,
(b) For any compact set J C I there exists w; > 0 such that (3.10)
IfnDllz <ws ¥neN, ted
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For any sequence {v,} C V such that
{ ton} (3.11)

v, = v in V we have wv, —» 7mv in Z.

Our main result of this section is the following.

Theorem 3.1. Assume (2.4)—(2.11) and (2.4),(2.10),, for each n € N. Moreover,
assume (3.1) and (3.5)—(3.11). Then, the solution (x,,uy,) of Problem P, converges to
the solution (x,u) of Problem P as n — oo, i.e., for each t € I we have

up(t) 2 u(t) in V. and z,(t) > x(t) in X as n — 00. (3.12)

The proof of Theorem 3.1 will be carried out in several steps. To present it, every-
where in what follows we assume that the hypotheses of Theorem 3.1 are satisfied, even
if we do not mention it explicitly. Moreover, for each n € N we consider the following
auxiliary problem in which, recall, z € C1(I; X) is the first component of the solution
(z,u) of Problem P.

Problem P,,. Find @, € C(I;V) such that

Un(t) € Kp, (An(2(t),n(t)),vn — Un(t)) + jn(@(t), n(t), vn) — jn(z(t), Un(t), Un(t))
> (fu(t), mon, — s (t)) 2 Vo, € Ky, tel. (3.13)

The first step of the proof is the following.

Lemma 3.1. For each n € N, Problem P, has a unique solution u, € C(I;V).
Moreover, for each compact subset J C I, there exists C; > 0 such that

|an(t)|y < Cy,  Vteld neN. (3.14)

Proof. The existence and uniqueness of solution to problem P, is derived straightfor-
ward from Lemma 2.1.

Assume now that J C I is a given compact and let ¢t € J, ug € K. Using (3.7)
there exists a sequence {ug,} such that

uop € K VneN and  wug, - ug in V.

Let n € N be fixed and take v, = ug,, € K, in (3.13) to obtain

<An(ll,‘(t), an(t))a an(t) - U0n> § ]n(x(t)a an(t)a uOn)
= Jn (), n(t), un(t)) + (fu(t), mn(t) — 7u0n) 2

and, therefore,

(An(z(t), un(t)) — An(2(t), uon), Un(t) — uon) < (An(2(t), uon), uon — Un(t))
+ ]n(x(t)7 an(t)a UOn) - ]n(x(t)v ﬂn(t)7 ﬂn(t)) + (fn(t)7 ﬂﬁn(t) - WUOn)Z-

Then, using (2.7),(c) and conditions (3.9)(a) and (2.11) we find that

M|Un () = wonllv < [|An(2(t), uon) v~
+ 7o+ On ([l2() | x + [[un(8)]lv) + coll fu(B)] 2- (3.15)



Now, since

[An (2(8), won) lv- < [|An(2(t), uon) — Az (), uon)|v-
+ | A(2(t), uon) — A(2(t), uo) v+ + [|A(2(t), uo)|lv~

from assumptions (3.8) and (2.7)(b) we obtain that

[ An (), uon)|

ve < Ap ([J2(®)llx + lluonllv + An)
—|—L"Hu0n —U()|’\/—|- HA(LU(t),UQ)Hv* (316)
Recall now that conditions (3.1) and (3.9)(b) guarantee that m, > m, 7, < 79 and

0p < 60 < m. As |[un(t)|lv < [|wn(t) — vonl|lv + ||won|lv, combining inequalities (3.15)
and (3.16) it follows that

~ 1
Hun(t) - uOnHV < m—

5 {An (@)l x + luonllv + An) + L Juon — uollv

+ 1A (8), wo) llv+ + 70 + do (l2()l[ x + lluonllv) + Conn(t)HZ}- (3.17)

Next, since ug, — u, there exists M > 0 which does not depend on n such that
||uwon — uolly < M. Consequently,

l[uonllv < M + [Juollv- (3.18)

On the other hand, from assumptions (3.8)(b),(c), we know that A, — 0 and
{An} C R in bounded. Therefore, there exists Ag > 0 and A\g > 0 such that

An < A(] and >\n < )\0. (319)

In addition, since z € C*(I; X), there exists M; > 0 which does not depend on ¢
such that
[zl x < M. (3.20)

Moreover, taking into account (2.7)(a) we get

[A(z(t), uo)llv+ < [[A(x(t), u0) — A(zo, uo)llv+ + [[A(zo, uo)||v-
< L'x(t) — zollx + | A(zo, uo)llv= < L'(My + |lzollx) + | A(wo, uo)l

Ve (3.21)

Finally, from condition (3.10)(b), there exists a constant w; > 0 which does not
depend on n and t such that

[fn(®llz < w. (3.22)
Therefore, from (3.17)—(3.22) we deduce that

1
- { R0 (M + 20+ Juolly + Do) + E/3 + L'(My + [l]x)

”an(t) - uOnHV < m )

+ || A(z0, uo)|lv+ 4+ 70 + 60 (M + M + |lugllyv) + cowJ}.
Defining now C'y as the right hand side of the previous inequality we get that

[un(®)llv < Cy + [luon]lv-
As aresult we deduce (3.14) with Cy = Cj+ M +||ug||y, which concludes the proof. [

The second step of the proof is the following.
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Lemma 3.2. For each t € I the following weak convergence holds:
Up(t) = u(t) in V asn— oo. (3.23)

Proof. Let t € I and consider a compact set J C I such that t € J. Using Lemma
3.1 we obtain that there exists an element u(t) € V' and a subsequence of {uy(t)}, still
denoted by {un(t)}, such that u,(t) — u(t) in V as n — oo. Recalling assumption
(3.7), since uy(t) € K, Vn € N, we deduce that u(t) € K.

We now prove that u(t) = u(t) and, by the uniqueness of the solution to (2.3), it is
enough to show that w() is a solution to inequality (2.3). To this end we consider an
element v € K and use (3.7) to find that there exists a sequence {v,} C V such that

v, € K, YneN and wv,—v inV.
We now use (3.13) to obtain
(An(z(t), un(t)), un(t) — vn) < Jn(@(t), Un(t), vn) — jn(z(t), Un(t), Un(t))
+ (fu(t), mun(t) — mo,) 2.
Next, writing
A((t),Tn(t)) = A((8), Tn(t)) — An(2(t), (1) + An(@(t), Tn(t))
we find that
(A@ (1), un(t), un(t) — vn) < (An(x(t), un(t)) — A(@(t), Un(t)), vn — Un(t))

+]n( t)vun(t) )_]n( (t)van(t)7an(t))
+ (fu(t), 7y (t) — 7oy 2.

Adding and subtracting v in the duality paring leads to

(A(z(t), un(t)), in(t) — v) < (A(z(t), Un(t)), vn — v)
+ (An(2(t), un(t)) — A(z(t), Un(t)), v — Un(t))

+ Jn(@(t), Un(t), vn) — Jn(2(t), Un(t), Un(t))

+ ( (t)v U n(t) - 7r'Un) (324)
So,
4
(A (t), U (1), un(t) — v) <D Sh(vn), (3.25)
=1
with
Sp(vn) = (A(x(t), Un(t)), vn — ),
S’?L(”’n) = <An(x(t)7an(t)) A(l‘(t) un<t)) - an(t»v (3 26)
Sp(vn) = jn(2(t), Un(t), va) = jn(2(t), Un(t ) n(t)), ‘
S4(”ﬂ) (fn(t), mln(t) — mvn) 7.

In order to pass to the upper limit in inequality (3.25) we now estimate each of the
terms S}, above.
First, using (2.7)(b) we deduce that that

S (vn) < A1), Tn () llv+llon = vllv

< (I A@®), (1) — A@(), 7E) v+ + [A@E, @E)llv-) vn — vllv
< (L in(t) — GOy + A, GE)llv-) on — llv-

v-)



Therefore, since L ||, (t) — u(t)||v + ||A(z(t), u(t))||v+ is bounded and |v, —v||y — 0
it follows that

limsup S} (vy,) = limsup (A(x(t), Un(t)), v, —v) < 0. (3.27)

n—oo n—oo

Next, exploiting condition (3.8)(a) we find that

Sn(vn) < || An(x(t), @n(t) — A2 (t), @n(t))llv-llva — T (®)llv
< An (lz(@®)llx + [an@llv + An) [lon = wn(@)]v-

Taking now into account the boundedness of the sequences ||v,||v, ||un(t)|v and {A,},
using assumption (3.8)(b) we obtain that

limsup S2 (vy,) = limsup (A (2(t), Un(t)) — A(2(t), Un(t)), vp — Un(t)) < 0. (3.28)

n—oo n—o0

We proceed with the term S3(v,). From hypothesis (3.9)(c), since v, — v and
Up(t) — u(t) in V we have

lim sup S, (va) = bmsup [ (2(t), Gn(t), vn) = Ju(2(1), (), T (1))]
< j(z(t),u(t),v) — j(z(t), ult), u(t)). (3.29)
Finally,

S40n) = (ful), miin(£) = 7(8)) 2 + (fulb), 7U(E) — 70)7 + (fult), 70 — 70,)2
< |l ZlIwTin(t) = 7)1 2 + (fult) 7EE) — 70) + [ fu(B) | 2170 = 700 2

Thus, by assumptions (3.10)(a) and (3.11), the weak convergences of uy,(t) to u(t) and
the strong convergence of v, to v, both in V', we deduce that

lim sup St (v,) = limsup (fu(t), 7Un(t) — 700) 7z < (f(t), 7U(t) — 70) 7. (3.30)

n—o0 n—oo

We now pass to the upper limit in inequality (3.25) and use (3.27)—(3.30) to find
that

lim sup (A(x(2), n(t)), Un(t) = v) < j(2(2), ult),v) = 3(2 (1), u(t), u(t))
+ (f(t), mu(t) — mv)z Vove K. (3.31)
On the other hand, using the monotonicity of the operator A(z(t),-) we have
(A(z(t),v), un(t) —v) < A(x(t), un(t)), un(t) — v) YoeV
and, using the convergence u,(t) — u(t) in V', we find that

(A(z(t),v),u(t) —v) <limsup (A(z(t), Un(t)), un(t) — v) VoeV. (3.32)

n—o0

We now combine the inequalities (3.31) and (3.32) to deduce that

(A((t),v), i(t) — v) < j(a(t), (t), v) — j((t), @(t), (1))
( 7

<
+ (f(t), mu(t) — wv)z Vo e K. (3.33)

10



Consider now an arbitrary element w € K and let 6 € (0, 1]. We take v = u(t) + 0(w —
u(t)) in (3.33), use the convexity of the function j with respect the third argument and
divide the resulting inequality with # > 0 to find that

(AG(0), T7(E) + 6w — T(0))), TE) — w) < Ga(t), Tt), w) — §((e),7(e), Tt))
+ (f(t), mu(t) — 7w)z.

We now pass to the limit as § — 0 and use assumption (2.7)(b) to conclude that
u(t) € K satisfies the inequality

(A(z(t),u(t), ut) — w) < j(@(t), u(t), w) — j(=(t), u(t), u(t))
+ (f(t), mu(t) — mw)z, Vwe K, tel. (3.34)

On the other hand, Lemma 2.1 guarantees that (3.34) has a unique solution. There-
fore, (2.3) and (3.34), yield u(t) = u(t). This assertion reveals that each subsequence of
{un(t)} which converges weakly in V' has the same limit u(t). Therefore, by a standard
argument we get that the whole sequence {u,(t)} converges weakly to u(t) in V', which
concludes the proof. O

We now proceed with the following result.
Lemma 3.3. For each t € I the following strong convergence holds:
Un(t) > u(t) in V as n— oo. (3.35)

Proof. Let t € I and let J C I be a compact set such that ¢ € J. As u(t) € K,
assumption (3.7) and arguments similar to those used in the proof of inequality (3.25)
lead to

4
(A(@(t), @n (1), Tn(t) = u(t)) <Y S (vn)- (3.36)
=1

Here, for each n € N and i € {1,2,3,4}, S is given by (3.26) and {v,} C V is a
sequence such that

v, € K,y VneN and v, = u(t) in V. (3.37)
Inequality (3.36) implies that
(A(z(t), un(t)) — A(z(1), u(t)), un(t) — U(t)>

< <A(l’(t),u(t)), _un +ZSZ Un

and, using the strong monotonicity of A, (2.7)(c), yields

mllin(t) — w(®)I} < (A((t), u(®)), ult) - Gt +zsz o). (3.38)

On the other hand, the convergence (3.23) in Lemma 3.2 implies that

(A(z(t),u(t)),u(t) —un(t)) - 0, as n — oo. (3.39)
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Moreover, using (3.27)—(3.30), taking into account that u,(t) — u(t) = u(t), replacing
v = u(t) and considering the sequence {v,} such that (3.37) holds, we see that

4
lim su St (vy) < 0. 3.40
sup ; n(vn) < (3.40)
Therefore, passing to the upper limit in (3.38) and using (3.39), (3.40) we deduce that

lim sup [|@,(¢) — u(t)||} <0,

n—oo
which implies (3.35). O
We are now in a position to provide the proof of Theorem 3.1.

Proof. Let t € I and n € N. Moreover, consider a compact interval J C I such that
[0,t] C J and denote by L; the constant which arises in condition (2.4)(b). We test
with v, = up(t) € K, in (3.4) to see that

(An(@n (), un(t)), un(t) — un(t)) < jn(zn(t), un(t), un(t)) — jn(zn(t), un(t), un(t))
+ (fult), Tun(t) — 7tn(t)) 2. (3.41)

Then, taking v, = uy(t) € K, in (3.13) we find that

(An(z(t), un(t)), tn(t) = un(t)) < jn(@ (L), Un(t), un(t)) = jn(2(t), tn(t), Un(t))
+ (fult), Ttn(t) — Tun(t)) 2 (3.42)

We now add inequalities (3.41) and (3.42) to deduce that

(An(@n(t), un(t)) = An(x(t), un(t)), un(t) = Un(t)) < jn(en(t), un(t), un(t))
= Jn(&n(t), un(t), un(t)) + jn(2(t), Un(t), un(t)) = jn(@(t), Un(t), tn(t)).

Next, writing

An(@n(t), un(t)) = An(x(t), un(t)) = An(2n(t), un(

we get

(Tn(t), Un(t)), un(t) — un(t))
) = An(@n (1), Un(t)), un(t) — un(t))

Therefore, using assumptions (2.7),(c) and (2.8),(a) we obtain that

Mn|un(t) = Tn ()5 < | An(2(t), Tn(t) = An(2n(t), T () v+ lun(t) — @n(t)llv

+ anllza(t) = 2 ()| x 1@ (t) = un )l + Ballua(t) — @] (3.43)
Next, assumptions (2.7),(a), (3.1) and inequality (3.43) imply that

9

lun(®) = (@)l < EEFll2(t) = 2n(®)]lx- (3.44)
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Therefore, from (3.44) we deduce that

[un () = u(®)llv < flun(t) = un@llv + l[an(t) = u(@®)llv

< L a(t) — wa(t)lx + () — u(®)v- (3.45)

On the other hand, since x(t) and z,(t) satisfy (2.1)-(2.2) and (3.2)-(3.3), res-
pectively, we find that

z(t) =z —|—/0 F(s,z(s),u(s)) ds,

t) = xon —i—/o Fo(s,zn(s),un(s)) ds

and, therefore,

[(t) = 2a(t

Mx < llwo — zonllx

/ |1E(s,z(s),u(s)) — Fn(s,zn(s), un(s))|lx ds.
Now, using (2.4),(b) and (3.5) we obtain that

(s, 2(s), u(s)) = Fu(s, 2n(s), un(s)) | x <[[F(s, 2(s),uls)) = Fuls, 2(s), u(s))l x
+ ([ Fuls, 2(s), u(s)) = Fu(s, 2a(s), un(s))llx
< T (l2(s)llx + [lu(s)llv +m)

(3.46)

+ Ly ([lz(s) = zn(s)llx + llu(s) = un(s)llv) - (3.47)
We combine (3.45) and (3.47) to find that
1 (s, 2(s), u(s)) = Fu(s, n(s), un(s)) | x < Tn ([2(s)l[x + [lu(s)llv + m)
+ Ly (1+ 228 ) llon(s) = 2(5) | x + Lolliin(s) = u(s) |- (3.48)
Then, exploiting (3.46) and taking into account (3.48) we deduce that
[2(t) = zn ()l x < gn(t) + C/ [2(s) = zn(s)x ds, (3.49)
0
with ¢ = L; <1 n f,;jg) and
gn(t) = llzo — wonllx +/ L ([2(9)llx + llu(s)llv +vn) ds
0
—I—/O Lj|un(s) — u(s)||v ds. (3.50)

We now use the Gronwall argument to see that

[2(t) — zn(t)]|x < gn(t) e (3.51)
Moreover, note that assumptions (3.6), (3.5), the bound (3.14) and the convergence

(3.35) allow us to use the Lebesgue dominated convergence theorem to obtain that

gn(t) =0 as

n — 0Q.

(3.52)
We now use (3.51) and (3.52) to see that z,(t) — =(t) in X. Then, (3.45) implies
up(t) = u(t) in V, which concludes the proof

O
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We end this section with the following remarks.

Remark 3.1. Assume that
e C;R), fo€Z and fo(t)=01)fn VneN,tel (3.53)
In addition, assume that
fez ft)=60t)f Vtel and f,—f inZ (3.54)

Then it is easy to check that (2.10), (2.10),, and (3.10) hold and, therefore, the statement
of Theorem 3.1 still remains valid if we replace these assumptions by hypotheses (3.53)
and (3.54).

Remark 3.2. Note that Theorem 3.1 provides a pointwise convergence result for the
solution (Tn,un) of Problem P, to the solution (x,u) of Problem P as n — oo, see
(3.12). Extending this result to a convergence result in the space C1(I; X) x C(I; V)
remains on open problem which deserves to be investigated in the future.

4 An optimal control problem

Throughout this section we assume that (W, || - ||w) is a reflexive Banach space and
U is a nonempty subset of W. For each ¢ € U we consider a function Fy, an initial
data zoq, a convex set K,, an operator A, and two functions j, and f, that satisfy
the assumptions (2.4)-(2.10), respectively with constants L jg, Lg, LZ, mg, g and
Bq- To avoid any confusion, when used with ¢ we will refer to these assumptions as
(2.4)4-(2.10)4. We now consider the following problem.

Problem P,. Find z, € C*(I; X) and uy € C(I;V) such that
q(t) = Folt,xq(t),uq(t))  Viel,
24(0) = zoq, (4.2)
uq(t) € Ky, (Ag(zq(t), uq(t)), vg — ug(t))
+ Jq(@q(t), ug(t); vg) — Jg(wq(t), uq(t), uq(t))
> (fq(t), mvg — mug(t))z Vg € Ky, t €. (4.3)

Under assumptions (2.4)—(2.10), (2.11), Theorem 2.1 guarantees that for each ¢ € U
there exists a unique solution (z4,u,) € C1(I; X) x C(I;V) to Problem P,.

Consider now a cost function £ : X x V x U — R. Then, the optimal control
problem we study in this section is the following.

Problem Q. Givent € I, find ¢* € U such that
L(xg(t),uq(t),q") = IqIéi[I]l L(xq(t),uq(t),q). (4.4)
In the study of this problem we consider the following assumptions.

U is a nonempty weakly closed subset of W. (4.5)

For all sequences {z,,} C X, {un} CV, {gn} C U such that
Tp —xin X, up > uin 'V, ¢, — qin W, we have (4.6)

liniinf L(xp, Un, qn) > L(z,u,q).
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There exists z : U — R such that
(a) L(x,u,q) > 2(q) VeeX,ueV, qgeU. (4.7)

(b) ||gn|lw — oo implies that z(g,) — oo.

U is a bounded subset of W. (4.8)

Our main result of this section is the following.

Theorem 4.1. Assume (2.4),(2.10)4, for each ¢ € U. In addition, assume (2.11),
(3.11), (4.5), (4.6) and either (4.7) or (4.8). For each sequence {q,} C U such that
qn — q in W define

F:Fq7 xOZqua K:Kq7 A:ALP j:jQ7 f:fq
and
E, = gny  LOon = T0gqy» Kn:ana An:Aqna jn:jqna fn:fqn

and assume that (3.1), (3.5)~(3.10) hold. Then, for each t € I, the optimal control
problem Q has at least one solution q*.

Proof. Let t € I be fixed and consider the function J; : U — R defined by

Ji(q) = L(zq(t), uq(t), q) VqeU. (4.9)

Then, we consider the problem of finding ¢* such that
Ji(¢") = min Ji(q). 4.10
t(¢7) = min Ji(g) (4.10)

We apply Theorem 3.1 to see that z,,(t) — z4(t) in X and wg, (t) = u4(t) in V.
Then, taking into account the convergence ¢, — ¢ in U, the definition (4.9) of J; and
condition (4.6) on £ we find that

lim nf J;(ga) = lim inf £z, (1), ug, (6),0) = Llag(t),ug(0).0) = Jla).  (4.11)
This means that J; is a weakly lower semicontinuous function.
Assume now that condition (4.7) is satisfied. Then
Ji(an) = £($QH7UQn7 qn) > 2(qn)

and ||gn|[w — oo implies z(g,) — oo. It follows from here that Ji(g,) — oo, i.e., J; is
coercive. Recalling that W is a reflexive Banach space and U is a weakly closed subset
of W, the existence of at least one solution to problem (4.10) is a direct consequence of
Theorem 2.2. This means that there exists a minimizer ¢* € U for J; which, in turn,
guarantees that Problem O has at least one solution. The same conclusions follows
if we assume that condition (4.8) is satisfied since, in this case, the Weierstrass-type
argument provided by Theorem 2.2 still holds. O

We end this section with the following remark.
Remark 4.1. Assume that
0ecC(;R), f,e€Z and f,(t)=00t)f, VQeU tel. (4.12)
In addition, assume that
fqn — fq in Z for any sequence {q,} C U such that ¢, — ¢ in W. (4.13)

Then it is easy to check that (2.10), and (3.10) hold and, therefore, the statement of
Theorem 4.1 still remains valid if we replace these assumptions by hypotheses (4.12),
(4.13).
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5 A frictionless contact problem

As mentionned in the Introduction, the results in Section 3—4 can be used in the
analysis and control of mathematical models which describe the contact of a deformable
body with a foundation. A large number of examples can be considered, in which the
contact is frictional or frictionless and the material behaviour is described by an elastic,
viscoelastic or viscoplastic constitutive law. In this section we provide such an example
in which we assume that the contact is frictionless, the material is viscoelastic and the
hardening of the foundation is taken into account. For more details on the modelling
and analysis of contact problems we refer the reader to the books [20], [22].

Everywhere below d € {2,3}, S? denotes the space of second order symmetric
tensors on R? and -7, || - || will represent the inner product and the Euclidean norm
on R? and S¢, respectively. We use the notation O for the zero element of the spaces
R? and S¢ and the indices 4, j, k,! run from 1 to d. Let  C R¢ be a bounded domain
with Lipschitz continuous boundary I' and let {2 = QUT. We denote by v the outward
unit normal at I' and y € Q U T will represent the spatial variable which, sometimes,
for simplicity, is skipped. Assume that I' = T'y UT3UT's where I'y, I'9, I'3 are mutually
disjoint measurable parts of I" such that meas (I';) > 0. For the displacement and the
stress field we use the Hilbert spaces (V,(-,-)v) and (@, (,-)q), respectively, defined
by

V={v= () e HQ)? : v|r, =0}, (u,v)V:/Qs(u)~s(v)dy,
QZ{T:(Tij)GLQ(Q)dXd D Tij = Tii b (0'77)@:/90"7'6@.

Here and below e represents the deformation operator, i.e., €(v) denotes the symmetric
part of the gradient of v, for any v € V. The associate norms on the spaces V will be
denoted by || - [l and | - ||q, respectively.

For an element v € V', we use the notation v, and v, for the normal and tangential
traces of v on I, i.e., v, = v-v and v; = v — v,v. Moreover, for a regular stress
field o € Q we use the notation 0, = (ov) - v and o, = o — o,v. Finally, as usual,
we denote by V* the strong topological dual of V, by (-, ) the duality paring mapping
and by I an interval of time of the form I = [0,7] with T > 0 or I = [0, 4+00).

Then, the classical formulation of the viscoelastic contact problem we consider in
this section is the following.

Problem P°. Find a stress field o : Q x I — S, a displacement field uw : Q x I — R?
and an interface function n, : I's x I — R such that

o(t) =Ee(u(t)) + B(o(t) — Fe(u(t))) in Q, (5.1)
Div a(t) + fo(t) =0  in Q, (5.2)

u(t)=0  onTYy, (5.3)

o(t) -v=fyt) on I'y, (5.4)
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uy(t) < g, ou(t) + kg () + mu(t) <0, )
(uy(t) = 9) (0w (t) + kug (1) + mu(t)) = 0,

0 <mle) < h( [ uis)ds.ul (),

on I's, (5.5)
0 if w,(t) <0,
n(t) = t
h([;uj@)daujﬁn if w,(t) >0
o.(t)=0 on I's, (5.6)
o(0) = oy, u(0) = ug in Q. (5.7)

Note that Problem Pv¢ describes the equilibrium of a viscoelastic body which oc-
cupies the domain (2, is held fixed on the part I'; on his boundary, is acted upon by a
time-dependent surface traction of density f, on I's and is in contact with a founda-
tion on I's. Equation (5.1) represents the constitutive law which models the viscoelastic
behavior of the material. Here £ is a fourth order elasticity tensor, 8 is a viscosity
coefficient and F is a constitutive function. Equation (5.2) represents the equilibrium
equation in which f denotes the density of body forces, (5.3) is the displacement
boundary condition and (5.4) is the traction boundary condition.

Condition (5.5) is the contact condition which models the contact with a foundation
made of a rigid body covered by a layer of rigid-elastic material. Here g represents the
thickness of this layer, h is a given function which describes its rigidity, k is a stiffness
coefficient and r denotes the positive part of r, i.e., r4 = max {r,0}. Details can be
found in [22]. Here we restrict ourselves to recall that the quantity

gmwaéw@@w (5.8)

represents the accumulated penetration in the point y of the contact surface at the
time moment ¢. Assuming that the yield function h depends on the process variables
¢ and u,} describes the hardening property of the foundation.

Condition (5.6) shows that the tangential component of the stress vanishes on the
contact surface and, therefore, the contact is frictionless. Finally, (5.7) are the initial
conditions, in which ug and o are given.

In the study of Problem P¢ we use the space of symmetric fourth order tensors
Qoo defined by Qoo = {C = (cijrt) | Cijrr = Cjint = criij € L°(2)} and we consider the
following assumption on the data.

(a) € € Qo-

(b) There exists mg > 0 such that (5.9)
E(y)T -7 > mg||T||? forall T €S% ae yec.

(a) F:QxS?— 8%

(b) There exists Lx > 0 such that

|F(y, 71) — F(y, m2)|| < Lz (|71 — 72|l
for all 71,79 € Sd, a.e. y € €. (5.10)

(c) y — F(y,T) is measurable on ©, for any 7 € S%.
(d) y = F(y,0) € Q.
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(a) h: T3 x RxR — Ry.

(b) There exists Ly, > 0 such that
|h(y,r1,81) — h(y, 2, 82)| < Lh(\ﬁ —ra| + [s1 — s2|)

for all 71, ro, s1, s9 € R, a.e. y € I's. (5.11)
(¢) y > h(y,r,s) is measurable on I's, for any r, s € R.
(e) y — h(y,0,0) € L*(T3).
fo € C(L; L2(Q)%), fo € O(I; L*(I'y)%), (5.12)
B e L>=(Q). (5.13)
ke L>*Ts), k(y)>0 ae yels. (5.14)
ug €V, op € Q. (5.15)
There exist G € H%(Q) and My, M; € R such that
{ g="(G)onTzand 0 < My < G(y) < M for all y € Q. (5.16)

Note that in (5.16) and below o : H'(Q) — L?*(I') denotes the trace operator.
Moreover, note that the condition (5.16) make sense since d € {2,3} and, therefore,
H%(Q) Cc C(Q).

We turn in what follows to the variational analysis of Problem PY¢ and, to this end,
besides the function £ : I's x I — R defined by (5.8), we consider the irreversible stress
field o : Q x I — S% and the set of admissible displacements fields K C V defined by

o =0 —Ee(u), (5.17)
K={veV:y, <g ae onlj} (5.18)
Then, using standard arguments we deduce the following variational formulation of the

problem.

Problem Py°. Find an irreversible stress field o™ I — Q, an accumulated penetra-
tion function & : I — L*(I's) and a displacement field uw : I — V such that

Z""(t) = p(Ee(u(t)) + a"(t) — Fe(u(t))), g'(t) =uf(t) Vtel, (5.19)
"(0) = a0 — Ee(ug), £(0) =0, (5.20)

ult) € K, /Q (Ee(ult) + o (1)) - (e(v) — e(u(t)) dy

+ [ kug () (v — w(t)) da +/ h(E(t),u) (1) (v — u) (1)) da

s

a Q

I's
> / Fol)-v—u®dy+ | Fot) (w—u)da VveK, tel (5.21)
Q Iy

The unique solvability of Problem Py is provided by the following existence and
uniqueness result.

Theorem 5.1. Assume (5.9)—(5.16). Then Problem P{¢ has a unique solution which
satisfies 0" € CY(I;Q), & € CL(I; L3 (T3)), uw € C(I; V).
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Proof. We consider the product spaces X = Q x L?(I'3) and Z = L?*(Q)? x L?(TI'y)?
endowed with the canonical inner products (-,-)x and (-,-)z, respectively, as well as
the operators F': IX X xV — X, A: X xV —» V* 7 :V — Z and the functions
j: X xVxV =R, f:I— V*given by

Flt,z,u) = (B(Ee(w) + o - Fe(w)), ] ), (5.22)
(A, w),v) = (Ee(u) + 7, ¢(v)) + /F v da (5.23)
v = (v,0]r,), (5.24)
o) = [ (€ o d, (5.25)
(F(),2)7 = /Qfo(t) vdet [ fa(t) 2 do (5.26)

forallte I, x = (0,8) € X, u,v €V, z = (21,22) € Z. Note that in (5.24) notation
v|r, represents the trace of v in I's. Moreover, consider the element of X given by

rg = (0’0 — 5&'(’(1,0), 0). (5.27)

Then, it is easy to see that Problem Py? is equivalent to the problem of finding two
functions ¢ = (6,€) : I — X and w : I — V such that

z(t) = F(t,z(t),u(t)) Vtel, (5.28)

xz(0) = xp, (5.29

ut) € K, (Ax(t), u(t)),v —u(t)) +j(z(t), u(t), v) — j(x(t), u(t), u(t))
> (

(f(t),mv —7mu(t)z VvekK, tel. 5.30)

Remark that, with the previous notation, all the conditions in Theorem 2.1 are sat-
isfied for the differential variational inequality (5.28)—(5.30) For instance, it is easy to
see that assumptions (5.9), (5.10), (5.13) and (5.14) imply that the operators (5.22) and
(5.23) satisfy conditions (2.4) and (2.7), respectively, the later with m = mg. Moreover,
the regularity (5.15) and (5.12) imply that (2.5) and (2.10) hold, too. In addition, as-
sumption (5.16) combined with standard arguments implies that the set (5.18) satisfies
condition (2.6) and, using the assumption (5.11) and the Sobolev trace inequality it
is easy to see that condition (2.8) holds with § = 0. To conclude, we deduce from
Theorem 2.1 the existence of a unique solution z = (", &) € CH(I; X), uw € C(I;V)
which satisfies (5.28)—(5.30). Then, using the equivalence between Problem Py¢ and
the differential quasivariational inequality (5.28)-(5.30), we deduce that (o™, &, u) is
the unique solution to Problem Py¢ with regularity o € C*(I;Q), £ € C1(I; L*(T'3)),
u € C(I; V), which concludes the proof. O

We now study the continuous dependence of the solution to Problem Py¢ with
respect to the data. Various cases can be considered and various convergence results
can be obtained, based on Theorem 3.1. Here, for simplicity, we restrict ourselves to
provide only one example, which concerns the dependence of the solution with respect
to the density of surface tractions and the thickness g. Therefore, we assume in what
follows that (5.9)—(5.16) hold and, moreover, we assume that there exists two functions
0 and }2 such that

9 C(I;R), f,ecL*Iy)%, (5.31)
fo(t) =0()fy, Vtel (5.32)
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In addition, for each n € N we consider a perturbation f,, and g, = 70(G,,) of f, and
g = (@), respectively, such that

Fon(t) =0()fy, Vtel with foe L?(I9)% (5.33)
G € H2(Q) and 0< My < Gn(y) < M, for all y € Q. (5.34)
Fon(t) = folt) in L2(T9)¢ Vitel (5.35)
G, — G in H*Q). (5.36)

For each n € N we consider Problem Py, obtained by replacing in Problem Py the
data fy and g with f,, and g,, respectively. Then, Theorem 5.1 guarantees that Py7,
has a unique solution (o', &,,u,), with regularity o € C(I;Q), &, € C(I; L3(T3),
u, € C(I; V). Moreover we have the following convergence result.

Theorem 5.2. Assume (5.9)—(5.16) and (5.31)—(5.36). Then, the solution (o, &, uy,)
of Problem Py5, converges to the solution (o, &, u) of Problem Pye as n — oo, i.e.,
for each t € I we have

o (t) = o (t) in Q, &(t) — £(t) in L*(T3), wu,(t) = u(t) inV asn — oo.

n

Proof. First, we remark that the set of constraints associated to Problem P75, is given
by
K,={veV:v <g, ae onls}. (5.37)

Let v € K. Then, assumptions (5.16) and (5.34) allow us consider the sequence
{v,} C V defined by v, = S2 v, for each n € N We now use definitions (5.18), (5.37)
and equalities g, = 70(Gr), g = 70(G) to see that v, € K, for each n € N. Moreover,
using (5.34), (5.36) and the compactness of the inclusion H?(2) C H'(Q) (see, for
instance [41]) it is easy to see that v, — v in V. We conclude from here that condition
(3.7)(a) is satisfied.

Assume now that {v,} is a sequence of elements of V' such that v, € K, for all
n € N and v, — v in V. Then,

Uy < gn a.e.on '3, forall n e N. (5.38)

Moreover, compactness arguments guarantee that the convergences v, — v in V and
G, — G in H?(Q) imply that v,, — v, and g, — ¢, both in L?(I'3). Therefore,
passing to some subsequences, again denoted by {v,} and {g,}, we can assume that

Uny — Uy, Gn — ¢ a.e.on ['3. (5.39)

It follows now from (5.38) and (5.39) that v, < g a.e. on I's which shows that v € K
and, hence, (3.7)(b) holds. The proof of Theorem 5.2 is now a direct consequence of
Theorem 3.1 and Remark 3.1. 0

We now turn to the optimal control of Problem Py* and, to this end, we shall use
Theorem 4.1. For simplicity, we restrict ourselves to provide the following example.

Assume that (5.9)—(5.16) hold and denote by W the product space W = L?(I'y)? x
H?(Q) endowed with the canonical Hilbertian structure. Moreover, consider the set
U C W defined by

U={a=(f2G) €W : | fallzqae < Mo, |Gl < Ms,  (540)
My < G(y) < M, for all Y < ﬁ}
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where My, My, My and Msz are given positive constants such that My < M; and M3 >
]\»ﬂ)(/ﬂLGS(Q)é. Note that the set U is nonempty since, for instance, (0r2,)a, Mo) € U.
For any ¢ = (}2, () € U we consider Problem Py, obtained by replacing in Problem
PyF the data fy and g with f,, and g,, respectively, where

faq(t) = ot f, Vtel, 9q = "0(G)

and 6 € C(I;R). Then, Theorem 5.1 guarantees that Py, has a unique solution
(o-flr,fq,uq), we regularity Uff € CY(L;Q), & € CH(I; L*(T'3), u, € C(I; V). Consider
now the following optimal control problem in which, for any ¢ € U, ug, represents the
normal component of the function u,.

Problem Q%¢. Givent € I and ¢ € L*(T's), find ¢* = (£5,G*) € U such that

ey (t) — 6| da < / g (t) — 62da Vq €U. (5.41)
F3 FS

We have the following existence result.

Theorem 5.3. Under the previous assumptions, the optimal control problem QV¢ has
at least one solution ¢* = (f5,G*) € U.

Proof. 1t is easy to see that the set (5.40) satisfies condition (4.5) and (4.8) on the
space W = L?(I'5)¢ x H?(Q). Moreover, the function £ : X x V x U — R defined by

E(w,u,q):/ lug, (t) — 0| da VeeX,ueV,qelU
s

satisfies condition (4.6) with X = Q x L?(I'3). We now use Theorem 4.1 and Remark
4.1 to conclude the proof. O

We end this section with some comments and mechanical interpretation of our res-
ults. First, the variational formulation P{¢ of Problem P"¢, in terms of the irreversible
stress, accumulated penetration and displacement field, is new and nonstandard. Nev-
ertheless, we refer to solution (o, &, u) of PY¢ as the weak solution of the frictionless
contact problem P¥¢. Therefore, Theorem 5.1 provides the unique solvability of this
viscoelastic contact problem. Next, Theorem 5.2 shows that the weak solution depends
continuously on the density of surface tractions and the thickness of the rigid-elastic
layer. Finally, the mechanical interpretation of the optimal control problem QV¢ is the
following: given a contact process of the form (5.1)-(5.7), (5.31), (5.32) and a time
moment ¢t € I, we are looking for a pair ¢ = (};, G*) € U such that the correspond-
ing penetration of the viscoelastic body at ¢ is as close as possible to the “desired
penetration” ¢. Theorem 5.3 guarantees the existence of at least one solution to this
problem.
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