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Institute - ICM, Inserm, CNRS, AP-HP, Hopital de la Pitié Salpétriere, Paris, France

Abstract. The problem of building disease progression models with
longitudinal data has long been addressed with parametric mixed-effect
models. They provide interpretable models at the cost of modeling as-
sumptions on the progression profiles and their variability across sub-
jects. Their deep learning counterparts, on the other hand, strive on
flexible data-driven modeling, and additional interpretability - or, as far
as generative models are involved, disentanglement of latent variables
with respect to generative factors - comes from additional constraints. In
this work, we propose a deep longitudinal model designed to disentangle
inter-patient variability from an estimated disease progression timeline.
We do not seek for an explicit mapping between age and disease stage,
but to learn the latter solely from the ordering between visits using a
differentiable ranking loss. Furthermore, we encourage inter-patient vari-
ability to be encoded in a separate latent space, where for each patient a
single representation is learned from its set of visits, with a constraint of
invariance under permutation of the visits. The modularity of the net-
work architecture allows us to apply our model on various data types:
a synthetic image dataset with known generative factors, cognitive as-
sessments and neuroimaging data. We show that, combined with our
patient encoder, the ranking loss for visits helps to exceed models with
supervision, in particular in terms of disease staging.

Keywords: Longitudinal model - Disentanglement - Medical Imaging

1 Introduction

Understanding the progression of diseases is essential for accurate early diagno-
sis, prognosis, and patient monitoring. Often, there is a strong interplay between
the pathological progression and the inter-subject variability, which makes it all
the more necessary to characterize the contribution of each factor. Typically, in
the context of neurodegenerative diseases, we may ask whether the atrophy of
a particular brain region is predictive of a specific patient advancement in the
disease, or rather can be dismissed as a specific characteristic of the individual.

Longitudinal data analysis has been usually addressed in the framework of
parametric mixed-effect models. For instance, geometric approaches have been

* The first two authors have equal contribution.
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proposed either for the progression of biomarkers [21] or shape changes [4]. This
family of models assumes that each subject follows a curve on a Riemannian
manifold which translates from a common geodesic. They also assume that the
direction of translation is orthogonal to the direction of the progression curve,
which ensures that the changes due to the progression of the disease are disen-
tangled from the effects of different physiological or anatomical characteristics of
the patient. The family of progression profiles is constrained, e.g. sigmoid curves
for biomarkers changes, and an affine function maps the age of the subject to a
disease stage.

Generative models such as variational auto-encoders (VAE) [13] have been
consistently used in deep learning as they offer a flexible learning framework, in
which disentanglement may be enforced through soft constraints and optimiza-
tion schemes, as in S-VAE and their extensions [10,12,18]. With time series, how-
ever, separating static and dynamic representations without inductive bias still
remains a challenge. In most research works, authors disentangle time-varying
from time-invariant information by leveraging time labels explicitly: in literature
focused on style and content of videos [9,15], in face ageing progression [11] or
medical data, where age is used for supervision [19,22]. These previous methods
are not directly transferable to longitudinal data where duration between visits
differs. In [1], authors seek an age direction in the latent a posteriori, while in [24]
they estimate the latent age regression jointly with the reconstruction task in a
supervised fashion. A Riemannian manifold learning point of view, in the spirit
of parametric models is proposed in [17] as it estimates both a static representa-
tion and an affine time reparametrization per patient. All these methods assume
that age at observation is a direct marker for the progression timeline, which is
not the case for most neurodegenerative disorders. In the recent work closest to
ours [25], the authors propose to learn the disease stage without relying on the
patient age, in a self-supervised fashion. They use a cosine loss to enforce pro-
gression in a specific direction of the latent space, learned during optimization.
They do not study the disentanglement of their model but rather focus on the
correlation with a disease progression timeline.

In this paper, we propose a generic deep longitudinal model, designed to dis-
entangle inter-patient variability from an estimated disease progression timeline.
We learn a disease stage as a flexible function that does not rely on age, but
solely on the individual order between visits using a differentiable ranking loss,
leveraging a much weaker prior. The remaining latent space is further favored
to produce representations independent of the progression thanks to a DeepSet
network which acts as a permutation invariance function on visits. The main
contributions of this paper are therefore (i) an architecture that is tailored to
disease progression modeling and disentangles the changes due to progression
from the changes due to phenotypic differences across subjects; (i) a modular
method with decoders adapted to data types; (i77) an application on synthetic
and real datasets - including imaging and clinical data - showing that one direc-
tion of the latent space alone describes temporal progression.
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2 Methodology

The proposed generic deep longitudinal model is summarized in Fig 1.
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Fig. 1: Input data x; = {z; ;,Vj € [1,n;]} is encoded simultaneously in a space
encoder (Deepset) and a point-wise time encoder to get respectively (u7, o) and
(u;{’j, O’;-’f j). (ui,0f) can be computed from any subset of visits, and in practice
randomized fixed-size subsets of visits are drawn in the spirit of stochastic op-
timization. Note that we sample a 27 ; per visit, but z7 could be sampled once
for a patient. Decoder can be either agnostic, or specific (e.g., velocity fields for

deformations).

2.1 Longitudinal progression model

In this section, we propose a temporal latent variable model that encodes the
disease progression in a low-dimensional probabilistic space. It assumes that a
sequence of observations is generated as the combination of an intrinsic code z*
(as in space shift) and a disease progression factor z¥ (where we use 1) instead
of t to clearly distinguish the stage from the temporality of visits).

Generative disease progression model Let {(t; j,x; ;) }1<i<n be a set of N sub-
jects, each observed at the age of ¢; ; for 1 < j < n; visits. We assume that the
patient i’s observations x; = {z;;,Vj € [1,n;]} are generated from a Bayesian
generative model as follows:

T g {@(zs Pid )i 62H} with 27 @N(O,Aiﬂ) and 2V ifig./\/'((),)\i) (1)

10 i, i,j
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Here @ denotes an unknown non-linear transform from the strongly decoupled
generative factor space, also called latent space, Z = Z° x Z¥, towards our
observation space of scores or images X'. The generative factor z¥ is assumed to
be independent from the individual variability z° factor. Notice that we do not
assume any relationship between the ages t;; and the associated observations
z;;. Parameters €, /\i and \? are the diagonal Gaussian variance priors.

Variational Inference with VAE The inference is conducted within the VAE
paradigm. The function @ is approximated by a parametric class of neural net-
work @y, the decoder. Two neural network encoders are used to approximate the
intractable posterior distribution p(zf,z;p|wi;9) with zf’ = {ZZ-{’]-,Vj € [1,n]}.
They respectively model the latent distributions of space shifts and disease pro-
gression, such that the approximated parametric distribution can be factorized

as a product of independent Gaussians N (u*, X°) @ N'(u¥, X¥).

Set-invariant representation for Z° The strong condition on Z¢ is that it should
extract from any time-series a time-invariant representation. To do so, we choose
to learn the posterior g,- = N (u®, ) as a DeepSet encoder network [23] acting
on any unordered subset of visits. This rewriting of our disentanglement hypoth-
esis generalizes the use of simple operators such as averaging or maxing out of
visits in an intermediate latent representation, or even more elaborate inverse
Gaussian product of group-wise non-iid distributions [5]; all these can indeed be
cast as specific choices of permutation-invariance operators, which were shown
in [23] to be universally approximated by DeepSets.

Ranking visits in Z¥ as a reqularization constraint The remaining generative fac-
tor of our one-dimensional Z¥ space must encode the dynamic of the progression
preferentially. A disease progression constraint, C**k"&  aims at favoring a nat-
ural ordering of visits along the temporal latent dimension in a self-supervised
way. Unlike in [25], it builds upon the soft-ranking differentiable loss of [3] to
enforce monotonic individual progression. The individual ranking errors of visits
are penalized according to ||r(z;p) — 7l|3. Note that this loss depends on the
number of visits of patient i, and may be rescaled accordingly (with e.g. the
expectation assuming random ordering). We found it more practical to choose
a fixed number of 3 visits per patient at each iteration. The stochastic gradient
descent randomly selects these visits at each iteration. From a theoretical per-
spective, the minimization of this loss is similar to maximizing the Spearman
correlation between different visits of a given subject 4: it is therefore to be un-
derstood as a soft supervision which only relies on the ordering of visits and not
on the times of observations, which are never seen by the model.

Final objective The final loss can be written as the sum of two terms: the evidence
lower bound, written as the sum of the KL-divergence KL[qn(zf’ 28 |x)|[p(2s)]
and the data attachment term —E[log pg(x;|2;)] which is proportional to the ¢2
reconstruction loss, and the self-supervised ranking of visits C*®*ki"& discussed

previously with a weight v to cross-validate (in practice we choose v = 0.1):
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N

L= KLgy(z], 2 lei)llp(zi)] — X7, Ellog po (i lzi5)] +7C" " (2)
i=1

2.2 Modularity

The model we propose in this paper can be seen as a “meta” architecture that
can be instantiated according to the datatype: clinical data (1D), images (2D
and 3D). We may even use decoders that are specifically designed for data,
such as diffeomorphometry for brain grey matter. We detail the latter case,
directly in the spirit of classical models with stationary velocity fields [7,14]. An
additional parameter, a template 7T, is learned at the centered reference disease

stage z¥ = 0 . From this, any observation x;; can be reconstructed from the

latent code (zf’ j,zf) by a deformation field &,, parametrized with a velocity

decoder v, acting on 7.

3 Experimental results

The network E, is a classical CNN encoder with LeakyReLU non-linearities
and a final dense layer toward Z¥. The spatial encoder E, is composed as a
DeepSet, whose output does not depend upon the ordering of its inputs: it can
be written as pomax;visits ( f ). We chose f to be a convolutional encoder network
which outputs an intermediate representation (per observation), from which the
max operator (over visits) retrieves a permutation invariant code. The latter is
eventually mapped, via a MLP p, into the space shifts domain Z°. We choose
a latent space dimension of p = 5 for Starmen and ADNI cognitive scores, and
of p = 8 for ADNI MRIs. Inference was performed using Adam optimizer from
PyTorch library version 1.7 with a learning rate of 0.01 and a batch size of 32.
To promote fair comparison between the different models of the benchmark, the
same architecture were used for encoders, as well as decoders.

3.1 Validation on synthetic data

To validate the disentangling ability of our model, we first generated a synthetic
longitudinal dataset of starmen images, based on the longitudinal diffeomorphic
model of [6]. From a given reference template yo, the cross-sectional variability
of our population is prescribed by a diffeomorphism localized at four control
points: the head, right arm and legs. The common progression timeline, on the
other hand, is generated through a displacement of the left arm only.

The dynamics of progression is given by an affine reparametrization of the
age t;; at visit j, characterized by individual onset 7; and acceleration «; factors,
such that the true disease progression is given by Vi =to+ a;(tij — 1 —to). We
sample variables in a similar fashion as in [6] to obtain a dataset of N = 1000
subjects, each with n = 10 visits (Fig 2).
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Metric B-VAE|ML-VAE|LR-AE|AR-VAE| LSSL | Ours |Ours (wD)||Ours (woR)
MSE @o=3)|| 7.90 22.7 10.9 8.26 7.32 | 8.83 6.22 14.2
+£0.57 | +£1.51 | +£1.53 | +£0.62 |+0.379| £0.88| +1.23 +5.46
PLS zw/zS - 0.660 | 0.137 | 0.125 |0.098 |0.083| 0.083 0.149
- +0.343 | £0.209 | +£0.117 |+0.047|+0.026] +0.025 +0.131
Staging ¢* || 0.263 | 0.030 | 0.971 | 0.984 |0.994(0.997| 0.996 0.524
+£0.348 | £0.028 | +£0.024 | +0.008 |+0.003|+0.001| +0.002 +0.464

Table 1: Benchmark of proposed methods on Starmen dataset

We benchmark contender approaches mentioned

in the introduction on the Starmen dataset (see Ta-
ble 1): 5-VAE [10], ML-VAE [5], LSSL [25] and both
supervised “Longitudinal Riemannian VAE” (LR-
AE) [16] and “Age Regression VAE” (AR-VAE) [8].
We compare with our model in its generic iconic
form on pixels and its diffeomorphic version (wD). . - - - .
The version without ranking loss (woR) is added for
ablation purposes. Beyond the reconstruction qual- Fig.2: Each row repre-
ity (Mean Square Error), which reveals only LSSL sents a synthetic subject
and our model are below the baseline of 5-VAE, across time.
we are interested in disentanglement capacity. It can
be measured by correlations between the estimated
staging z¥ and the latent space code z° with a par-
tial least square regression analysis (PLS), so as to ensure the independence
of 2% x 2¥ (2" row). Among all methods, ours performs best: even though
LSSL uses a similar loss, it does not constrain its orthogonal directions to be
independant. Other methods, especially supervised, naturally learn correlated
representations.
Finally, the proper staging of 1* is evaluated by computing the Spearman rank-
ing correlation between v* and z¥: it evaluates the monotonicity of individual
trajectories. Only methods with time supervision or ranking strategy (ie all but
first two columns) manage to grasp a staging close to one (row 3).

S 4] ad =
S 4] ad =
S 4] ad =i
S 4] ad =i
S k4] ad =i

In complement to the previous metrics, we visualized in Fig 3 the effect
of specific directions in the latent space via gradient maps. The S-VAE is a
low baseline as it does not model the progression and only views the data as
static representations: we plot the PCA in the whole space, and observe that
no principal direction correlates with the left-arm progression. It is interesting
to note that the benefit of the ranking loss (when no supervision is available) is
made clear by the study of our model without it (woR), and ML-VAE. They both
focus on group-structure only, and fail to grasp progression. LR-AE and AR-AE,
because they use supervision of time, are displaying time-related correlations in
a space shift direction (last row).
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3.2 Application to Alzheimer’s disease

Cognitive scores We apply our model on four subtest scores of the ADAS-Cog
scale obtained from the ADNI dataset, namely concentration, praxis, memory
and language; normalized between 0 and 1, with higher values indicating lower
performance. 248 patients with mild cognitive impairment (MCI) converting to
Alzheimer’s disease (AD) during the study are followed for an average of 6 visits
over 3.5 years.

MSE (10~3) on 5-fold cross validation yields 7.47 + 0.778 for our model: slightly
less than S-VAE (3.78 +0.562) and LSSL (3.64 +0.429), but on par with a para-
metric model of reference, Leaspy [21] (8.21 +0.155). Additionally, we can predict
future visits from previous ones: in this scenario, our model reaches a lower MSE
(1073) 29.1 +5.53 than LSSL 32.4+5.93.

Figure 4 illustrates the estimated average time progression for each model, as
well as the effects of orthogonal directions in the latent space. An agnostic 5-VAE
fails at extracting a consistent dimension for the time progression while still pro-

B-VAE ML-VAE LR-AE AR-VAE LSSL Ours  Ours (wD) Ours (woR)
PCAE) |, = S I T e 1D g
i A
PCA(), | = 77| poa@)| & \ i i 5% i i\
A &y i [ & n N
PCA(z"); | = #®| PCA("),| ™ ol = .l - .l e
i f n 6
PLS( v) - — e —
UL 3 3 " 3 n &

Fig. 3: Gradient directions in the latent space (extracted from a forward pass in
the decoder). Row 1: gradient wrt to the latent space associated with disease
progression. Rows 2 and 3: first two principal directions of the PCA in the
orthogonal of the latent time (Z* for us). 4th row: the direction in the orthogonal
of the latent time that correlates most with it (PLS), as a way to challenge the
model disentanglement.

—— Memory
08| — Language
—— Praxis
{ = Concentration

s o <5 w05 1 1

B ® 4 =2 0 2 & &

Ours Leaspy

0 <5

Fig.4: Estimated average trajectory of scores. The effects of latent dimensions
2% (resp. z with S-VAE) are shown with degraded colors.
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—oms

Fig. 5: PLS analysis with respect to ventricle volume ratio V: z¥ (left), 2° (right).

viding a good reconstruction of data. Our proposed model learns monotonicity
in an unsupervised fashion, and is able to estimate a consistent time progres-
sion of the ADAS-Cog scores from longitudinal measurement in small number.
Interestingly, despite the noisiness of cognitive scores, our model generates a
progression very similar to that of Leaspy’ sigmoid geodesics: in particular, the
first PCA directions have the same effects on scores (cf degraded color effects).

Neuroimaging data We selected 356 subjects MCI converters from ADNI, with
a total of 1898 visits. The 1898 T1-weighted MRI were preprocessed using Clin-
ica [20] (non-rigid alignment, skull stripping, intensity rescaling), and converted
into mid axial slices of dimension 128 x 128.

We do not have access to the true disease progression, however the disease sever-
ity at the MCI stage can be monitored through cognitive scores (ADAS-Cog) or
markers of the morphological evolution such as atrophy of the hippocampi and
increase of ventricle volumes. We computed the ratio of ventricle volumes by
brain volumes, as a covariate factor, noted )V, which we assimilate with a good
proxy of the disease progression.

Figure 5 shows interactions between our two latent spaces and the disease

stage proxy V wia a correlation (PLS) analysis. First, 2% exhibits a quasi-linear
regression fit associated with a high Spearman ranking (0.934 +0.025), suggest-
ing that z¥ has indeed captured the main disease progression trend V and the
individual ordering of visits. On the other hand, the best correlated direction
(measured as the PLS main direction) between z° and V is not localized on the
ventricle. This result further implies that Z¢ has indeed captured the variability
necessary to perform a good fit of the data without correlating significantly with
the disease stage marker.
Furthermore, zy behaves as a clinical score informative of the onset: its distribu-
tion is significantly earlier for women (p < 3.83e¢~2 £ 7.05¢~2 for Mann-Whitney U
test), as observed from clinical data. Its derivative ‘%w correlates with the pace
of the disease: it is significantly (p < 4.82¢=2 +1.06e~2) faster for APOE4 carriers
(1 or 2 alleles), a result in accordance with well-documented disease progression
patterns in AD [2].
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4 Conclusion

In this paper, we proposed a generative variational autoencoder architecture that
leverages the repetition of measurements per individual to disentangle between
the global disease timeline and inter-patient variability. The one-dimensional
time variability is captured by a differentiable ranking loss, while a permutation
invariant function reduces the remaining information in a representative space.
As we further demonstrate, inductive biases on the data itself (such as using
diffeomorphometry for structural medical imaging) are completely synergetic
and improve the quality of the representations learned. A very interesting avenue
would be to extend our method to account for non-monotonic progression priors.
This work has been partly funded by the European Research Council (ERC)
under Grant Agreement No. 678304, European Union’s Horizon 2020 research
and innovation program under Grant Agreement No 826421 (TVB-Cloud), and
the program “Investissements d’avenir” ANR-10-IATHU-06 (IHU-A-ICM) and
ANR-19-P3TA-0001 (PRAIRIE 3IA Institute).
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