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Numerical method for thermal donors formation simulation during silicon
Czochralski growth

M. Chatelain®, M. Albaric®*, D. Pelletier®, J. Veirman?®, E. Letty®

¢ Univ Grenoble Alpes, CEA, LITEN, INES, 50 avenue du Lac Léman, F-73375 Le Bourget-du-Lac, France

Abstract

Various upgrades of the Czochralski (Cz) growth process are currently being investigated in order to
increase throughput and reduce production cost of high efficiency silicon-based solar cells. However, as-
grown thermal donors (TD) in Cz silicon can significantly reduce the conversion efficiency of such solar
cells. An accurate simulation tool is therefore required to investigate and optimize TD formation during
crystal growth. A numerical method combining thermo-hydraulic simulations and a kinetic TD formation
model was improved by the implementation of a more appropriate TD formation model, identified through
a benchmark of the different models available in the literature. Three different Cz growth processes were
investigated both numerically and experimentally. Numerical results are in remarkable agreement with
TD concentrations measured along the three ingots by the OxyMap technique developed at CEA. The
simulations were then used to detect when TD were formed during Cz processes. The reliability of the
method was also assessed through sensitivity analyses, highlighting the critical importance of the input
interstitial oxygen concentration. These results show that accurate estimates of axial TD concentration
profiles can be obtained and so for very different Cz processes, supporting the robustness of the developed
method and its relevance to process optimization and furnace design to reduce TD concentrations.

Keywords: Thermal Donors, Silicon, Czochralski, Crystal Growth, Simulation

1. Introduction

In a context of fierce competition, improving wafer quality is essential for the production of cost-effective
high efficiency silicon-based photovoltaic solar cells. To reach high efficiencies, Czochralski (Cz) silicon
wafers are widely used for their long minority carrier lifetimes [1]. The minority carrier lifetime is however

s limited by crystal defects, such as thermal donors (TD) formed during ingot growth and cooling [2, 3]. TD
are believed to be small chains resulting from the aggregation of a few atoms of silicon (Si) and interstitial

oxygen (O;) [4]. They are generated in significant amounts in a large temperature range between 350 °C and
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600 °C [5, 6]. TD concentration, [TD], is then a function of the interstitial oxygen concentration, [O;], and of
the temperature versus time profile (or thermal history) in this range [7]. The TD formation rate was shown
to increase with [O;] and to increase with temperature until a local maximum is reached around 470°C
[6]. The effects of oxygen and related defects on the solar cell performance have been intensively studied in
the past decade [8, 9]. It has been shown that these electrically recombination-active defects can lead to a
significant reduction of amorphous/crystalline silicon heterojunction solar cells (SHJ) efficiency [2, 10]. For

instance, SHJ cells efficiency can by reduced by 1% absolute for a TD concentration of 10'® cm =3

, a value
that can be observed in industrial Cz Si ingots. As-grown TD can then be particularly detrimental to SHJ
cells [2, 11] since the maximal SHJ process temperature usually remains below 240 °C, which does not allow
to dissolve TD. Moreover, TD may also be associated with the formation of recombination-active dark rings
in both p- and n-type high temperature cell processes [12, 13].

Nowadays, many upgrades of Cz growth furnaces are proposed to reduce the cost ratio ($/W), including:
new hot zone designs [14], cooling jacket [15], longer ingots and/or larger wafers [16]. These upgrades can
also lead to an increase of [TD] since they directly affect the ingot thermal history. The prediction of the
Cz ingot thermal history from growth parameters is then essential as it is a key parameter that governs
both the bulk quality (through [TD]) and the crystallization throughput. A computation method for TD
formation during Cz crystal growth and ingot cooling was recently proposed by our research team [17, 18].
This method relies on thermo-hydraulic simulations to determine the ingot thermal history, and on the TD
formation model proposed by Wada [5] to compute [TD]. This first study pointed out several limitations
of the method that were mainly related to uncertainties regarding the formulation of Wada’s model [5] and
its applicability for crystal growth configurations where the temperature is not constant but continuously
decreasing. The assessment of the robustness of the method was also limited by the analysis of only one Cz
ingot.

In the present study, this original method was used to investigate the effect of the Cz growth parameters
on the TD formation dynamics. Computations were performed for three different growth configurations
and the results were compared to experimental TD concentrations. In order to improve the method, a
comprehensive comparison of the relevant TD formation models [5, 6, 19, 20] was performed. Sensitivity
analyses focusing on the input [O;] and the crystal pulling rate were also performed to assess the method
robustness. Following this introduction, the manuscript was structured to present in section 2 the details
of Cz growth experiments and ingot characterization, and in section 3 the TD formation computation. The

results are presented and discussed in section 4 and concluding remarks are given in section 5.
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2. Experimental procedure

In this work, three Cz ingots were pulled with different growth processes (see Table 1), in our facilities
with an industrial furnace (Kayex KX100). Ingots 1 and 2 weighed 90kg for a usable length of about 1m
(the usable length referring to the ingot cylindrical part or body) and a mean diameter of about 205 mm
which is close to the industrial standard. Ingot 2 was popped out during the tailing step which resulted in
a smaller full length compared to ingot 1. On the other hand, ingot 3 weighed 30kg and its usable length
was about 250 mm. As a result of the significantly different growth processes used, each ingot experienced
a different thermal history. Note that ‘reference’ growth parameters were used for ingot 1 and ‘optimized’
growth parameters were used for ingots 2 and 3. The ‘optimized’ parameters refer to an increase of the
argon flow rate by a factor 1.6 and an increase of the seed rotation speed by a factor 1.4 compared to the
‘reference’ parameters, in order to enhance oxygen evaporation at the silicon melt free surface.

For the three experimental configurations, [TD] along the ingots were calculated from resistivity mea-
surements obtained with an OxyMap equipment calibrated with FTIR measured samples [10]. The OxyMap
technique was also used for [O;] measurements. Its reliability for measurements on wafers allowed a high spa-
tial resolution for axial concentration profiles and the measurement uncertainty is expected to be less than
+5% [10]. FTIR measurements were also performed (according to the SEMI-recommended ASTM F1188-
93a norm associated to the IOCS88 calibration coefficient of 3.14 x 1017 cm~2) on specific samples collected
along the ingot axis, and a good agreement was observed with OxyMap data. Fig. 1 presents [O;] profiles
along the three ingots as a function of the solid fraction f,, which is defined in this study as a fraction of the
ingot body length. The three ingots featured [O;] values comprised between 7.1 x 1017 and 1.1 x 10*® cm =3,

which is representative of industrial Cz Si for solar cells (i.e. from 5 x 10'7 to 1 x 10*® cm~3).

Table 1: Crystallization process parameters.

ingot 1 ingot 2 ingot 3

Silicon load 90kg 90 kg 30kg
Growth parameters reference optimized optimized
Feedstock Electronic Grade

Dopant Phosphorus

Mean diameter 205 mm
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Fig. 1: Interstitial oxygen concentrations measured along the three ingots, with fs the fraction of the ingot body length.
Points (e) represent OxyMap measurements and crosses (x) FTIR measurements. Error bars represent a measurement uncer-

tainty of +5 % associated to the OxyMap technique [10].

3. Numerical procedure

3.1. Procedure overview

An original method to compute TD formation during Cz growth was recently proposed by Veirman et al. [18].
This method combines thermo-hydraulic simulations, providing the ingot thermal history, and an empiri-
cal TD formation model proposed by Wada [5]. The TD formation model defines the formation rate, G
(em™3s71), as a function of T" and [O;]. The final [TD] at each ingot solid fraction is then obtained through
an iterative procedure !:

[TD](t;) = [TD](ti-1) + G(T'(t:), [Os])dt, (1)

where t; and t;,_; denote current and previous time steps and dt = t; — t;_1 is the time step magnitude.
Veirman et al. [18] introduced this method as a way to assess Cz thermal simulations validity using

experimental [O;] data. In the present study, [O;] measurements were also used as input data and the

1For the sake of clarity, all temperature values were reported in °C. However, for all the equations T" must be considered in

K.
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method was applied to investigate TD formation dynamics. It is worth mentioning that the procedure, as it
was implemented, does not account for [O;] variations with time resulting from TD generation. We thereby
implicitly assumed that solid-state diffusion of O; was negligible and that [TD] remained low compared to the
initial [O;]. This last point may be questionable for high quality materials featuring very low [O;]. However,
in the present study, [TD] and [O;] were in the order of 10*° cm™3 and 10'® cm~2 respectively. Assuming
that each TD requires at most 20 O; atoms, which can be considered as an upper bound [4], then the [O;]
reduction due to TD formation should be less than 2%. This working hypothesis was then considered as
valid, but for specific cases with significant [O;] reduction, a revision of the computation method might be
required. Unless otherwise specified, a time step of 60seconds was used for TD formation computations.

This value was observed to be sufficiently small to achieve converged values of the final [TD].

3.2. Thermo-hydraulic simulations

Ingots thermal histories were obtained from thermo-hydraulic simulations using a Cz furnace model
presented in [18]. The model is axisymmetric and accounts for conductive, convective and radiative heat
transfers. Convection was solved in both argon atmosphere and silicon melt. Following Kirpo [21], the
Spalart-Allmaras turbulence model was used. A PID regulation was used to adjust the furnace heater power
in order to reach the silicon melting temperature at the solid-liquid interface, which was defined as a plane
wall. The problem was solved with Ansys Fluent CFD code.

As explained in [18], ingot thermal histories were obtained from several quasi-steady simulations at
different steps of the crystallization process and a transient simulation of the ingot final cooling. The
numerical results of the steady-state simulations were linearly interpolated, assuming a prescribed pulling
rate, in order to define the ingot temperature evolution in time. In the present study, a particular attention
was paid to the pulling rate definition. Time-dependent pulling rates recorded during the experiments were

used for the computations. The effect of a constant pulling rate assumption is discussed in section 4.3.

3.83. Thermal donors formation models

In the previous paper [18], TD formation computations were based on the model proposed by Wada [5].
In the present study, four models proposed in the literature were compared [5, 6, 19, 20]. These models were
selected because they propose a relation [TD] = f(T,[O;],t), which was a prerequisite for our study. Brief

descriptions of these models are provided in this section.

Model from Wada [5].
A detailed analysis of Wada [5] TD formation model implementation for Cz growth configurations is
provided in [18]. Contrary to the other models investigated in this study, this model does not predict

that TD formation reaches a steady-state regime with constant formation rate for a constant temperature
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annealing. The TD concentration is instead expected to follow an exponential law:

moj(r) = 41

{1 —exp (=bDo, [Oi]t)} , (2)
until it reaches a saturation limit defined by:

[TD] =7 ) (3)

where a and b are constants (cm)?, Do, is the diffusivity of O; (cm?s™1), and n is the electron concentration
(em™3) at T. In the case of a Cz growth process, where T is continuously decreasing, it is not obvious to
apply the exponential law defined by Eq. (2) and Veirman et al. [18] relied on the initial formation rate:

d[TD]
dt

[0i]*

n? -’

GW = = CLZ)Qi

t=0

(4)

In Eq. (3) and (4), both Do, and n depend on temperature, and are therefore not constant during the Cz
growth process. It should be noted that a correction factor of 0.75 was proposed in [18] for TD concentrations
predicted by Wada’s model. This correction was also applied in the present computations. It is based on a
comparison with experimental results obtained for annealing experiments of various Cz silicon materials at
450°C. Veirman et al. [18] also explained that the value used by Wada [5] for the density-of-states effective
masses for holes, mgp, (required to determine the concentration of intrinsically generated free carriers n;)

was unclear. The commonly accepted value of 0.81mg, where my is the electron rest mass, was then adopted.

Model from Voronkov et al.[6].

A semi-empirical model for TD formation was proposed by Voronkov et al. [6]. This model is based
on annealing experiments performed on Cz silicon samples pre-annealed at 950 °C to eliminate TD formed
during crystal growth. The TD formation kinetics observed in [6] differs from [5]. A steady-state regime
with a constant formation rate is observed after an initial transient and no saturation limit was reported,
even for annealing experiments over 30 hours. The TD formation process is modeled as a combination of

several transitions from O, to O, . For each transition a specific reaction rate is defined by:

Goni1 = 47rDo_[0,][04], (5)

where 7 is the capture radius (cm) and Do_ is the diffusivity of the O, cluster (cm?s™!). The concentration

[O,] is assumed to be proportional to [O;]™. These reaction rates can then be conveniently expressed as:

En n n
Gnn+1 = Anny1exp (_k:B;> [Oi} +1a (6)

2In [5], @ and b are given in cm?, but it conflicts with units homogeneity for Eq. (2) and (4). We suggest that a and b should

be in cm.
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where A, 41 are constants, E, i1 activation energies (eV) and kp the Boltzmann constant (eV K‘l).
Voronkov et al. [6] consider that limiting fluxes are G152 and G5 for temperatures below 450 °C. They also
consider that a negative flux must be added to retrieve the decrease of the TD formation rate, Gy, at higher
temperatures. This flux is attributed to either the O; to Og transition or to an atomic reconfiguration of
Oy clusters. For the sake of simplicity this flux is denoted G7g in the present paper. The flux Ga4 is also
included, even if its influence on Gy is smaller. Other fluxes are neglected. The TD steady-state formation

rate is then defined by:
1 1 1 1 1

Gv  Gn ' Gn G G ™
The authors explain that their most reliable experimental data were obtained for the conditions T' = 425 °C
and [O;] = 6.6 x 1017 cm~3 (with their FTIR calibration coefficient of 2.45 x 107 cm~2 [6]). They used these
‘standard’ conditions to determine reference fluxes values G, .| and activation energies E,, 41, through
a fitting procedure. The reference fluxes and the activation energies provided in [6] are listed in Table 2,

along with the deduced coefficients A, 541.

Table 2: Reference fluxes G’% nt1 ab standard conditions, activation energies Ey, 41 and deduced coefficients Ay, y41.

GO, (em®s™)  Ep,pnq (eV) Apnit
0; — 0, 1.7 x 1010 2.53 7.159 x 1078 (cm®s71)
0; — 0, 6.8 x 1010 1.1 3.126 x 107°%  (em?s71)
0, — Oy 2.9 x 1010 0.5 9.420 x 10776 (cm'2s71)
0, — Og 5.5 x 10M —1.7 8.168 x 10~ (cm?!'s™1)

Model from Londos et al. [19].

Londos et al. [19] performed annealing experiments on Cz samples pre-annealed at 650 °C during 30 minutes
to eliminate TD introduced during crystal growth. They observed that [TD] increased linearly during the
first part of the annealing. The trend then became non-linear after shorter times for higher annealing tem-
peratures. The TD initial formation rate was found to be proportional to [O;] at the power 3, where 3 is a

function of the annealing temperature:

GL = al0y)”. (8)

For the present study, an empirical model was derived from their experimental data. The coefficients 5 and
« were determined by linear fits (in logarithmic representation) of the formation rates measured at different
annealing temperatures. Each coefficient was then defined as a function of the temperature by a second
order polynomial fit:

F(T) = po+mT +paT°. (9)
The polynomial coefficients are given in Table 3. The model derived from the results presented in [19] is

7
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limited by the investigated temperature range (from 350 to 500°C). A major difficulty for the analysis of
TD formation during Cz growth is the extrapolation to higher temperatures, where the formation rate is

known to decrease.

Table 3: Polynomial coefficients obtained by least squares fitting for the parameters 8(T) and «(T).

B(T) o(T)
po 2016 x102  —3.720 x 103

p1 —6.137 x 1071 1.133 x 10!
pe 4704 x 107*  —8.661 x 1073

Model from Aberg et al. [20]

Another TD formation model was proposed by Aberg et al. [20], using experimental data from [22, 23].
This kinetic model is based on a reaction scheme including several association and dissociation reactions
occurring between oxygen polymers. The model then consists of a differential equations system describing
time variations of the different oxygen compounds (see Appendix A). Authors note that TD can represent
up to 16 different electrically active defects (from TD1 to TD16). In their model, only TD1 to TD3 are
explicitly considered and no specific equation is provided for [TD3]. In the present study, we assumed that
other TD families are either negligible or that reactions between these families do not significantly affect

the total TD concentration, defined by:
[TD] = [TD1] + [TD2] + [TD3]. (10)

In the original model [20], the loss of O; due to dimers formation is accounted for. However, authors note that
the [O;] loss observed in their simulations is very low. As mentioned before, the [O;] loss due to TD formation
was neglected in the present study, as for the other TD formation models. Four annealing temperatures
ranging from 350 to 420 °C were investigated in [20]. Considering that this temperature range is relatively
limited and that no obvious extrapolation could be performed, this model was only tested for these four
specific temperatures. The differential equations system was numerically solved using an Fuler scheme,
assuming that oxygen polymers initial concentrations were null. The TD formation dynamics observed in
the numerical results was similar to [6] with a steady-state regime occurring after an initial transient. The
initial transient was longer for low annealing temperatures and simulations of long annealing durations were
required to determine the steady-state formation rate, G4. A linear fit of [TD](t) for a time interval starting

at t = 200h and ending at t = 500 h was finally used to obtain Gj.

Models comparison.
A comparison of the TD formation models [5, 6, 19, 20] is proposed in this section and their main
characteristics are summarized in Table 4. As mentioned before, these models focus on constant temperature

8
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annealing experiments. Their ability to describe TD formation during a Cz crystallization process is therefore
questionable. In the present study, temperature variations were considered to be slow enough for the TD
formation kinetics to adapt instantly. The model derived from the experimental results presented in [19]
is completely empirical, whereas the three other models [5, 6, 20] can be considered as semi-empirical as
they propose a theoretical framework for TD formation and rely on experimental data to calibrate some
coefficients. The reference experiments were all performed on Cz silicon samples either as-grown [5, 22, 23]
or pre-annealed to eliminate TD formed during growth processes [6, 19]. In these studies, samples [O;] were
measured by FTIR with various calibration coefficients (see Table 4). To compare the TD formation rates
predicted by the different models, the same input [O;] value must be used. “'As explained in section 2, [O;]
values presented in this paper correspond to a FTIR calibration coefficient of Cﬁ%%—f =3.14 x 10" ecm 2.
To account for the difference between the FTIR calibration coefficient used for our measurements and the
FTIR calibration coefficients to be used for the different models, [O;] input values were first multiplied by
the ratio C’%”Tof}l% C g%%{ , where C’FT‘”}% refers to the FTIR calibration coefficient of the considered model.

Fig. 2 presents the formation rates obtained with the four models as a function of the annealing tempera-
ture. The model proposed by Wada [5] leads to larger formation rates and does not predict a decrease at high
temperatures. Models from Voronkov et al. [6] and Aberg et al. [20] provide very similar formation rates.
The temperature range investigated in [20] is however too small to observe a decrease at high temperatures.
The model from Londos et al. [19] features a similar trend than the model from Voronkov et al. [6] but with
a faster decrease at high temperatures and a maximum formation rate occurring at a lower temperature.

Fig. 3 presents the formation rates obtained with the four models as a function of [O;]. For [0;] < 10'® cm ™3,
the models from Wada [5] and Voronkov et al. [6] predict a stronger decrease of the formation rate with
[05]. For [O;] > 108 cm™3, the model from Wada [5] predicts larger formation rates and a faster increase
than the three other models which feature a similar increase with [O;].

Several observations can be made from the models formulations. First, the model from Wada [5] is
the only one that does not predict a decrease of the formation rate at high temperatures. However, TD
formation is capped by the saturation limit defined by Eq. (3) which decreases with T. As detailed in the
previous paper [18], this saturation limit was implemented in TD formation computations relying on Wada’s
model. Second, the model from Wada [5] is also the only one considering the dopant concentration as an
input parameter. In the other models this parameter is not considered, or is implicitly taken into account
by the dopant concentration of the samples used for calibrations [6]. Wada [5] shows that when the dopant
concentration is below 106 cm ™3 (for n- or p-type silicon), it has almost no influence on the formation rate

Gw or the saturation limit [TD] at least at high temperatures (above 400°C). The inclusion of this

sat?

“Ime: As explained in section 2, [Oi] values presented in this paper correspond to a FTIR calibration coefficient of

3.14 x 1017 cm~2. These values were converted with the appropriate coefficients for the application of the different models.

9
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parameter in TD formation computations was therefore not motivated. Third, each study is limited to the
temperature and concentration ranges experimentally investigated. Wada [5] and Voronkov et al. [6] propose
generic expressions that can be applied to any temperatures and concentrations. For Londos et al. [19] and
Aberg et al. [20], relations are only given for specific temperatures and a rather awkward extrapolation
procedure should be adopted in order to apply these models to Cz growth configurations. For this reason,
only Wada [5] and Voronkov et al. [6] models were eventually implemented for TD computations during
Cz growth. Finally, the model from Voronkov et al. [6] only provides a steady-state formation rate. In
the present study, it was assumed that the initial transient occurring in TD formation during a constant
temperature annealing could be neglected in the case of a Cz process. This assumption is supported by the
fact that the initial transient becomes relatively short for high temperatures, as shown by Voronkov et al. [6]
experimental results for annealing at 425°C and the TD formation dynamics observed in the model from
Aberg et al. [20] (see section Appendix A). During a Cz process, the silicon is progressively cooled from its
melting point (i.e. 1414 °C) and invariably meet temperatures close to 470 °C where a strong TD production
is expected, as well as a short transient phase for TD formation. It then appears reasonable to consider
that the main part of TD production occurs in a quasi-steady regime during a Cz process. Considering
further the initial transients observed in constant temperature annealing experiments, a legitimate question
is whether similar transients can exist during a Cz process. A major difference between the two configura-
tions is that in annealing experiments the material is initially at room temperature, whereas during a Cz
process it is cooled from its melting point and only meets high temperatures before it reaches optimal TD
formation temperatures (around 470°C). If TD formation transients exist in Cz growth, they may be very
different from initial transients observed in annealing experiments, both in nature and in duration. Valuable
information could be gathered from annealing experiments with time varying temperature imitating a Cz

process. Unfortunately, to our knowledge, such experiments have not been reported yet.

Table 4: Characteristics of the TD formation models and of their underlying experimental data [5, 6, 19, 20]. The reported

0;] values were converted for a FTIR calibration coefficient of 3.14 x 107 cm™—2.
[O1]

Wada [5] Voronkov et al. [6] Londos et al. [19] Aberg et al. [20]
nature of the model semi-empirical semi-empirical empirical semi-empirical
samples pre-treatment as-grown pre-annealed pre-annealed as-grown
T range (°C) unspecified (400 - 515) (350 - 500) (350 - 420)
[0;] range (cm™3) unspecified (7.0 - 8.5)x 107 (8.3 - 16)x 1017 10 x 107
FTIR coefficient (cm™2)  2.75 x 1017 2.45 x 10'7 3.14 x 10*7 2.45 x 10'7

10



1012 .
1011 _;
1010 ;

10°

G (cm~®.s71)

108 5

107 -

106 T T T T T
300 350 400 450 500 550
T(°C)

Fig. 2: TD formation rates as a function of the annealing temperature. The interstitial oxygen concentration was set to
[O;] = 108 cm~3 using a FTIR calibration coefficient of 3.14 x 1017 cm~2. For Gy computation, TD contribution to the

electron concentration n was neglected.
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Fig. 3: TD formation rates as a function of [O;] (using a FTIR calibration coefficient of 3.14 x 1017 cm~2). The temperature

was set to 420 °C (i.e. the highest temperature investigated in [20]).

4. Results and Discussion

4.1. Ingots thermal histories

Specific thermo-hydraulic simulations were performed for the three experimental configurations, account-
ing for the different ingot geometries and process parameters. The temperature fields obtained at the end

11
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of the crystallization step are presented in Fig. 4 and the thermal histories are presented in Fig. 5. Major
differences can be observed on the thermal histories experienced by the three ingots. First, compared to
ingot 1, the body growth step of ingot 2 was 1.6 hours (i.e. 6 %) longer owing to ingot diameter and growth
rate variations. Second, the tailing step was reduced from 4.3 hours for ingot 1 to 39 minutes for ingot 2
due to ingot pop out. As a consequence, the upper part of ingot 2 spent less time in the TD formation
temperature range (from 350 to 600 °C), and the body fraction to enter this temperature range before the
cooling step was smaller than for ingot 1. Finally, unlike ingots 1 and 2, ingot 3 was short enough to
remain above the TD formation temperature range until tailing was completed. Indeed, at the end of the
crystallization step, the temperature at the top of the ingot was 343 °C for ingot 1, 377 °C for ingot 2 and
791 °C for ingot 3.

Temperature

|

Fig. 4: Furnace temperature fields observed in the simulations at the end of the growth step for the three configurations.
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Fig. 5: Thermal histories of the three ingots. The dashed lines represent the beginning and the end of the tailing step. The
grey area represents the TD formation temperature range (from 350 to 600 °C). The initial time, ¢ = 0, is defined as the ingot
body growth start. The points (e) represent the temperatures observed in the steady-state simulations for each solid fraction,
and the dotted lines represent the linear interpolation used for thermal histories reconstruction. The solid lines represent the

temperature evolution observed in the transient cooling simulations for each solid fraction.

4.2. TD formation dynamics

The TD concentration profiles obtained by simulations with the model from Wada [5] and the model
from Voronkov et al. [6] are presented in Fig. 6, along with the experimental data. Focusing on ingot 1,
the concentration profile can be split into three parts: an upper part (fs < 20%) with large and almost
constant TD concentrations, a transition area (20 % < fs < 45%) where concentrations rapidly decrease,
and a lower part (fs > 45 %) with low concentrations slowly decreasing towards the ingot tail. Numerical
computations using the TD formation model from Voronkov et al. [6] are in remarkable agreement with the
experimental values for the first and third parts, with a relative deviation below 15 % for the first part and
25 % for the third part. The rapid transition of the second part was qualitatively retrieved in the numerical
results but occurred later than in the experimental data. This difference may be ascribed to thermal

simulations approximations (like external thermal boundary conditions definition or the assumption of a
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2D-axisymmetric convection flow), and is further discussed in the next paragraph. Numerical computations
using the TD formation model from Wada [5], modified according to [18] with a 0.75 correction factor,
provided a good estimate of TD concentrations for the ingot first part, but they significantly overestimated
them in the second and third parts. A similar behavior was observed for ingot 2. Compared to ingot 1,
lower [TD] values were observed all along the axial profile of ingot 2. For instance [TD] was reduced by 23 %
on average in the lower part. Moreover, the rapid transition occurred earlier (fs =~ 10 %) than for ingot 1.
These effects can be ascribed to the reduction of [O;] but also to the different thermal history experienced
by ingot 2, and particularly to the tailing step removal. This last point is further discussed in the next
paragraph. The relative deviation between [TD] measurements and computations, based on the model from
Voronkov et al. [6], was also limited to 15 % for the first part of ingot 2, and to 25 % for the third part. For
ingot 3, [TD] was more uniform along the ingot body and lower than for ingots 1 and 2. These results are
consistent with the lower and more uniform [O;] profile observed in ingot 3 (Fig. 1), and its shorter thermal
history in the TD formation temperature range (Fig. 5). Here, the relative deviation between measured
and computed [TD] values was limited to 30 % on the whole ingot, excepted for one solid fraction where it
reached 40 %. Based on these first results, the model from Voronkov et al. [6] was preferred to the model
from Wada [5] for TD formation computations and was retained for the rest of the study.

These overall good agreements between simulations and experiments led us to trust further simulation
outputs to discriminate TD formed during crystallization and cooling steps. Fractions of TD formed during
the cooling step along the three ingots are presented in Fig. 7. For ingots 1 and 2, the upper part corresponds
to TD mostly formed during the growth step and the lower part corresponds to TD mostly formed during
the cooling. As mentioned before, the temperature of ingot 3 remained above the TD formation range during
the growth step and TD were formed only during the cooling step. The transitions observed in Fig. 6 for
ingots 1 and 2 reflect the area where the growth step contribution to TD formation progressively became
negligible compared to the cooling step contribution. The position of this transition in the ingot is controlled
by the vertical thermal gradient occurring in the furnace. Indeed, the thermal configuration defines the area
where the ingot crosses the TD formation temperature range (from 350 to 600 °C) during the growth step.
The transition then occurs in the ingot region located just below this area at the end of the growth step,
since the fraction of TD formed during the growth step is strongly reduced (implying that the lower part of
the ingot remained above 600 °C until its final cooling). In the present study, the calibration of the thermal
model was not precise enough to reproduce exactly the thermal gradient occurring in the furnace, resulting
in a shift of the [TD] transition. A more accurate calibration of the thermal model could be achieved with
in-situ temperature measurements in the upper part of the furnace. The earlier transition observed for
ingot 2, compared to ingot 1, can be explained by the reduction of the tailing step, which prevented a larger
part of the ingot to enter the TD formation range before the cooling step. To confirm this assumption,
specific simulations were performed to obtain the thermal history of ingot 1 without the tailing step. This
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result allowed us to quantify the effect of the tailing step on the axial [TD] profile. First, without tailing the
transition occurred earlier and matched the transition of ingot 2, as observed in Fig. 8(a). The shift of the
transition area resulted in a large reduction of [TD] for 10% < fs < 45%. Second, in the lower part of the
ingot (fs > 45%), [TD] increased by around 10 % on average (see Fig. 8(b)). This increase of TD formed
during the cooling step can be explained by the reduction of the ingot total length due the removal of the
tail. Indeed, the shorter length implied a lower position of the ingot in the furnace during the cooling step,
and owing to the vertical thermal gradient occurring in the furnace, the cooling of the lower part of the
ingot was slowed down. This last point also confirmed that the lower [TD] observed for the lower part of
ingot 2 (compared to ingot 1) were due to the reduction of [O;], and not to the change of thermal history,

since the removal of the tailing step resulted in an increase and not a decrease of [TD] in the lower part of

ingot 1.
1015 _&M XA% . ingot 1
] >5$<§A Treee
1014 e XQA&MMMKMM
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Fig. 6: TD concentrations along the three ingots, with fs the fraction of the ingot body length. Crosses (X) represent
experimental values, points (e) numerical values obtained with the model from Wada [5] and triangles (A) numerical values
obtained with the model from Voronkov et al. [6]. Grey bands represent numerical [TD] variations obtained for input [Oj]

variations of £5 %, with the model from Voronkov et al. [6]
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Fig. 7: Ratio between concentrations of TD formed during ingot cooling and total TD concentrations.
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Fig. 8 Axial [TD] profiles for ingots 1, 2 and 1 without tailing step (a); and relative deviation of [TD],

€[TD] = {[TD]?O tail _ [TD}l} /[TD],, induced by the removal of the tailing step for ingot 1 (b).

4.8. Sensitivity analyses

Finally, sensitivity analyses were carried out to assess the reliability of the method. First, the effect of
small variations of the input [O;] on the final [TD] was analyzed. Relative variations of £5 % were applied
to [O;] experimental values. The value of £5% represents the upper bound of OxyMap measurements
uncertainties [10]. Resulting variations of the computed [TD] along the three ingots are presented in Fig. 6.
Maximum and minimum relative deviations observed along the three ingots are reported in Table 5. As

expected, the method is highly sensitive to the [O;] input value, and the larger deviations occurred for ingot 2

with [TD] variations up to 36.5 and —27.8 %.
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Table 5: Maximum and minimum relative deviation of [TD] induced by a variation of [O;] of 5%,

e = {[TD]([Os] £ 5%) — [TD]} /[TD], along the three ingots.
Emazx (%) Emin (%)

ingot 1 36.1 —27.7
ingot 2 36.5 —27.8
ingot 3 31.2 —24.8

Second, the sensitivity to the thermal history accuracy was investigated. Several parameters can affect
the ingot thermal history, among which: the furnace material properties, the heaters power, the pulling rate,
the ingot geometry or the gas and melt convection flows. In this study, we focused on the ingot pulling rate
which is a key parameter to define the ingot temperature variations during the crystallization step. In our
first paper [18], the TD computation procedure was simplified by the assumption of a constant pulling rate.
In practice, the pulling rate fluctuates during a Cz process and will inevitably show ingot-to-ingot variations
even for a given pulling process. Therefore, it is critical to assess the sensitivity to such variability of the
output [TD] profiles along the ingot. As mentioned in section 3, for the present study time-varying pulling
rates recorded during the experiments were used to assemble ingots thermal histories. As an example, the
pulling rate profile used for ingot 1 is presented in Fig. 9. During the body growth step, a rapid decrease
of the pulling rate was first observed (for < 0.1m), followed by pseudo-periodic fluctuations due to the
automatic regulation. The pulling rate then rapidly increased during the tailing step. For the given geometry
of ingot 1, the assumption of a constant pulling rate, equal to the mean experimental value, would lead to
a reduction by 16 minutes (i.e. 1%) of the body growth step duration, and an increase of 28 minutes (i.e.
11%) of the tailing step duration.

The influence of such modifications of the body growth and tailing steps durations on the TD formation
was then assessed. The relative deviation between TD concentrations computed with a constant or a variable
pulling rate is presented in Fig. 10. As expected, the constant pulling rate assumption had no influence on TD
formed during the cooling step, as this parameter can only affect the crystallization step. A strong influence
on the TD formed during the growth step was observed, especially in the transition area (20 % < fs < 40%)
with up to 23 % of relative deviation from the variable pulling rate case. The relative deviation on the total
TD concentration was however limited to 15 %. Note that, for this particular test, the numerical time step
used to compute [TD] was reduced from 60 seconds to 1second in order to decrease residual errors that can
affect very small values of [TD]

,, occurring on the ingot final part (fs > 40 %) and of [TD] occurring

growt cooling

in the first parts (fs < 40%). These results highlight that even if a constant pulling rate assumption can
be used as a first approximation to estimate TD formed during a Cz crystallization process, it can lead to
significant errors depending on the actual pulling rate applied in practice. Special attention should be paid
to pulling rate variations occurring at the end of the body growth step and during the tailing step. These are
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critical steps for TD formation since a significant part of the ingot can be in the TD formation temperature
20 range. A precise estimation of the time spent in this temperature interval is then required for an accurate

computation of the final [TD].
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Fig. 9: Experimental pulling rate applied for ingot 1 during body and tail growth. The abscissa z represents the ingot
longitudinal coordinates, with = = 0 the beginning of the ingot body. The horizontal dashed line represents the mean pulling

rate and the vertical dashed line represents the beginning of the tail.
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Fig. 10: Relative deviation between TD concentrations computed with a constant pulling rate and TD concentrations computed

with the experimental pulling rate values, e/rp] = {[TD]constant rate — [TPlvariabic rate § /[TPlvariabic rates foT the ingot 1.
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5. Conclusions

In the present study, the computation method developed by Veirman et al. [18] for TD formation
during Cz growth was improved thanks to the implementation of the TD formation model proposed by
Voronkov et al. [6]. The method was applied to three experimental configurations and a remarkable agree-
ment was observed between measured and computed TD concentrations, demonstrating its robustness. The
numerical model was used to explain the TD formation dynamics during Cz growth and to discriminate
TD formed during crystallization or cooling steps. Finally, the sensitivity of the computation method to
[O4] variations and pulling rate definition was quantified. Results showed that the input [O;] was critical for
accurate [TD] computations, and that the definition of a time-varying or constant pulling rate could have a
significant effect on [TD]. This method proved to be a promising tool for future improvements of Cz growth
processes for solar cells production. In this respect, the effect on the TD concentration of a pop-out for a
given process or the addition of cooling elements in a furnace could be rapidly estimated. An interesting and
challenging perspective is the development of a fully predictive model including numerical simulations of
oxygen transport and its incorporation into the ingot during crystallization, as proposed by several authors

[21, 24-26]. Such a model would bypass the need to use experimental [O;] as inputs.
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Appendix A. Details on the TD formation model from Aberg et al. (1998)

The differential equations system used in the model from Aberg et al. [20] is reported below:

d[TD1]
dt
d[TD2

—_— = 47'(']%241902 [02] [TDQ] — 47TR26D02 [02] [06]’

d

TD3]
dt

= 47 Ry Do, [0,]*> — A(T)[TD1] — Arp,[TD1],
= A(T)[TD1] — Arps[TD2] — 47 R24Do, [0,][TD2],
=4mRy1 Do, [01]2 — 87TR22DO2 [02]2 — A02_>O§ [02} + Ao;_>o2 [O;}

+ 2ATD1 [TDl] + 2ATD2[TD2]

- 47TR24D02 [02] [TDQ} - 47TR26D02 [02] [06]7

= Ao,-03[05] — Ao3-0,[05],

= 47TR26DQ2 [02] [06]

(A1)

(A.2)

(A.3)
(A.4)
(A.5)

(A.6)

In this system, TD1, TD2 and TD3 refer to the three TD families considered in the model (over the 16

families mentioned in [20]); and O3 refers to the immobile oxygen dimer, as opposed to the fast diffusing

dimer O,. The values of the diffusivities and of the reactions coefficients are reported in Table A.6. Following

[20], the capture radius Ry, was considered equal to 7 A and the value of 5 A was used for all other capture

radii. TD concentrations evolutions during constant temperature annealing obtained with this model are

presented in Fig. A.11. The dotted lines represent the linear regression used to determine the steady-state

formation rate.

22



Table A.6: Values of the temperature dependent coefficients provided in [20] for the four annealing temperatures inves-
tigated. Note that the value of Do, at 370°C was corrected from 2.098 x 10722 (given in the TABLE I from [20]) to
2.098 x 1072 cm? s~ 1, relying on Eq. (1) from [20].

350°C 370°C 390 °C 420°C
Do, (em?s71) 4.816 x 10722 2.098 x 102! 8.36 x 10721 5.727 x 1020
Do, (cm?s™t) 8 x 10715 24x 107 48x 10714 8.8 x 10~
Ao,—ox (s71) 7x 1076 1x107° 1x1075 1x1075
Aoz o, (571) 8x 1076 1x107° 2x107° 3%x107°
A(s7h 6 x 107° 2.87 x 1075 1.98 x 107° 7.78 x 1074
Atpr = Arpe (s71) 7x 1078 5x 1077 3x 1076 2.8 x 1076
lel3 lelb
T=350 °C 1 2°T1r=420°C
6 1 2.0 1
7
i i 1.5 -
a 1.0 -
o,
0.5 -
0 T 2 T T T 0.0 T T T T
0 100 200 300 40 0 20 40 60 80 100
annealing time (h) annealing time (h)

Fig. A.11: TD concentrations as a function of the annealing time obtained with the model from Aberg et al. [20], for annealing

temperatures of 350 °C (left) and 420 °C (right). The interstitial oxygen concentration was set to [O;] = 10'® cm™3, using a

FTIR calibration coefficient of 3.14 x 1017 cm—2.
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