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ABSTRACT 

In-situ cathodoluminescence (CL) spectroscopy is used to study point-defect formation in 

cerium dioxide (CeO2) by high-energy electrons (400 keV-1,250 keV) at ∼100 K, 200 K, and 300 K in a 

high-voltage electron microscope (HVEM). Complementary CL spectra are also obtained for 20-keV 

electron excitation at ∼300 K in a scanning electron microscope (SEM). Experiments were carried out 

on a single crystal and polycrystalline sintered sample. The more prominent and broad emission band 

centered at a photon energy of ∼4.2 eV is ascribed to F+ centers (oxygen vacancies) produced by the 

high-energy electron irradiation. Two other weaker CL bands centered at ∼ 2.3-2.4 eV and 2.8-2.9 eV 

at 300 K are related to trivalent cerium ions, corresponding to 5d → 4f radiative transitions, 

regardless of electron energy. Similar spectra are recorded at 100 K and 200 K, yet with shifts and 

broadening of the latter emission bands. A maximum of all CL bands is found at ∼600 keV electron 

energy for the polycrystalline sample regardless of temperature, and for the single crystal at 300 K. In 

contrast, a continuous increase versus electron energy is observed for the 4.2-eV band of the single 

crystal at 100 K and 200 K above a threshold corresponding to the oxygen displacement energy. The 

dependence of CL intensities on the primary electron energy is analyzed on the basis of the interplay 

of the luminescence cross section and oxygen displacement cross section. The electron energy 

dependence of ionization cross sections is addressed by relying on secondary electron spectra 

computed with the PHITS code which is benchmarked against other computer codes such as 

PENELOPE, as implemented in Geant4. The F+ center band intensity is strongly reduced in the 

polycrystalline sample with respect to the single crystal in the same irradiation conditions regardless 

of temperature due to grain boundaries. 
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I) INTRODUCTION 

The knowledge of the ballistic damage induced in mixed (U, Pu)O2-x oxides under fast neutron 

irradiation is a key issue for modeling the long-term in-pile evolution of MOX nuclear fuels [1]. For 

this purpose, benchmark of molecular dynamics (MD) simulations of displacement cascades by 

experimental data on point-defect formation is of great interest on practical and fundamental 

standpoints. Electron-irradiation experiments provide data on point defects produced by elastic 

collisions at dilute concentrations that can help understanding the more complex case of the dense 

atomic collision cascades induced by fast neutrons. In this respect, cerium dioxide (CeO2-x) or ceria 

can be envisioned as a non-radioactive surrogate of plutonium dioxide (PuO2-x) [2]. The 5f and 4f 

electrons are localized for both Ce and Pu atoms, respectively, and the 3+ and 4+ oxidation states are 

actually present in both sub-stoichiometric oxides. 

Point-defect formation by elastic collisions upon electron irradiation was studied by using in-

situ cathodoluminescence (CL) spectroscopy in a high-voltage electron microscope (HVEM) [3]. 

Usually, such CL spectra are recorded for low energy electrons (≤ 40 keV) to study native defects and 

impurities in insulators [4-7] or semiconductors [8-13] in a scanning electron microscope (SEM). 

Results have been recently obtained in a HVEM on several oxide systems for which emission bands of 

F centers (oxygen vacancies) with different charge states were recorded for high electron energies 

inducing oxygen recoils above the threshold displacement energy [14-15]. These in-situ experiments 

allowed following the in-beam processes of defect formation and recombination in these ceramics, 

for various temperatures and electron energies, before any off-beam thermally-activated annealing 

or ageing processes could occur. This knowledge is useful for the benchmark of MD simulations at 

short time scales compatible with the life times of excited states of luminescent defect species. 

Regarding ceria, among several experimental techniques, such as transmission electron 

microscopy (TEM) [16-17], scanning transmission electron microscopy (STEM) [18], and various 

spectroscopies, such as electron paramagnetic resonance (EPR) spectroscopy [19] and UV-visible 

absorption or reflection spectroscopy [14, 20], were applied to study the point defects produced 
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after electron or ion irradiations. These results have revealed the formation of Ce3+ ions after 

irradiation. Moreover, photoluminescence (PL) spectroscopy was also currently used for studying 

native defects in pristine CeO2-x, such as oxygen vacancies and Ce3+ ions [21-23]. All of these 

techniques usually give insight on the steady-state behavior of the virgin or irradiated material.  

In contrast, in-situ CL experiments in the HVEM can in principle yield information on the 

instant point-defect formation under out-of-equilibrium conditions upon high-energy electron 

irradiation. The effect of electron energy can also be investigated by varying acceleration voltage of 

the microscope. For this purpose, experiments were thus conducted on a ceria single crystal and 

polycrystalline sintered sample. The CL spectra give evidence of a broad 4.2-eV band that can be 

assigned to F+-centers for electron energies larger than or equal to 400 keV, whereas such a band is 

not recorded for 20-keV electrons in a SEM. A maximum of this CL signal is observed at ∼600 keV for 

both kinds of samples at 300 K. The characteristic luminescence bands of Ce3+ ions are also recorded 

regardless of electron energy, with a similar maximum as a function of electron energy at 300 K. The 

CL band of F+-centers show evidence of thermal quenching effects at 100 K and 200 K.  

 

II) EXPERIMENTAL PROCEDURES 

A half-disk of ceria polycrystalline sample in diameter of 3 mm and thickness of 150 µm, and 

with grain sizes of ∼5 µm, was prepared by a sintering process at 1500°C for 24 hours. One side was 

polished by diamond suspension with a particle size of 1 µm, followed by the chemical polishing with 

a SiO2 colloidal solution (particle size of 0.1 µm). The sample was confirmed to have a fine and flat 

surface by using a Nomarsky-type differential interference optical microscope. A small bulk single 

crystal (in thickness of about 0.5 mm) grown from a Li2O-2 WO3-based flux was also used. 

The HVEM (JEM 1300NEF) of the Ultramicroscopy Research Center (Kyushu University, 

Fukuoka, Japan) is currently operated at electron energies between 400 keV and 1,250 keV. The 

beam current density can be varied by changing the intensity of the condenser lens. A beam intensity 

of 30 pA and flux of 3.8x1021 m-2 s-1 were used for an electron beam diameter of 30 µm. Some spectra 



 

5 

 

were collected for beam intensities up to 60 pA. The sample holder is equipped with a liquid-nitrogen 

cooling stage for temperatures down to ∼100 K, preventing excessive in-beam heating of samples 

and temperature control and regulation. 

The light emitted from samples was collected with an optical fiber probe (with a 600 µm core 

diameter and copper coating) designed for high throughput in the 180-1200 nm wavelength range 

and oriented at 46° off-beam. CL spectra in the 200-950 nm wavelength range were recorded with a 

Czerny-Turner HAMAMATSU MCA spectrometer (PMA-12 C10027-1) equipped with a cooled CCD 

linear image sensor (1024 channels). The wavelength resolution of the spectrometer was ∼2 nm. 

Each spectrum was generally taken in 30 s under electron beam. Several spectra were recorded 5 

times to check for the reproducibility of data. More experimental details can be found in previous 

papers [14-15]. Irradiation features such as the total inelastic stopping power ((−dE/dx)inel) and range 

of electrons computed with the ESTAR code in the continuous slowing down approximation (CSDA) 

[24] are displayed in Table I. 

The CL Spectra of both kinds of samples were recorded for a similar electron flux and fluence 

at ∼100 K, 200 K, and 300 K, and for electron energies ranging from 400 keV to 1,250 keV. CL spectra 

were also recorded at ∼300 K in a SEM for an accelerating voltage of 20 kV.  

 

III) RESULTS 

The as-recorded CL spectra of the single crystal and polycrystalline sample at 300 K are 

shown versus photon energy for the low (Fig. 1) and high electron energies (Figs 2 a-b). Gaussian 

profiles are used to fit these spectra with emission bands centered at ∼1.7, 2.3-2.4, 2.8-2.9, 3.2, and 

4.2 eV, for the high electron energies, and at ∼2.4, and 2.8 eV, for the 20-keV electrons. The CL 

spectra at 100 K and 200 K exhibit broader emission bands that may be fitted with Gaussian profiles 

centered at photon energies of ∼1.7, 2.0-2.6, 2.9-3.0, 3.2, and 4.2 eV (Figs. 2 c-d). No significant shifts 

of band centers (< 0.05 eV) are found versus electron energy for both samples. A very weak band of 

single crystal was seen to grow at ∼3 eV for beam intensities larger than to 30 pA up to 60 pA at 800 
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keV. The band centers and corresponding full widths at half maximum (FWHM) deduced from 

standard deviations are reported in Table II. The intensity of the 4.2 eV band for the polycrystalline 

sample is about one order of magnitude smaller than that of the single crystal recorded in the same 

conditions (Figs. 2 b-d). For all samples, the sharp and most intense unresolved R1, 2 lines of Cr3+ 

impurities are detected at ∼1.78 eV. 

The dependence of CL integrated intensities (ICL) at 300 K against electron energy is shown 

for both kinds of samples with error bars corresponding to ± 2√ ICL with 95% confidence on data (Fig. 

3a). A clear maximum in CL signal is found at ∼600 keV electron energy for the 4.2-eV band of the 

single crystal and for the 2.3-eV band of the sintered sample. A similar behavior is obtained for 

emission bands of the polycrystalline sample at 100 K and 200 K, but with a more sluggish 

dependence (Figs. 3b-c). In contrast, a continuous growth of the 4.2-eV band is found for the single 

crystal at 100 K and 200 K. Such results were double-checked by separate sets of measurements. 

 

IV) DISCUSSION 

The light emission process of CL upon electron bombardment of solids (so-called cathode 

rays) [25] differs from the classical photo-excitation process of photoluminescence (PL) [26]. It is 

generally admitted that the CL signal in semiconductors is proportional to the volume density of 

excess minority carriers [9, 10, 12]. Alternatively, excitation of CL spectra in oxides originate from the 

secondary electrons (and holes) generated by elastic and inelastic collisions induced by electron 

irradiation [15]. The CL signal is produced during trapping of these thermalized secondary electrons 

by electronic levels of defects and impurities in the band gap of the insulating oxide [4-5].  It is 

important to note that CL is not due to the fast primary electrons which are mostly transmitted 

through the targets, as indicated by simulations by the ESTAR code (Table I). 

A more precise approach is based on the production of an electron-hole plasma by over band 

gap excitation (with a scaling of the valence plasma frequency (ωp) on the band-gap energy [27], and 

subsequent damping and decay of the bulk plasmons into electron-hole pairs or excitons at very 
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short time scales of ∼1/ωp
 [25, 28]. The plasmon energy (ħωp) and momentum (ħq) are transferred to 

the electron-hole pair in this process [29]. In semiconductors the thermalization of hot photo-excited 

electron-hole pairs at first takes place by electron-electron scattering during 10 fs to 100 fs, then by 

electron-phonon scattering during 100 fs to 1 ps [30-31]. The luminescent centers (so-called 

activators) can be excited either by direct interactions with plasmons or indirect interactions with 

free electrons and (or) holes [25]. However, the distinction between single particle and collective 

excitations is somewhat fictitious for insulators [28]. Moreover, the free carrier mobility is greatly 

restrained in wide band gap insulators such as ceria, as electrons and holes become very quickly 

trapped onto defects and activators, or self-trapped as polarons in a dielectric material [29, 32]. 

Therefore, we can neglect the ambipolar diffusion of excess carriers unlike for semiconductors [10-

12]. Moreover, the drift in the internal electric field [32] is not taken into account, as a first 

approximation.    

We assume in the following that the so-called “extrinsic” CL [8] results from electronic 

excitation and radiative decay of the defect and impurity levels populated by the thermalized 

secondary electrons, as discussed previously [15]. At 300 K, most shallow levels created by impurities 

and defects are fully ionized while deep levels created by charged point defects are partially filled. 

The cross section of the CL process (σCL) can be written as the product of the cross sections 

corresponding to the four following sequential and independent steps: i) ionization (σi), ii) 

electron/hole trapping (σt), iii) electronic excitation (σe), and iv) radiative decay (σr). Trapping of 

thermalized carriers may also occur directly on excited states rather than on the ground state of the 

defect levels. In that case, the CL process is reduced to three steps only. Thermal quenching by 

phonon-assisted non-radiative channels reduces the CL yield at high temperature [8, 10], just like for 

PL [26]. 

The temperature dependence of the CL intensity was previously addressed by considering 

the opposite effects on σt and σr: σt increases with temperature, whereas σr decreases [15]. Either a 

maximum or a steady increase versus temperature was found depending on these respective effects. 
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The temperature effect on the various cross sections is summarized in Table III. Moreover, no 

significant defect annealing and thermal diffusion are expected up to 300 K for refractory oxides, 

unlike for most metals [33]. The contribution to quenching by other non-radiative channels due to 

defects and impurities is a challenging issue even though it is very difficult to assess [10].   

Note that emission by direct bound-exciton radiative recombination from the defect or 

impurity levels can be overlooked, since it is only effective at low temperature (< 100 K) and 

quenched at higher temperature for a doped wide band gap semiconductor [34]. The CL of self-

trapped excitons in MgF2 (with the fluorite structure) is also thermally quenched at temperatures 

above 55 K [35]. The exciton radiative recombination across the band gap (so called “intrinsic” CL [8]) 

is usually quenched at such high temperature. Actually, no emission is recorded in the present CL 

spectra for the band gap energy of ∼5.5-6eV deduced by electron energy loss spectroscopy (EELS) 

[36-37]. More details on this analysis are provided in a previous paper [15]. 

 

IV.1) Analysis of CL spectra 

The main emission bands observed in this work are centered at photon energies of ∼1.7 eV, 

2-2.5 eV, ∼3 eV and ∼4 eV. To interpret these CL bands, it is useful to give a brief survey of literature 

on PL data in CeO2, which seem to show divergent interpretations as the same bands were attributed 

either to F-type centers (oxygen vacancies, VO) or to 5d-4f transitions of Ce3+. For example, Aškrabič 

et al. assigned the 1.7-eV band and the 2-2.5 eV to charge transfer (CT) transitions from F+ centers 

(VO
.) to the oxygen 2p states and to F0 centers (VO

x) and F+ centers, respectively [22]. Alternatively the 

same bands at 2-2.5 eV were associated to 5d1 → 4f1 transitions of Ce3+ ions in non-stoichiometric 

nano-crystalline ceria (nc-CeO2) by Maksimchuk et al. [23]. Generally, PL bands at ∼2 eV are 

attributed to Ce3+ luminescence, for example in the case of YAG: Ce3+ [38] and ZrO2: Ce3+ [39]. Finally, 

the bands at 3.1-3.15 eV were ascribed by Morshed et al. to 4f → 2p charge transfer (CT) transitions 

for CeO2 films on a silicon substrate [21] and nc-CeO2 [23]. Also, the band at 2.9-3.0 eV was also 

assigned by Aškrabič et al. to CT transitions from the F2+ center (VO
..) level to Ce3+ (4f1) for nc-CeO2 
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[22]. The emission band at 3.18 eV in Lu2SiO5:Ce3+ (LSO: Ce3+) was attributed to Ce3+ in Lu site by 

Suzuki et al. [40], while ab initio calculations in this compound [41] for LSO: Ce3+ showed that the 

emission of Ce3+ in a crystallographic site occurs at higher photon energy (∼ 3.2 eV) than that of a 

Ce3+ adjacent to an oxygen vacancy (∼ 2.6 eV). Note that the luminescence of Ce3+ ions is quenched in 

some oxide hosts such as La2O3 [42] and Lu2O3 [43].   

This variety of interpretations of emission bands may appear somewhat confusing. However 

they are not totally contradictory if we consider the CeO2 structure and more precisely a pair of Ce4+ 

ions connected by two lattice O2- ions (Fig. 4a). Let us consider a neutral oxygen vacancy (VO
x) at one 

oxygen site connecting the two cerium ions schematized as a Ce4+-VO
x-Ce4+ cluster (where the other 

connecting O2- ion is omitted for clarity). First principle calculations showed that the two electrons of 

VO
x are mostly localized on the two neighboring Ce4+ ions, forming a Ce3+-VO

..
-Ce3+ cluster in which 

more than 0.9 electrons are localized on each Ce and about 0.1 electron remains on the vacancy site 

[44]. Moreover, other ab-initio DFT calculations have shown that such trimer clusters are dominant 

defects for low oxygen potential, such as for small oxygen deficiency and under vacuum conditions 

[45]. Despite this partial electron delocalization, the large electron density at cerium sites favors the 

interpretation of CL data in terms of Ce3+ optical transitions rather than VO-type (or F-type in 

spectroscopic notation) transitions.  This interpretation of CL bands is confirmed by EPR data. 

Although Aškrabič et al. [22] ascribed to F+ centers the weak EPR transitions at g = 1.96 and g = 1.94, 

this weak signal is due to Cr3+ impurities, as demonstrated by Figaj and Becker [46].  If present, the 

EPR of diluted Ce3+, even in a symmetrical environment, would be too much anisotropic to be 

observable in powder samples. It would be eventually detected only for high concentrations of Ce3+. 

However, the EPR signal of Ce3+ has been clearly observed in electron-irradiated CeO2 single crystals 

[19]. As expected, it is more anisotropic with g-factors ranging between 1.1 and 1.43, and it can be 

observed only because single crystals can be oriented in the external magnetic field, in contrast to 

powder samples. 



 

10 

 

Therefore, instead of using a classical description of oxygen vacancies in terms of F, F+ and F2+ 

centers, we consider the different possible electronic configurations of the neutral oxygen vacancy 

VO
x, written in terms of a Ce4+-VO

x-Ce4+ cluster. Assuming the electro-neutrality, we may consider 

three different electronic configurations for this cluster, leading to two or three types of Ce3+ ions 

(Fig. 4a): (i) configuration Ce3+-VO
..

-Ce3+ with two neighboring Ce3+ ions, (ii) configuration Ce3+-VO
..

-

Ce4+ with the other electron trapped in the form of a Ce3+ at undistorted substitution position located 

at a larger distance from the vacancy, and (iii) configuration Ce4+-VO
..

-Ce4+ with the two electrons 

trapped at two undistorted Ce3+ sites at a larger distance from the vacancy. In terms of classical 

oxygen vacancy centers F, F+ and F2+, i.e. not considering the electron localization on a Ce adjacent to 

the vacancy, configurations (i), (ii) and (iii) correspond to the F center (VO
x), F+ center (VO

.
) and F2+ 

center (VO
..

), respectively. In configurations (i) and (ii), EPR and CL detect only the Ce3+ ions where 

the compensating electrons are trapped. In the case of configuration (iii), EPR detects Ce3+ as in (i) 

and (ii), but CL contains both the emission of Ce3+ and of a classical F+ center, as discussed below. 

The fitting of CL spectra at 300 K regardless of primary electron energies (Figs. 1-2) yields two 

broad emission bands centered at 2.3-2.4 eV and 2.8-3.0 eV with FWHM of ∼0.5 eV, that are more 

intense in the polycrystalline sample than in the single crystal. According to the above 

considerations, those two CL bands arise from spin and parity-allowed 5d1 → 4f1 electric-dipole 

transitions with large oscillator strengths. The 4f1 (2F) level of Ce3+ is split into 2F5/2 and 2F7/2 sub-levels 

by the spin-orbit coupling interaction, with an energy difference of ∼0.25 eV (∼2,000 cm-1) [47-51]. It 

might be tempting to attribute the two prominent CL bands to the two 5d1→4f1 (2F7/2, 2F5/2) 

transitions. However, there are several arguments against this interpretation. In the case of the 

polycrystalline sample: a) the splitting of 0.5 eV at 300 K to 0.9 eV at 100 K between these bands is 

larger than the theoretical value 0.25 eV for the spin-orbit splitting of Ce3+; b) the observed splitting 
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increases from 0.5 to 0.9 eV, whereas the spin-orbit coupling should be independent of temperature; 

c) the low energy CL band shifts to lower temperature (2.3 to 2.0 eV) upon decreasing the 

temperature from 300K to 100 K; d) the intensities of the two transitions differ by a factor ∼5 (∼1.5 

for the single crystal). 

Consequently we must attribute these two CL bands to two different types of emitting Ce3+ 

centers, hereafter referred to as CeI (2.8 – 3.0 eV) and CeII (2.2 – 2.3 eV).  By comparison with 

experimental and theoretical analyses of emission bands in LSO: Ce3+ [41], the CL band CeI may be 

attributed to a Ce3+ at unperturbed crystallographic site of CeO2, and the CL band CeII to a Ce3+ 

adjacent to an oxygen vacancy. Two features of these CL bands argue in favor of this interpretation: 

a) Examination of CL spectra of the polycrystalline sample at 100 K  indicates that the band around 3 

eV might be composed of two components separated by about 0.25 eV, corresponding to the spin-

orbit splitting of Ce3+ (Fig. 2d, marked with arrows); b) The low energy CL band (around 2 eV) shows a 

temperature quenching effect as it is weaker at 300 K than at 100 K (Fig. 2 b, d). These two features 

(the spin-orbit splitting and the selective temperature quenching) were also observed in LSO: Ce3+ 

[41] for Ce3+ in undistorted crystallographic site and for a Ce3+ adjacent to an oxygen vacancy, 

respectively. The schematic energy levels of CeI and CeII centers are given in Fig. 4b, assuming a 5.5 – 

6 eV energy difference between the conduction band (Ce-5d) and the valence band (O-2p) [36, 37, 

52, 53]. The CeI center (2.8-3.0 eV emission band), attributed to Ce3+ at undistorted crystallographic 

site, are found in configurations (ii) and (iii) of the oxygen vacancy in Fig. 4a, while the CeII center (2.0 

– 2.4 eV emission band), attributed to a Ce3+ adjacent to an oxygen vacancy, corresponds to 

configurations (i) and (ii) of the oxygen vacancy. 

Additional CL bands are also observed after electron irradiation, which are absent for low 

energy electron irradiation (20 keV, Fig. 1). The broad 4.2-eV band is more intense in the single 

crystal (Fig. 2a, c) than in the polycrystalline sample (Fig. 2b, d). It is also represented in Fig. 5 for the 

CL spectrum of the single crystal irradiated at the electron energy of 1,250 keV. Similar CL bands 

centered at 3.8 eV and 4.1 eV were previously assigned to F+ centers for sapphire (α-Al2O3) and 
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yttria-stabilized zirconia (ZrO2: Y), or YSZ, respectively [14-15]. Within the schematic model for the 

oxygen vacancy in Fig. 4, the 4.2 eV band could correspond to the situation of configuration (iii) (Fig. 

4a) in which the vacancy corresponds to a F2+ center (VO
..
), with two neighboring Ce4+ ions. 

Consequently this center has no Ce3+ character, and the 4.2 eV band could result from the electron 

capture by the vacancy (the Ce4+- VO
.. - Ce4+ cluster), giving an F+ center emission, as schematized in 

Fig. 4c. Just before the emission, the captured electron is localized in the middle of this symmetric 

cluster, i. e. on the oxygen vacancy site (this corresponds to an excited F+ center). According to the 

Frank-Condon principle, the electron is still localized at the VO site during the emission (vertical 

transition in a configuration coordinate model). This final state corresponds to an unrelaxed 

(transient) state of the F+ ground state. Immediately after the emission, the electron is then shifted 

to one of the two Ce4+, giving a Ce3+-VO
..
- Ce4+ cluster. This center corresponds to the relaxed state of 

the F+ center (Fig. 4c). This CL emission at 4.2 eV can be summarized by the following three-step 

reaction: 

Ce4+- VO
.. - Ce4+ + e−  → [Ce4+- VO

. - Ce4+]* → [Ce4+- VO
. - Ce4+] + hν (4.2 eV) → [Ce3+- VO 

.. - Ce4+] (EPR)  

Almost all of CL bands have a FWHM of about 0.5 eV, except for the 4.2-eV band having a 

width of ∼1 eV as the other F+ centers in sapphire and YSZ [7, 14, 15, 54]. The assignment of the CL 

bands is summarized in Fig. 5 and Table II.  

It is important to note that EPR indicated only the formation of Ce3+ centers after electron 

irradiation, and not F+ center as previously thought [19], whereas CL contains an F+ emission at 4.2 

eV. This contradictory result is due to the fact that EPR spectra are recorded after irradiation, while 

CL spectra are recorded during irradiation. This implies that the classical F+ center ground state has a 

short lifetime and exists only during the F+ emission. Just after the F+ emission, the electron is 

transferred from the oxygen vacancy to a neighboring Ce4+ ion, giving a Ce3+-VO
..
 - Ce4+ center (Fig. 

4c). This model implies that the ground state of the Ce3+- VO
..
 - Ce4+ center (CeII) is at lower energy 
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than the F+ ground state, which lies by construction at ∼1.8 eV above the top of the valence band 

(Fig. 4b). First principle calculations indicate that the ground state of the Ce3+- VO
..
 - Ce4+ center in 

CeO2 is at ∼1.4 eV from the valence band [44], i.e. ∼0.4 eV below the F+ ground state, which agrees 

with our interpretation. A schematic energy level diagram corresponding to the different CL bands is 

proposed in Fig. 4b. 

It is also important to note that this 4.2 eV CL band is missing in samples (single crystal and 

polycrystal) irradiated with 20-keV electrons (Fig.1). This can be explained by considering the 

displacement cross sections computed for oxygen atoms [55] with the SMOTT/POLY code [56] 

devised for polyatomic targets. These calculations take into account the primary electron-nucleus 

collisions and small atomic displacement cascade contribution, and the admitted value of threshold 

displacement energy of Ed(O) = 35 eV based on the upper boundary value (33 eV) deduced from 

experiments at the HVEM [57]. Note that molecular dynamics simulations gave smaller values of 27 

eV [58], and 20 to 35 eV [59]. A larger value of Ed(Ce) = 58 eV is admitted for cerium [57]. Our data 

show that oxygen displacement by elastic electron-nucleus collisions can only occur for electron 

energies higher than ∼200 keV [55]. This explains the lack of 4.2 eV CL band in CeO2 irradiated by 20 

keV electrons (Fig.1). However it must be noticed that the CeI (∼2.8-2.9 eV) and CeII (∼2.3 eV) CL 

bands are present even after 20 keV electron irradiation, and may originate from two possible 

processes: (a) excitation of Ce3+ at lattice position (CeI) and Ce3+ adjacent to preexisting oxygen 

vacancies (CeII), and (b) the production of oxygen vacancies in configurations (i) and (ii) by electronic 

excitations. Hypothesis (b) is not totally unlikely as the inelastic stopping power (−dE/dx)inel is 4 to 6 

times larger for 20-keV electrons than for 400 keV to 1,250 keV, where it is nearly constant (Table I).  

Comparison of CL spectra of the sintered sample (Figs. 2 b, d) and the single crystal  (Figs. 2a, 

c) shows that the 4.2-eV band is much weaker in the former than in the latter regardless of 

temperature, whereas the signal of Ce3+ ions is larger in intensity, even though the sintered sample is 

thinner. This effect cannot derive from defect diffusion to the grain boundaries of the sintered 

sample, as may be expected, owing to the short lifetime of the excited state and low temperatures. It 
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might rather be related to athermal non-radiative channels due to impurities [10, 26] segregated at 

grain boundaries. Emission lines of these impurities may not be seen due to thermal quenching at 

100 K and higher temperature. Prompt recombination/annihilation of oxygen Frenkel pairs at grain 

boundaries may also contribute to such a decrease.    

Finally, the rather broad CL band at 1.7 eV (FWHM = 0.4 eV) observed for high energy 

electron irradiation (Fig. 2) was already encountered for other oxide systems with different band gap 

energies [14-15], and is likely related to a 3d-transition element impurity such as Ti3+ in sapphire [4-

5]. The very narrow peaks inside this 1.7 eV band are due to 2E − 4A2 emission bands (R1,2 lines) of Cr3+ 

impurities in oxide hosts [60]. 

 

IV.2) Effect of electron energy 

In the case of semiconductors, the effect of electron energy was previously addressed for 

low-energy electron excitations (E ≤ 40 keV) of n-doped GaAs in a SEM [9, 12], where diffusion and 

recombination processes at the surface of excess free minority carriers were considered to model 

the electron-energy dependence of the CL signal. A maximum arises from the depth dependence of 

the light emission yield caused by self-absorption. The maximum shifts to a higher voltage when the 

surface recombination is dominant [12].  However, in the present study on CeO2, the primary 

electrons are shot through the targets and the secondary electron distribution can be considered as 

homogeneous across the sample thickness regardless of the primary electron energy [15]. The 

maximum in CL intensity (Fig. 3) cannot derive from inhomogeneity of the depth profile of secondary 

electrons and drift of excess carriers to the insulator surface, unlike for low-energy electron 

irradiation of semiconductors [9].  

 In order to analyze the effect of electron energy (E) for ceria, the secondary electron spectra 

were computed with the PHITS computer code [61], as was done previously for sapphire and YSZ 

[15]. The output of these Monte Carlo (MC) simulations is the double differential ionization cross 

section (d2σi/dEsdΩ) including the elastic and inelastic electron-electron collisions per steps of 
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secondary electron energy (Es) and solid angle (Ω) for Ce and O atoms, computed for a thin target (10 

µm). This is shown for forward collisions at scattering angles of 0° ≤ θ ≤ 18° with a maximum Es value 

equal to E for head-on collisions (Fig. 6). Electron-nucleus scattering is also included for the high-

energy events.  

The electronic cascade is followed for kinetic energies of secondary electrons down to 1 keV, 

which is the lower boundary of the PHITS code. For secondary electrons, it takes a time of ∼100 fs on 

average to reach 1 keV. The number of secondary electrons produced inside the 150-µm thick 

sample during the scattering process down to 1 keV is computed versus primary electron energy (Fig. 

7). Even though the inelastic electron stopping power is scarcely energy dependent for energies 

ranging from 400 keV to 1,250 keV (Table I) the number of electrons increases with the incident 

electron energy because electron-gamma cascade develops with increasing electron energy. The 

latter 1-keV electrons have a negligible range as compared to the sample thickness. Cooling of those 

hot 1-keV electrons to thermal energy was followed by MC simulations in a water medium with the 

RITRACKS computer code [62]. A cooling time of 37.8 ± 8.4 fs was found for 50 events.  

Little deviations in cross sections were found at low Es values for the various primary electron 

energies [15]. This corresponds to small differences in (−dE/dx)inel (Table I) which is mainly dominated 

by the contribution of low-energy secondary electrons [63]. Note that the maximum in CL intensity 

versus primary electron energy (Fig. 3) cannot be accounted for by the small variations in (−dE/dx)inel 

by only ∼10% (Table I), as (−dE/dx)inel has its minimum value in this energy range. As a result, the 

number of electron-hole pairs generated inside the sample is about the same between 400 keV and 

1,250 keV [64]. 

As was done before, a cut-off energy (Ecut) was used to select the range of efficient secondary 

electrons giving a maximum light emission yield: Ecut is the energy corresponding to an electron range 

equal to the sample thickness, as computed with the ESTAR computer code [24]. This value is 

obviously larger for the 0.5-mm thick single crystal (Ecut = 600 keV) than for the 150-µm thick sintered 

sample (Ecut = 250 keV) (Fig. 6). This rough approximation was confirmed by simulations of the 
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survival probability of secondary electrons inside a 150-µm thick YSZ target versus Es for E = 400 keV 

and E = 1,250 keV, on the basis of spatial distributions of secondary electrons [15].  

Although electron-electron scattering is dominated by forward collisions, there is actually a 

large contribution for θ ∼90° after integration on Ω, even though (d2σi/dEsdΩ) is lower [15]. The 

double differential cross sections for Ce atoms with a width of 18° are integrated over 2π sr. solid 

angle from the lower energy boundary of 1 keV to the maximum Es value for a given primary electron 

energy. Simulations with the PHITS code are benchmarked against other computer codes such as 

PENELOPE [65] by checking the effect of the selection of cross sections. A rather good agreement on 

the integrated differential cross section (dσi/dθ) is found between the various data banks as a 

function of θ for E = 400 keV and E = 1,250 keV (Fig. 8).  The maximum (dσi/dθ) values for θ ∼0° and θ 

∼70° are almost equal, and no strong differences are found as a function of E, between 400 keV and 

1,250 keV, in contrast to our previous discussion based on (d2σi/dEsdΩ) for Es = Ecut (Fig. 6) [15].  To 

check the possible variation of the cross sections of electrons, the electron production cross section 

(σi, tot) integrated on θ was calculated by PHITS and Geant4 [66]. Three models as implemented in 

Geant4, the PENELOPE low-energy electron models [67-68], LIVERMORE, and EMX [69] were 

employed,. All of them exhibit a decrease by a factor ∼20-30 % from 400 keV to 1,250 keV (Table IV). 

It should be noted that the cross sections are as large as a few 10,000 barns because they are 

attributed to electromagnetic interaction, whose range is infinite in principle, bound by in-medium 

screening. These values are consistent with the value of the evaluated electron cross section library . 

It should be also noted that the cross sections calculated by PHITS and PENELOPE tend to be higher 

than the others because they additionally include the electrons down-scattered by Bremsstrahlung 

and those from Auger-electron emission, respectively.  

However, we surmise a stronger decrease of the excitation cross section (σe) versus primary 

electron energy. Such kind of decrease was indeed found for the “apparent cross section” (quote) for 

fluorescence of molecular levels of nitrogen N2 (including primary and secondary electron 

contributions) upon electron irradiation up to 1 GeV above a maximum at low energy (< 100 eV) [70]. 
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Such behavior can also apply to the case of secondary electron trapping on an excited state instead 

of the ground state of the defect level. 

Moreover, the CL intensity (ICL) for point defects produced by elastic collisions should 

increase with the displacement cross section (σd). As a result, we assume that ICL writes:  

           

     I�� =  K σ�� σ�    (1)  

   

where K stands for a constant including the factors related to the experimental set up and conditions 

. We assume that the cross-section for electron/hole trapping σd can be approximated as (E − E0)β, 

for E ≥ E0, where E0 is the threshold electron energy for atomic displacement.  However, it is liable to 

think that σt does not directly depend on E, but depends on temperature only, as an intrinsic feature 

of the defect electronic levels [15]. On the other hand, the radiative decay cross section (σr) 

decreases with E, since the luminescence can be quenched by increasing the point defect 

concentration [10, 26]. Therefore, we surmise a dependence of E−α for the product of σr and the 

electronic excitation cross section σe. As a result, the dependence of ICL on the primary electron 

energy writes as: 

 

I�� =  K′ E� � (E −  E�)β     (2) 

 

where K’ is another constant. A strong decay versus E, i. e. a large α exponent, is required to 

counteract the steep increase of the total displacement per atom (dpa) induced inside a 150-µm 

thick sample by the primary electrons and the secondary electron cascade versus E (Fig. 7). Those 

dpa values derive from oxygen displacement only owing to the smaller Ed value for oxygen atoms (35 

eV) with respect to cerium atoms (58 eV) [57]. The effect of primary electron energy on the various 

cross sections is summarized in Table III. 
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Such kind of function yields a maximum of ICL versus E for both samples at 300 K (Fig. 3 a) 

whereas ICL is expected to increase steadily if σd is only considered. A limiting factor must be included 

to account for this maximum. Least-square fits with Eq. (2) give values of E0 and α and β exponents 

for the various bands (Table V). The value of E0 ∼400 keV for the F+ center 4.2-eV band of the single 

crystal and polycrystalline sample at 300 K is rather consistent with the data of oxygen displacement 

by elastic electron-nucleus collisions (Fig. 7). The threshold E0 value is comprised between 200 keV 

and 400 keV in agreement with the CL data. The α exponent (∼2) is in agreement with previous 

results for F+ center bands in sapphire and YSZ single crystals with values of ∼3 [15]. A smaller 

exponent (∼0.6) is deduced for the 4.2-eV band of the polycrystalline sample at 300 K (Table V). The 

behavior of CL bands assigned to luminescence of Ce3+ at 300 K is quite similar for both kinds of 

samples with α exponents of ∼1.5 (Table V). Fitted parameters for the polycrystalline sample at 100 K 

and 200 K show similar consistent data versus electron energy. The behavior of CL bands related to 

Ce3+ luminescence at 300 K show that these ions are definitely produced with a similar threshold 

electron energy as the F+ centers by charge compensation of the 2+ oxygen vacancies for the high-

energy electrons. In contrast, the same CL bands for the 20-keV electron excitation likely derive from 

ionization effects [71]. 

However, such analysis is not relevant for F+-center data of the single crystal at 100 K and 200 

K not showing a maximum but rather a steady increase against electron energy above the threshold 

energy of E0 ∼400 keV (Figs. 3b-c). A linear extrapolation of the 100-K data yields an E0 value of ∼100 

keV (Fig. 3c). It looks like Eq. (1) is reduced to the (E − E0)β term corresponding to σd only. The 

increase of ICL is roughly consistent with the increase of σd from 400 keV to 1,250 keV [55]. The fitted 

values for the three bands are given in Table V. The combination of an electron energy increase and a 

temperature decrease depends on the respective evolutions of σCL and σd: either a maximum or a 

continuous increase of ICL can be obtained when lowering the sample temperature, as shown in Table 

III. This is similar to the temperature effect for a given electron energy yielding either a maximum or 

a continuous increase [15]. One must bear in mind, as explained above, that σr decays with 
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temperature due to thermal quenching [8, 10, 15, 26]. This means that the α exponent should 

depend on temperature, as found in the fits (Table V). This may explain the almost linear increase of 

ICL for F+ centers in the single crystal at 100 K and 200 K, whereas a maximum is found in the sintered 

sample, for different thermal quenching behavior of the luminescence. 

 

V. CONCLUSIONS  

 The CL of cerium dioxide was studied for electron energies varying between 400 keV and 

1,250 keV at ∼100 K, 200 K, and 300 K in a HVEM and for 20-keV electrons at ∼300 K in a SEM. A 

broad and most prominent CL band centered at photon energy of ∼4.2 eV is recorded for the high-

energy electrons only (above 200 keV), whereas smaller bands at ∼2.3-2.6 eV and 2.8-3.0 eV are 

found for all electron energies. The 4.2 eV band is assigned to emission of F+ centers produced by 

elastic electron-nucleus collisions above a threshold electron energy corresponding to the oxygen 

displacement energy. The lower energy CL bands are ascribed to Ce3+ ions induced by charge 

compensation of oxygen vacancies for the high-energy electrons, and by ionization effects for the 20-

keV electron excitation having a higher inelastic stopping power. Similar spectra are obtained at 100 

K and 200 K, yet with broader and slightly shifted emission bands. The F+ CL signal is weaker for the 

polycrystalline sample compared to the single crystal in the same conditions regardless of 

temperature due to effects of grain boundaries. The dependence of CL integrated intensities as a 

function of the primary electron energy for both kinds of targets is interpreted by the interplay of the 

oxygen displacement cross section and the luminescence cross section. For this purpose, secondary 

electron spectra were computed with the PHITS code which is benchmarked against other computer 

codes such as PENELOPE and Geant4. 
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Table I: Characteristics of electron irradiations of CeO2 (mass density = 7.215 g cm-3), computed with 

the ESTAR code [24] for different primary electron energies (E) and mean ionization energy I = 407.6 

eV: CSDA range, and total inelastic stopping power ((−dE/dx)inel). 

 

E (keV) 20 400 600 800 1,000 1,250 

Range (µm) 2.3 289 500 720 943 1,221 

(−dE/dx)inel (MeV µm-1) 52x10-4 9.9x10-4 9.2x10-4 9.0x10-4 9.0x10-4 9.1x10-4 
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Table II: CL band characteristics and defect assignments for the CeO2 polycrystalline sample. 

 

 Band center 

(eV) 

FWHM 

(eV) 

Defect 

HVEM (300 K) 4.2 1.0 F+ center 

 2.8 0.4 Ce3+ (CeI)  

 2.3 0.6 Ce3+ (CeII) 

 1.7 0.4 Impurity 

HVEM (100 K) 4.2 1.0 F+ center 

 2.9 1 Ce3+ (CeI) 

 2.0 0.5 Ce3+ (CeII) 

 1.7 0.4 Impurity 

SEM (300 K) 2.8 0.7 Ce3+ (CeI) 

 2.4 0.6 Ce3+ (CeII) 
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Table III: Expected evolutions of the various cross sections (see text) for increasing electron energy (E 

↑) and decreasing temperature (T ↓), and combined effects (E ↑ X T ↓):  

 

 σi σt σe σr σCL σd 

E ↑  − − ↓ ↓ ↓ ↑ 

T ↓ − ↓ − ↑ Max − 

E ↑ X T ↓ − ↓ ↓ ↑ Max / ↓ ↑ 
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Table IV: Total integrated electron production cross section (σi,tot) computed with various codes. 

 

E  

(keV) 

PHITS [59] 

σi,tot (b) 

PENELOPE [65] 

σi,tot (b) 

LIVERMORE [64] 

σi,tot (b) 

EMX [66] 

σi,tot (b) 

400 68,891 74,914 65,235 63,324 

1,250 51,748 60,841 54,723 47,789 
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Table V: Fitting parameters for the electron-energy dependence of CL bands of CeO2. 

 

Single crystal band centers (eV)  Defect E0 

(keV) 

(300 K) 

α 

(300 K) 

β 

(300 K) 

E0 

(keV) 

(200 K) 

α 

(200 K) 

β 

(200 K) 

E0 

(keV) 

(100 K) 

α 

(100 K) 

β 

(100 K) 

2.4-2.6 Ce3+ (CeII) 396 1.11 0.39 250 0 0.34 340 0.03 0.43 

2.8-3.0 Ce3+ (CeI) 396 1.39 0.39 250 0 0.34 371 0 0.45 

4.2 F+ center 399 2.20 0.37 287 0 0.36 355 0 0.36 

Polycrystal band centers (eV)           

2.0-2.3 Ce3+ (CeII) 398 1.57 0.25 375 1.23 0.27 387 1.22 0.28 

2.8-2.9 Ce3+ (CeI) 398 1.41 0.25 375 0.96 0.27 397 1.1 0.28 

4.2 F+ center 388 0.61 0.37 385 0.67 0.38 396 0.41 0.32 
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Figure 1: CL spectra at ∼300 K of the CeO2 single crystal and polycrystalline sample for 20-keV 

electron excitation. Dashed lines are the fitted spectra and dotted lines are the Gaussian curves used 

for least-square fits. 
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Figure 2: CL spectra at ∼300 K of the CeO2 single crystal (a) and polycrystalline (b) sample for 

electrons of variable energy at fluences of 1.1x1024 m-2 and 5.7x1023 m-2, respectively. CL spectra at 

∼100 K of the CeO2 single crystal (c) and polycrystalline sample (d) recorded in similar conditions. 

Dashed lines are the fitted spectra and dotted lines are the Gaussian curves used for least-square fits. 
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Figure 3: CL integrated intensities of the CL bands at ∼300 K (a), 200 K (b), and 100 K (c) versus 

electron energy for the CeO2 single crystal (full symbols) and polycrystalline sample (open symbols). 

Each set of data was recorded for a similar flux and fluence (Figs. 2a-d). Solid and dashed lines are 

least-square fits with Eq. (1) for the single crystal and polycrystalline sample, respectively. The dotted 

line is a linear regression for the single crystal data (c). 
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Figure 4: a) Schematic representation of different electronic configuration of a neutral oxygen 

vacancy in CeO2; b) Sketch of electronic levels in the band gap of CeO2 possessing oxygen vacancies; 

c) Schematic configuration coordinate representation of the F+ emission. The site of the unpaired 

electron is represented in red.  
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Figure 5: Assignment of CL bands at ∼300 K of the CeO2 single crystal for 1,250-keV electron 

excitation. Dotted lines are the Gaussian curves used for fits of spectra and the dashed line is the 

fitted spectrum. 
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Figure 6: Secondary-electron energy spectra generated by primary electrons of 400 keV, 800 keV, 

and 1,250 keV on Ce and O atoms), in the forward direction (0° ≤ θ ≤ 18°) computed with the PHITS 

code [59]: double differential electron-electron collision cross section (d2σi/dEsdΩ) per secondary 

electron energy step (Es) and solid angle (Ω) versus Es. The vertical dotted lines represents the 

maximum energy of secondary electrons (Ecut) confined inside the 150-µm or 0.5-mm thick CeO2 

targets. Solid curves are the Ce data, and dashed curves are the O data. 
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Figure 7: PHITS simulations [59] of the total displacement per atom (dpa) and the number of 

secondary electrons per primary electron down-scattered to 1 keV inside a 150-µm thick ceria 

sample versus primary electron energy (E). The solid line is a guide to the eyes and the dashed line is 

a linear regression. 
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Figure 8: Differential ionization cross section (dσi/dθ) for the Ce atoms as a function of scattering 

angle (θ) for primary electron energies of 400 keV (solid lines) and 1,250 keV (dashed lines) 

computed with the PHITS code [59] and various computer codes [63-66]. 

 

 




