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ASYMPTOTIC STABILITY OF PEAKONS FOR THE NOVIKOV

EQUATION

JOSÉ MANUEL PALACIOS

Abstract. The Novikov equation is an integrable Camassa-Holm type equation with a cubic
nonlinearity. One of the most important features of this equation is the existence of peaked
traveling waves, also called peakons. This paper aims to prove the asymptotic stability
of peakon solutions under H1(R)-perturbations satisfying that their associated momentum
density defines a non-negative Radon measure. Motivated by Molinet’s work [26, 27, 28], we
shall first prove a Liouville property for H1(R) global solutions belonging to a certain class of
almost localized functions. More precisely, we show that such solutions have to be a peakon.
The main novelty in our analysis in comparison to the Camassa-Holm equation comes from
the fact that in our present case the momentum is not a conserved quantity and may be
unbounded along the trajectory. In this regard, to prove the Liouville property, we used a
new Lyapunov functional not related to the (not conserved) momentum of the equation.

1. Introduction

1.1. The model. This paper is concerned with the Novikov equation

ut − utxx + 4u2ux = 3uuxuxx + u2uxxx, (t, x) ∈ R2, (1.1)

where u(t, x) is a real-valued function. This equation was derived by Novikov [30] in a
symmetry classification of nonlocal partial differential equations with cubic nonlinearity. By
using the perturbative symmetry approach [25], which yields necessary conditions for a PDE
to admit infinitely many symmetries, Novikov was able to isolate equation (1.1) and derive
its first few symmetries. Later, he was able to find an associated scalar Lax-pair, proving the
integrability of the equation. On the other hand, Hone and Wang recently found a matrix
Lax-pair representation of the Novikov equation, specifically, they showed that (1.1) arises as
a zero curvature equation Ft − Gx + [F,G] = 0 which is the compatibility condition for the
linear system [15]

Ψx = F (y, λ)Ψ and Ψt = G(y, λ)Ψ,

where y = u− uxx and the matrices F and G are defined by

F =

0 λy 1
0 0 λy
1 0 0

 , G =

 1
3λ2
− uux 1

λux − λu
2y u2

x
1
λu − 2

3λ2
− 1
λux − λu

2y
−u2 1

λu
1

3λ2
+ uux

 .

Moreover, by using this matrix Lax-pair representation, Hone and Wang showed how the
Novikov equation is related by a reciprocal transformation to a negative flow in the Sawada-
Kotera hierarchy.
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The Novikov equation possesses infinitely many conservation laws, among which, the most
important ones are given by

E(u) :=

ˆ
R

(
u2(t, x) + u2

x(t, x)
)
dx and F (u) :=

ˆ (
u4 + 2u2u2

x −
1

3
u4
x

)
dx. (1.2)

Solutions of (1.1) are known to satisfy several symmetry properties: shifts in space and time,
i.e. the mapping u(t, x) 7→ u(t + t0, x + x0) among solutions to (1.1) is preserved, as well as
space-time invertion, i.e. if u(t, x) is a solution of (1.1), then u(−t,−x) is another solution.

One of the most important features of the Novikov equations is the existence of peakon and
antipeakon solutions [15] which are peaked traveling waves with a discontinuous derivative at
the crest. They are explicitly given by

±ϕc(x− ct) = ±
√
cϕ(x− ct) := ±

√
ce−|x−ct|, c > 0.

Moreover, the Novikov equation also exhibit multi-peakons solutions. More precisely, for
any given natural number n ∈ N, let us denote by ~q = (q1, ..., qn) and ~p = (p1, ..., pn) the
position and momenta vectors. Then, the n-peaked traveling wave solution on the line is
given by u(t, x) =

∑n
i=1 pi(t) exp(−|x− qi(t)|), where pi and qi satisfy the following system of

2n-differential equations
dqi
dt

= u2(qi) =
n∑

j,k=1

pjpke
−|qi−qj |−|qi−qk|,

dpi
dt

= −piu(qi)ux(qi) = pi

n∑
j,k=1

pjpk sgn(qi − qj)e−|qi−qj |−|qi−qk|.
(1.3)

There exists some similar expressions for periodic peakons and multipeakon solutions but we
do not intend to deepen in this direction. On the other hand, equation (1.1) can be rewritten
in a compact form in terms of its momentum density as

yt + u2yx + 3uuxy = 0, where y := u− uxx, (1.4)

which can be regarded as a cubic nonlinear generalization of the celebrated Camassa-Holm
(CH) equation [2, 14],

ut − utxx = uuxxx + 2uxuxx − 3uux equivalently yt + uyx + 2uxy = 0, (1.5)

or the Degasperis-Procesi (DP) equation [11],

ut − utxx = uuxxx + 3uxuxx − 4uux equivalently yt + uyx + 3uxy = 0. (1.6)

It is worth noticing that the last three equations in terms of the momentum densities cor-
respond to transport equations for y(t). As a consequence, initial data with signed initial
momentum density give rise to solutions with the same property. This is one of the key
points to prove that smooth and decaying initial data with signed initial momentum density
give rise to global solutions.

Regarding the CH and the DP equations, both can be derived as a model for the propagation of
unidirectional shallow water waves over a flat bottom by writing the Green-Naghdi equations
in Lie-Poisson Hamiltonian form and then making an asymptotic expansion which keeps the
Hamiltonian structure [1, 2, 6, 17]. Moreover, both of them can be written in Hamiltonian
form

∂tE
′(u) = −∂xF ′(u),
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where for the Camassa-Holm equation E(u) and F (u) are given by

E(u) :=

ˆ
u2 + u2

x and F (u) :=

ˆ
u3 + uu2

x

while for the Degasperis-Procesi equation they are given by

E(u) :=

ˆ
yv =

ˆ
5v2 + 4v2

x + v2
xx and F (u) :=

ˆ
u3,

where v := (4− ∂2
x)−1u. Moreover, both of them belongs to the so-called b-family introduced

by Degasperis, Holm and Hones in [10],

ut − utxx = buxuxx + uuxxx − (b+ 1)uux.

In [25] it was shown that the b-family corresponds to an integrable equation only when b = 2, 3,
which corresponds exactly to the CH and the DP equations respectively.

On the other hand, the Novikov equation, as well as the CH and the DP equations, can also
be written in a nonlocal form in the following way. From now on we shall denote by p(x) the

fundamental solution of 1− ∂2
x in R, that is p := 1

2e
−|x|. Then, we can rewrite (1.1) as

ut + u2ux = −p ∗
(
3uuxuxx + 2u3

x + 3u2ux
)
, (1.7)

which can be understood as a nonlocal perturbation of Burgers-type equations

ut + 1
3(u3)x = 0,

or more generally as a nonlinear nonlocal transport equation. This latter fact has many
implications, for instance, from the blow-up criteria for transport equations we obtain that
singularities are caused by the focusing of characteristics.

At this point it is clear that the Novikov equation shares many of its remarkable analytic
properties with both the CH and the DP equations, as the existence of a Lax-pair, the
completely integrability and the bi-Hamiltonian structure [11, 15], but also all of them exhibit
both existence of peaked traveling waves as well as the phenomenon of wave breaking [2, 3, 6,
11, 30]. This latter one means that the wave profile remains bounded while its slope becomes
unbounded. As the authors explain in [3], understanding the wave-breaking mechanism not
only presents fundamental importance from a mathematical point of view but also a great
physical interest since it would help to provide a key-mechanism for localizing energy in
conservative systems by forming one or several small-scale spots. Finally, we remark that,
unlike the Novikov equation, peakon solutions for the CH and the DP equations have a slightly
different form, which is given by

ϕ̃c(x− ct) = cϕ(x− ct) := ce−|x−x0−ct|, c ∈ R \ {0}, x0 ∈ R.
It is worth noticing that in sharp contrast with the Novikov equation, CH and DP peakons
can move in both directions, left and right, just by changing the sign of c, while all Novikov
peakons and anti-peakons move to the right.

About the stability of these peaked solitary waves, the first proof of orbital stability was given
in the Camassa-Holm case for H1-perturbations assuming that their associated momentum
density defines a non-negative Radon measure [8]. The orbital stability for perturbations in
the whole energy space H1(R) was proved by Constantin and Strauss in [9] (see also [18] for
a proof in the Degasperis-Procesi case). Later, following the ideas in [9, 18] Liu et al. proved
the orbital stability for peakons in the Novikov case [19].
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From a physical point of view, these peakons, as well as the ones for the Novikov equation,
reveal some similarities to the well-known Stokes waves of greatest height, i.e. traveling waves
of maximum possible amplitude that are solutions to the governing equations for irrotational
water waves [4, 31]. These traveling waves (Stokes waves) are smooth everywhere except at
the crest, where the lateral tangents differ.

1.2. Initial data space. Before stating our results we need to introduce some functional
spaces and notation. Following the ideas of [7, 12, 13, 26] we define

Y :=
{
u ∈ H1(R) : u− uxx ∈Mb

}
,

whereMb denotes the space of Radon measures with finite total mass on R. Moreover, from
now on we shall denote by Y+ the subspace defined by Y+ := {u ∈ Y : u − uxx ∈ M+

b },
where M+

b denotes the space of non-negative finite Radon measures on R. A crucial remark
in what follows is that, for any function v ∈ C∞0 (R) we have

v(x) =
1

2

ˆ x

−∞
ex
′−x(v − vxx)(x′)dx′ +

1

2

ˆ ∞
x

ex−x
′
(v − vxx)(x′)dx′ (1.8)

and

vx(x) = −1

2

ˆ x

−∞
ex
′−x(v − vxx)(x′)dx′ +

1

2

ˆ ∞
x

ex−x
′
(v − vxx)(x′)dx′ (1.9)

Therefore, if v − vxx ≥ 0 on R we conclude that |vx| ≤ v. Thus, by density of C∞0 (R) in Y ,
we deduce the same property for functions v ∈ Y+.

Remark 1.1. We recall the following standard estimate which shall be useful in the sequel:

‖u‖W 1,1 = ‖p ∗ (u− uxx)‖W 1,1 . ‖u− uxx‖M,
and hence it also holds that

‖uxx‖M ≤ ‖u‖L1 + ‖u− uxx‖M.
Thus, we have Y (R) ↪→

{
u ∈W 1,1(R) : ux ∈ BV(R)

}
, where BV(R) denotes the space of

functions with bounded variation.

With all of these definitions at hand we are able to introduce the most important definition
throughout this paper.

Definition 1.1 (H1-almost localized solution). We say that a solution u ∈ C(R, H1(R)) of
equation (1.7) satifying u − uxx ∈ Cw(R,M+

b ) is H1-almost localized if there existe a C1-
function x(·) such that the following holds: For any ε > 0, there exists Rε > 0 such that for
all t ∈ R we have ˆ

|x|>Rε

(
u2 + u2

x

)
(t, ·+ x(t))dx ≤ ε. (1.10)

Remark 1.2. In [26]-[27], instead of using Definition 1.1, the author used what he called
Y -almost localization, i.e. he replaced the functional in (1.10) byˆ (

u2(t) + u2
x(t)

)
Φ(· − x(t))dx+ 〈u(t)− uxx(t),Φ(· − x(t))〉 ≤ ε, (1.11)

and

〈u(t)− uxx(t),Φ(· − x(t))〉 ≤ ε, (1.12)
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for the Camassa-Holm and the b-family respectively, where Φ corresponds to any continuous
function 0 ≤ Φ ≤ 1 satisfying supp Φ ⊂ [−Rε, Rε]c. This change is related to the fact that
the CH equation conserve both, the energy and the momentum, while the b-family conserve
the momentum. Nevertheless, in the case of the CH, DP and Novikov equations, since we
can prove that H1-almost localized solutions are uniformly exponentially decaying, all of
these characterizations are actually equivalent (see [27] for the equivalence between (1.11)
and (1.12)).

1.3. Main results. The following theorem is the main result of this paper and give us the
asymptotic stability of peakon solutions for the Novikov equation.

Theorem 1.2. Let c > 0 be fixed. There exists an universal constant 1 � ε? > 0 such that
for any β ∈ (0, c) and initial data u0 ∈ Y+ satisfying

‖u0 − ϕc‖H1 ≤ ε?
(
β
c

)8
, (1.13)

then the following property holds: There exists c∗ > 0 with |c − c∗| � c and a C1 function
x : R→ R satisfying ẋ(t)→ c∗ as t→ +∞

u(t, ·+ x(t)) ⇀ ϕc∗ in H1(R).

where u ∈ C(R, Y+) is the global weak solution to equation (1.7) associated to u0. Moreover,
for any z ∈ R the following strong convergence holds

lim
t→+∞

‖u(t)− ϕc∗(· − x(t))‖H1((−∞,z)∪(βt,+∞)) = 0. (1.14)

The main ingredient in the proof of Theorem 1.2 is a rigidity property of the Novikov equation.

Theorem 1.3. Let us suppose that u ∈ C(R, H1(R)) with u − uxx ∈ Cw(R,M+
b ) is a H1-

almost localized solution of (1.1) that is not identically zero. Then, there exists c∗ > 0 and
x0 ∈ R such that

u(t) =
√
c∗ϕ(· − x0 − c∗t), ∀t ∈ R.

The main ingredients in the proof of Theorem 1.3 are the almost monotonicity of the en-
ergy, the finite speed of propagation of the momentum density, the existence of a Lyapunov
functional and some continuity results with respect to the initial data for the H1-topology.

Remark 1.3. This theorem implies, in particular, that an H1-almost localized solution with
non-negative momentun density cannot be smooth for any time. More precisely, if u ∈
C(R, H1(R)) with u − uxx ∈ Cw(R,M+

b ) is a H1-almost localized solution of the Novikov

equation that belongs to H3/2(R) for some t ∈ R, then u must to be the trivial solution.

Our method of proof is certainly strongly motivated by the remarkable work of Molinet in
[26] for the Camassa-Holm case (see also [27, 28]). However, as we shall see, due to the
lack of conservation of momentum, the Novikov equation presents several new difficulties
that we shall have to address. For instance, given a solution u(t), since the global well-
posedness requires the momentum density to have finite total mass on R, apriori we are not
allowed to study global limit solutions associated to u(t). Nevertheless, by using an almost
monotonicity result for the H1-norm at the right of some curves, we shall be able to prove
that for solutions staying close enough to peakon’s trajectory, the associated limit objects are
uniformly exponentially decaying and belong to Y+ for all times. Another new difficulty is
that the Lyapunov functional in [26] was related to the conservation of the momentum. Here
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we introduce a new Lyapunov functional that is simpler and seems to work for a wider class
of CH-type equations. We point out that this new proof gives a simplification of Molinet’s
approach for the rigidity result, which can be useful for several types of CH-equations with
peakon solutions.

It is important to point out that all of these results, as well as the ones obtained in [26, 27],
come from a series of remarkable previous works in the context of KdV-type equations. The
interested reader can consult [21, 22, 23] for these previous results.

Remark 1.4. From now on we shall focus on the peakon case ϕc. Nevertheless, notice that
by using the invariance u(t, x) 7→ −u(t, x) we also deduce the asymptotic stability of the
antipeakon profile −ϕc where c > 0, with perturbations in the class of H1 functions with
momentum density belonging to M−b (R).

1.4. Organization of this paper. This paper is organized as follow. In Section 2 we in-
troduce some definitions and state a series of results needed in our analysis, for instance,
the well-posedness result in the class of solutions we shall work with. In section 3 we prove
the rigidity result for the Novikov equation. Finally, in section 4 we prove the asymptotic
stability of peakon solutions.

2. Preliminaries

2.1. Preliminaries and definitions. In the sequel we shall need the following family of
functions. Let {ρn}n∈N be a mollifiers family definied by

ρn(x) := n

(ˆ
R
ρ(ξ)dξ

)−1

ρ(nx), where ρ(x) :=

{
e

1
x2−1 for |x| < 1

0 for |x| ≥ 1.
(2.1)

Notice that for any n ∈ N we have ‖ρn‖L1 = 1. On the other hand, for any p ∈ [1,∞] and
any T > 0 we shall denote by ‖f‖Lp

TH
1
x

the norm given by

‖f‖p
Lp
TH

1
x

:=

ˆ T

−T

(ˆ
R

(
f2 + f2

x

)
(t, x)dx

)p/2
dt.

From now on we shall also denote by Cb(R) the set of bounded continuous functions on R,
and by Cc(R) the set of compactly supported continuous functions on R. Throughout this
paper we shall also need the following definitions.

Definition 2.1 (Weakly convergence of measures). We say that a sequence {νn} ⊆ M con-
verge weakly towards ν ∈M, which we shall denote by νn ⇀ ν, if

〈νn, φ〉 → 〈ν, φ〉, for any φ ∈ Cc(R).

Remark 2.1. Notice that we are adopting the standard Measure Theory’s notation for the
weak convergence of a measure. Nevertheless, we recall that from a Functional Analysis point
of view this convergence corresponds to the weak-* convergence on Banach spaces.

Definition 2.2 (Tightly and weak continuity of measure-valued functions). Let I ⊆ R be an
interval.

(1) We say that a function f ∈ Cti(I,Mb) if for any φ ∈ Cb(R) the map t 7→ 〈f(t)φ〉 is
continuous on I.

(2) We say that a function f ∈ Cw(I,M) if for any φ ∈ Cc(R) the map t 7→ 〈f(t)φ〉 is
continuous in I.
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Definition 2.3 (Weak convergence in Cti(I)). Let I ⊆ R be an interval. We say that a
sequence fn ⇀ f in Cti(I,Mb) if for any φ ∈ Cb(R) we have

〈fn(·)φ〉 → 〈f(·)φ〉 in C(I).

Let us finish this section by recalling a standard Measure Theory lemma (see for instance
[24], Theorem 1.24).

Lemma 2.4. Let Ω be any locally compact metric space. Let us consider {µn}n∈N ⊂M+(Ω)
a sequence of Radon measures weakly converging to some µ ∈ M+(Ω) (see Definition 2.1).
Then, for every open set V ⊂ Ω we have

µ(V ) ≤ lim inf
n→+∞

µn(V ).

This weak-lower semicontinuity property shall be useful in our proof and shall enable us
to approximate the momentum density associated to solutions of equation (1.7) by smooth
solutions and pass to the limit.

2.2. Well-posedness. In the proofs of Theorems 1.2 and 1.3 we shall need to approximate
non-smooth solutions of equation (1.7) by sequences of smooth solutions. In this regard, we
shall need a global well-posedness result on a class of smooth solutions. In [33], following the
ideas of the seminal work of Constantin and Escher [5] on the Camassa-Holm equation, Wu
and Yin proved the smooth global well-posedness for initial data with non-negative momentum
density.

Theorem 2.5 ([33]). Let u0 ∈ Hs for s ≥ 3, with non-negative momentum density y0

belonging to L1(R). Then, equation (1.1) has a unique global strong solution

u ∈ C(R, Hs(R)) ∩ C1(R, Hs−1(R)).

Moreover, denoting by y(t) := u(t) − uxx(t) we have that E(u) and ‖y(t)‖L2/3 are two con-
servation laws. Additionally, we have that y(t) and u(t) are non-negative for all times t ∈ R
and |ux(t, ·)| ≤ u(t, ·) on R.

Unfortunately, since peakon profiles do not belong1 to H3/2(R), they do not enter into this
framework either, and hence this theorem is not useful for our purposes. Nevertheless, by
following the work of Constantin and Molinet [7], in the same work Wu and Yin also proved
a global well-posedness theorem for a class of functions containing peakons. This result shall
be crucial in our analysis. However, we shall need a slightly improved version of this theorem,
which we state below.

Theorem 2.6 ([33]). Let u0 ∈ H1(R) be a function satisfying y0 := (u0 − u0,xx) ∈ M+
b (R).

Then, the following properties hold:

1. Uniqueness and global existence: There exists a global weak solution

u ∈ C(R, H1(R)) ∩ C1(R, L2(R)),

associated to the initial data u(0) = u0 such that its momentum density

y(t, ·) := u(t, ·)− uxx(t, ·) ∈ Cti(R,M+
b (R)).

1Actually, they do not belong to any W
1+ 1

p
,p

(R) for any p ∈ [1,+∞). However, peakon profiles do belong
to W 1,∞(R), where W 1,∞(R) denotes the space of Lipschitz functions.
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Additionally I(u) and E(u) are conservation laws. Moreover, the solution is unique
in the class

{f ∈ C(R, H1(R))} ∩ {f − fxx ∈ L∞(R,M+
b )}.

2. Continuity with respect to the initial data H1(R): For any sequence {u0,n}n∈N
bounded in Y+(R) such that u0,n → u0 in H1(R), the following holds: For any T > 0,
the family of solutions {un} to equation (1.7) associated to {u0,n} satisfies

un → u in C([−T, T ], H1(R)) and y0,n ⇀ y in Cti([−T, T ],M). (2.2)

Proof. We refer to [26, 27], Propositions 2.2, for a proof of this theorem in both the Camassa-
Holm and the b-family case. Notice that the same proof applies to the Novikov equation,
provided Theorem 2.5 and the fact that the first point of the statement was proven in [33],
except for the fact that y ∈ Cti(R,M+

b ), which can be proven in exactly the same fashion as
in [26].

3. Liouville property for the Novikov equation

3.1. Preliminary properties of almost localized solutions and almost monotonicity
lemma. This subsection aims to state some preliminary properties regarding the decay of
almost localized solutions that shall be useful in the sequel. Since the proof of these properties
plays no role in the study of Theorems 1.2 and 1.3, we postpone them to the appendix.

Proposition 3.1 (Time-uniform exponential decay). Let u ∈ C(R, H1(R)) be an H1-almost
localized solution to (1.7). Then, there exists a constant C > 0 only depending on ‖u0‖H1

and the mapping ε 7→ Rε (see Definition 1.1), and K ≥ 1 such that for all t ∈ R, all R > 0
and all |x| > R we have

|u
(
t, x+ x(t)

)
|+
ˆ
|x|>R

(
u2 + u2

x

)
(t, ·+ x(t))dx ≤ Ce−

R
K . (3.1)

The previous proposition, whose proof is found in Section 5.2, is actually a classical conse-
quence of an almost-monotonicity property of the energy (see Lemma 3.2) which, together
with the H1-almost localized hypothesis, implies the uniform exponential decay of the so-
lution. To prove this theorem and both Theorem 1.2 and 1.3 let us introduce some useful
notation. From now on we shall denote by Ψ the weight function defined by

Ψ :=
2

π
arctan

(
exp

(
x
6

))
, (3.2)

The idea of introducing this weight function is to measure u(t, x) at the right side of space.
Notice that as a direct consequence of the definition we have that Ψ(x)→ 1 as x→ +∞ and

0 ≤ Ψ ≤ 1, |Ψ′′′| ≤ 1

10
Ψ′ and ∀x ≤ 0, |Ψ(x)|+ |Ψ′(x)| . e

x
6 . (3.3)

Finally, for any modulation variable z : R→ R and any point x0 ∈ R we define the modified
energy functional

Ît0(t) :=

ˆ
R

(
u2(t) + u2

x(t)
)
Ψ
(
· −x0 − z(t) + z(t0)

)
dx
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A key point in our analysis is the fact that Ît0(t) approximates the energy of u(t) at the right
of x(t) = x0 + z(t)− z(t0). Moreover, by using the definition of Ψ in (3.2) we deduce that

for all t0 ∈ R, Ît0(t0) >
1

2
‖u(t0, ·)‖H1(x0,+∞). (3.4)

The next technical lemma states the almost monotonicity result of the energy at the right.
This lemma shall be crucial in the proofs of Theorems 1.2-1.3, and we shall use it repeatedly.

Lemma 3.2 (Almost-monotonicity of the energy at the right). Let c > 0 and δ ∈ (0, 1) be
two fixed parameters. Assume that u ∈ C(R, H1(R)) with y ∈ Cw(R,M+

b ) is a solution to
equation (1.1) such that there exists R0 > 0 and a C1 function x : R→ R with infR ẋ(t) ≥ c
satisfying

for all t ∈ R, ‖u(t)‖L∞(|x−x(t)|>R0) ≤
(1− δ)c

b
, where b := 26 max{1, ‖u0‖H1}. (3.5)

Then, for R > R0 sufficiently large, γ ∈ (0, δ) and any C1 function z : R→ R satisfying

(1− δ)ẋ(t) ≤ ż(t) ≤ (1− γ)ẋ(t), for all t ∈ R, (3.6)

the following property holds: Let t0 ∈ R be a fixed time. Define the energy functionals

I±Rt0 (t) :=

ˆ
R

(
u2(t) + u2

x(t)
)
Ψ
(
· −z±Rt0 )

)
dx where z±Rt0 (t) := x(t0)±R+ z(t)− z(t0).

Then we have

∀t ≤ t0, IRt0(t0)− IRt0(t) ≤ Ce−R/6 and ∀t ≥ t0, I−Rt0 (t)− I−Rt0 (t0) ≤ Ce−R/6, (3.7)

for some constant C > 0 only depending on δ, γ, c, R0 and E(u).

Remark 3.1. Notice that we are not assuming that u(t) is an H1-almost localized solution.
This shall important to study limit objects in Section 4, where hypothesis (3.5)-(3.6) shall be
guaranteed by a modulation argument.

Proof. See the appendix, Section 5.1.

3.2. Comments on the method of proof of Theorem 1.3. Before going further, for the
sake of clarity, let us sketch the ideas of the proof of Theorem 1.3. We shall proceed as follows:
First, we start by studying properties of solutions with compactly supported momentum
density. In particular, we shall prove that for this class of solutions there exists a Lyapunov
functional, which is related to the last point on the support of the momentum density. Then,
in the next section, we shall prove that every H1-almost localized solution of equation (1.7)
has compactly supported momentum density, and hence all the properties proved in the
previous section hold. This shall be a consequence of the finite speed of propagation of the
momentum density and the time-uniform exponential decay of H1-almost localized solutions.
Then, by using the Lyapunov functional we shall prove that u(t) evaluated at the integral
line associated to the last point of the support of the momentum density is constant in time.
Finally, we show that the latter fact forces u(t) to be a peakon.
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3.3. A Lyapunov functional for solutions with compactly supported momentum
density. In this section we shall assume that we are working with a solution of equation
(1.7) such that the support of its momentum density is bounded from above. In the next
sections we shall prove that almost localized solutions enjoy this property.

Before going further, we need to introduce the flow q associated with u2, which is defined by{
qt(t, x) = u2

(
t, q(t, x)

)
,

q(0, x) = x.
(3.8)

From [34] we know that the solutions associated to this ODE satisfy, for every t ∈ R,

y (t, q(t, x)) qx(t, x)
3
2 = y0(x) (3.9)

Moreover, by differentiating (3.8) with respect to x ∈ R we also obtain

qx(t, x) = exp

(
2

ˆ t

0
u
(
s, q(s, x)

)
ux
(
s, q(s, x)

)
ds

)
. (3.10)

Now we intend to study what consequences the existence of this last point on the support of
y(t) has. In this regard, we shall need the following definition

x+(t) := inf {x ∈ R : supp y(t) ⊆ (−∞, x(t) + x]} .
We emphasize that during this section we are assuming that x+(·) is well-defined. The
following lemma show us that under these assumptions the map t 7→ x(t) + x+(t) is actually
an integral line of u2(t).

Lemma 3.3. Suppose that u ∈ C(R, H1(R)) is an H1-almost localized solution of (1.7) with
infR ẋ ≥ c > 0. Moreover, assume that there exists r ∈ R such that for all t ∈ R it holds

supp y
(
t, ·+ x(t)

)
⊂ (−∞, r]. (3.11)

Then, for all t ∈ R, we have

x(t) + x+(t) = q
(
t, x(0) + x+(0)

)
, (3.12)

where q(·, ·) is defined by {
qt(t, x) = u2

(
t, q(t, x)

)
, (t, x) ∈ R2,

q(0, x) = x, x ∈ R.
(3.13)

Additionally, for all t ∈ R and z ≥ x+(t) we have

u
(
t, x(t) + z

)
= −ux

(
t, x(t) + z

)
. (3.14)

Proof. See the appendix, Section 5.3.

In the sequel we shall need the following definitions associated to the operator (1 − ∂2
x)−1.

From now on we denote by p+ and p− the following operators

p+ ∗ f(x) :=
e−x

2

ˆ x

−∞
ezf(z)dz and p− ∗ f(x) :=

ex

2

ˆ ∞
x

e−zf(z)dz.

Note that p = p+ + p−. The following crucial lemma give us the existence of a Lyapunov
functional for solutions with compactly supported momentum density.

Lemma 3.4. Under the hypothesis of Lemma 3.3, the map t 7→ u
(
t, x(t) + x+(t)

)
defines a

bounded increasing function on R.
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Proof. The proof follows from some direct computation together with a regularization argu-
ment and (3.14). We point out that the computation of the time derivative along character-
istics has already been made in [3].

Let ε > 0 small enough. We set the point xε = x(0) + x+(0) + ε. Now, we define the integral
line associated to xε, that is, xε(t) = q(t, xε), where q(·, ·) is defined in (3.13).

Now, notice that ‖ux(t)‖L∞ ≤ C, and hence u(t) is Lipschitz continuous with respect to the
space variable. Therefore, by using Cauchy-Lipschitz’s Theorem for ODEs we deduce that

xε(·)→ x(·) + x+(·) in C(R) as ε→ 0.

Moreover, since u(t) is continuous the latter convergence result implies that

u(·, xε(·))→ u(·, x(·) + x+(·)) in C(R) as ε→ 0. (3.15)

Notice that by using (3.14) together with the previous convergence result we also obtain that

ux(·, xε(·))→ −u(·, x(·) + x+(·)) in C(R) as ε→ 0.

On the other hand, since supp y(t) ⊆ (−∞, x(t) + x+(t)], we deduce that u(t) is H3 in a
neighborhood of xε(t). Therefore, by using the equation and recalling that (p ∗ ·) : L2 → H2,
we conclude that ut(t) is differentiable with respect to x in a neighborhood of xε(t).

Now we intend to compute the time-derivative of u along the integral line xε(t). For the sake
of simplicity we shall actually compute the time-derivative of the map t 7→ ux(t, xε(t)), which
turns out to be easier. In fact, using Lemma 3.3 we get

d

dt
ux
(
t, xε(t)

)
= utx + u2uxx = −1

2
uu2

x + u3 − p ∗
(3

2
uu2

x + u3
)
− 1

2
px ∗ u3

x

Thus, after integration by parts and by using the operators p± we obtain

d

dt
ux(t, xε(t)) =

1

2
u(u2 − u2

x)− 1

2
(p+ ∗ (u− ux)3 + p− ∗ (u+ ux)3), (3.16)

where all the right-hand side is evaluated at x = xε(t). Hence, by using (3.14) and due to
the fact that the kernels of p+ and p− are both positive and that |vx| ≤ v for any v ∈ Y+, we
deduce

d

dt
ux(t, xε(t)) ≤ 0, and therefore

d

dt
u(t, xε(t)) ≥ 0.

Thus, u(t, xε(t)) is increasing, and hence, by using the convergence result (3.15) we conclude
that u(t, x(t) + x+(t)) is increasing, what finish the proof of the lemma.

As a corollary of the previous analysis we obtain the following key property.

Corollary 3.5. Both maps x(t) + x+(t) and ẋ(t) + ẋ+(t) define non-decreasing functions.
Moreover, these are C1 and C0 functions respectively and there exists c± ≥ 0 such that

lim
t→±∞

ẋ(t) + ẋ+(t) = lim
t→±∞

u2(t, x(t) + x+(t))→ c±.

Proof. This is just a consequence of Lemma 3.3 and the fact that u(t, x(t)+x+(t)) is monotone
on R and bounded, and hence we immediately conclude the existence of both limits at±∞.
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3.4. Almost localized solutions have momentum density with compact support.
The following property ensures that the momentum density associated with an H1-almost
localized solution is compactly supported. This is the key fact of our proof. Notice that once
we prove this property, all the results in Section 3.3 hold for y(t) = (u− uxx)(t).

Proposition 3.6. Suppose that u ∈ C(R, Y+) is an H1-almost localized solution to equation
(1.7). Then, there exists r ∈ R such that for all t ∈ R it holds

supp y(t, ·+ x(t)) ⊂ (−∞, r]. (3.17)

Proof. First of all notice that it is enought to prove the result for t = 0. Moreover, notice that
due to the fact that y ∈ M+

b , it is enough to prove the following property: Let φ ∈ C∞(R)
any function satisfying

φ(x) ≡ 0 for x ∈ R−, φ(x) ≡ 1 for x ∈ [1,∞) and φ′(x) ≥ 0 ∀x ∈ R.
Then, there exists r? ∈ R sufficiently large such that the following equality holds

〈y(0), φ(· − x(0)− r?)〉 = 0. (3.18)

Now, in order to prove (3.18) we start by approximating u0 by a sequence of smooth functions

u0,n := ρn ∗ u0 ∈ H∞(R) ∩ Y+(R) and y0,n ⇀ y0 in M,

so that (2.2) holds for any T > 0. We emphasize that the latter weak convergence is in
the sense of Definition 2.1. Notice that by Theorem 2.5 we obtain that the solution un(t)
associated to u0,n belongs to C(R, H∞(R)) and its momentum density yn ∈ Cw(R, L1(R)).

On the other hand, notice also that for all n ∈ N, the solution un(t) is also H1-almost
localized with the same localizing function x 7→ x(t) and a radius Rnε that converges to Rε
as n → +∞. Moreover, since the mollifier family ρn have compact supports, by adding an
universal constant to the one in front of the exponential in (3.1) we conclude that all the
sequence un(t) have the same time-uniform exponential decay, i.e.,

un(t, ·+ x(t)) ≤ C∗ exp(−|x|/K), for all n ∈ N,
for some constant C∗ > C and some K ≥ 1.

On the other hand, notice that for any fixed T > 0, there exists n0 ∈ N such that for all
n ≥ n0 the following inequalities holds

‖un − u‖L∞T H1
x
<

1

10
min{

√
c, ‖u0‖H1}. (3.19)

Moreover, by the H1-almost localized hypothesis we deduce that there existe r > 1 sufficiently
large such that

‖u(t)‖H1(|x−x(t)|>r−1) ≤
1

10
min

{ c

26
,
√
c, ‖u0‖H1

}
, for all t ∈ R. (3.20)

Notice that due to Sobolev’s embedding, inequality (3.19) implies that for all n ≥ n0 we have

un(t, x+ x(t)) ≤ 1

5
min{

√
c, ‖u0‖H1} for all (|x|, t) ∈ [r − 1,+∞)× [−T, T ]. (3.21)

Finally, we need to introduce the flow qn associated to our approximate solution u2
n,{

qt,n(t, x) = un
(
t, qn(t, x)

)2
,

qn(0, x) = x.
(3.22)
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We recall that (see [34]) the solutions associated to this ODE satisfy, for every t ∈ R,

yn
(
t, qn(t, x)

)
qx,n(t, x)

3
2 = yn(0, x) (3.23)

Moreover, by differentiating (3.22) with respect to x ∈ R we also obtain

qx,n(t, x) = exp

(
2

ˆ t

0
un
(
s, qn(s, x)

)
ux,n

(
s, qn(s, x)

)
ds

)
. (3.24)

Now we claim that due to the H1-almost localization of u(t) we have

qn
(
t, x(0) + r

)
− x(t) ≥ r +

c|t|
2

and
1

C0
≤ qx,n

(
t, x(0) + r + x

)
≤ C0, (3.25)

for some C0 > 0. For the sake of simplicity we shall show this fact at the end of the proof.
Thus, assuming the previous inequalities and by using (3.23) we deduceˆ ∞

x(0)+r−1
yn(0, x)dx =

ˆ +∞

x(0)+r−1
yn
(
t, qn(t, x)

)
q3/2
x,n (t, x)dx

≤ C1/2
0

ˆ +∞

x(0)+r−1
yn
(
t, qn(t, x)

)
qx,n(t, x)dx

Now, by using (3.25) together with the uniform exponential decay of both un(t, x+x(t)) and
un,x(t, x+ x(t)) (see Proposition 3.1) we obtainˆ +∞

x(0)+r−1
yn
(
t, qn(t, x)

)
qx,n(t, x)dx ≤

ˆ +∞

r−1+ c
2
|t|
yn(t, x+ x(t))dx

. e(r−1+c|t|/2)/K +

ˆ +∞

r−1+ c
2
|t|
e−
|x|
K dx

t→−∞−−−−→ 0.

Therefore, due to the sequential weak-lower semicontinuity given in Lemma 2.4 and the
positivity of y0 and yn for all n ∈ N, we have that

〈y(0), φ(· − x(0)− r)〉 ≤ lim inf
n→+∞

ˆ +∞

x(0)+r−1
yn(0, x)dx = 0,

and hence, up to the proof of both inequalities in (3.25), we conclude the proof of the propo-
sition.

Proof of (3.25): The proof is straightforward in some sense and only requires to integrate.
In fact, it is enough to notice that due to (3.20) and Sobolev’s embedding we have

un(t, qn(t, x(0) + r)) ≤
√
c

4
.

Hence, by plugging the latter inequality into (3.22) and using the fact that infR ẋ(t) ≥ c we
infer that for all t < 0 we have

d

dt
qn(t, x(0) + r) ≤ c

16
which implies qn(t, x(0) + r)− x(t) ≥ r +

c

2
|t|,

what finish the proof of the first inequality in (3.25).

Finally, let us prove the boundedness of qx(t). Recall that due to the H1-almost localization
hypothesis and by using Proposition 3.1 we have, in particular, that un(t) has time-uniform
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exponential decay. Thus, by using the exponential decay of un(t), the almost monotonicity of
the energy, Sobolev’s embedding and inequality (3.25) we deduce that for any s ∈ R it holds

u2
n

(
s, q(s, x(0) + r)

)
≤ sup

x≥x(s)+r+ 1
2
c|s|
u2
n(s, x) . exp

(
−2r + c|s|

K

)
.

Hence, due to the latter inequality and the fact that |vx| ≤ v for any v ∈ Y+ we obtainˆ +∞

0
un
(
s, qn(s, x(0) + r)

)
ux,n

(
s, qn(s, x(0) + r)

)
ds ≤ C.

Therefore, by plugging the latter inequality into formula (3.24) we deduce the existence of a
constant C0 > 0 such that 1

C ≤ qx,n
(
t, x(0) + r

)
≤ C for all t ∈ R, what ends the proof.

3.5. Proof of Theorem 1.3. In this section we assume that we are under the hypothesis of
Theorem 1.3.

Motivated by the study made in Section 3.3, we define x+ the corresponding quantity which
give us the position of the last point on the support of y(t), that is,

x+(t) := inf {x ∈ R : supp y(t) ⊆ (−∞, x(t) + x]} .
Note that Proposition 3.6 ensures that the map t 7→ x+(t) is well-defined and bounded from
above.

Before getting into the details, let us start by explaining the idea of the proof: We shall
proceed in two steps: First, we intend to prove that u(t, x(t) + x+(t)) does not depend on
time, i.e. it is constant. Then, we shall prove that this property forces u to achieve an equality
only achievable by peakons.

The following technical (but straightforward) lemma shall be crucial in the proof of Proposi-
tion 3.8 below. We postpone their proofs for the Appendix.

Lemma 3.7. Let v ∈ Y+. Then, the following inequality holds

p ∗
(
3vv2

x + 5v3
)
≥ 2v3(x), ∀x ∈ R. (3.26)

Moreover, equality holds in (3.26) for some x0 ∈ R if and only if v(·) is a peakon, that is,

there exists c ∈ R+ such that v(x) =
√
ce−|x−x0|.

Proof. See the appendix, Section 5.4.

Proposition 3.8. Let u ∈ C(R, H1) be an H1-almost localized solution to equation (1.7).
Then, u(t) must to be a peakon.

Proof. First of all, we recall that by space-time reflection invariance we know that if u(t, x) is
a solution to (1.7), then so is v(t, x) := u(−t,−x). Moreover, notice that from the definition
of v(t) it is direct to check that

v ∈ C(R, H1(R)) and v − vxx ∈ Cw(R,M+
b ),

and hence v is a H1-almost localized solution of (1.7) localized at x̃(·) := −x(−·) and the
same mapping ε 7→ Rε. On the other hand, by applying Lemma 3.3 and Corollary 3.5 we
deduce the existence of a positive constant r̃ ∈ R and a C1 function x̃+ : R→ (−∞, r̃], such
that

lim
t→±∞

v
(
t, x̃(t) + x̃+(t)

)
=
√
c̃± or equivalently lim

t→∓∞
u
(
t, x(t)− x̃+(−t)

)
=
√
c̃±.
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Step 1: We claim that this implies c+ = c− = c̃+ = c̃−. Indeed, first of all notice that from
the monotonicity of t 7→ u(t, x(t) + x+(t)) we have c̃− ≤ c̃+ and c− ≤ c+. Now, let us prove
by contradiction that c+ ≤ c̃−. In fact, if this were not true, then there would exists t0 ∈ R
such that for all t ≥ t0 we would have

u
(
t, x(t)− x̃+(−t)

)
< u

(
t, x(t) + x+(t)

)
− ε, (3.27)

for some ε > 0. On the other hand, notice that by Lemma 3.3 it holds

x(t) + x+(t) = q(t− t0, x(t0) + x+(t0)),

and
x(t)− x̃+(−t) = q(t− t0, x(t0)− x̃+(−t0)).

Thus, by using (3.13) and (3.27) we obtain

x+(t) + x̃+(−t) = x+(t0) + x̃+(−t0) +

ˆ t

t0

qt(τ − t0, x(t0) + x+(t0))dτ

−
ˆ t

t0

qt(τ − t0, x(t0)− x̃+(−t0))dτ

≥ ε(t− t0) + x+(t0) + x̃+(−t0).

Since the right-hand side goes to +∞ as t→ +∞, this contradicts the fact that, by Proposition
3.17, both x+(t) and x̃+(t) are bounded from above. Notice that in the same fashion we also
obtain that c̃+ ≤ c−, what ends the proof of the claim. Therefore, we conclude that

u
(
t, x(t) + x+(t)

)
≡ √c+ ∀t ∈ R.

Step 2: Now, we claim that this forces u(t) to be a peakon. We proceed by contradiction, that
is, let us assume that u(t) is not a peakon, and hence by Lemma 3.7, inequality (3.26) is strictly
satisfied. We claim that this forces the following strict inequality to hold at x = x(t) + x+(t)

−1

2
uu2

x + u3 − p ∗
(

3

2
uu2

x + u3

)
− 1

2
px ∗ u3

x < −2p ∗ u3, ∀t ∈ R. (3.28)

In fact, by using Lemma 3.7 we know that for all t ∈ R it holds

u3
(
t, x(t) + x+(t)

)
− p ∗

(
3

2
uu2

x +
5

2
u3

)(
t, x(t) + x+(t)

)
< 0.

On the other hand, since |vx| ≤ v for any v ∈ Y+ we have

−1

2
uu2

x +
1

2
p ∗ u3 +

1

2
px ∗ u3

x ≤ 0.

Hence, gathering the last two inequalities we conclude the claim.

Step 3: Now we intend to use the latter two steps to conclude that u(t) must to be a peakon.
We recall that we are still in the contradiction argument of Step 2, so inequality (3.28) holds.

In fact, by using (3.14) together with formula (3.16) and the previous claim we obtain

d

dt
ux
(
t, x(t) + x+(t)

)
< −2p ∗ u3 or equivalently

d

dt
u
(
t, x(t) + x+(t)

)
> 2p ∗ u3.

On the other hand, recall that if u(t) ∈ Y+, then u(t) ≥ 0 on R. Therefore, the latter
inequality together with the non-negativity of u(t) and p(x) implies that

d

dt
u
(
t, x(t) + x+(t)

)
> 0, for all t ∈ R,
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but this contradicts the fact that u
(
t, x(t) + x+(t)

)
≡ √c+. Therefore, u(t) must to be a

peakon. The proof is complete.

4. Proof of Theorem 1.2

4.1. Modulation around peakons. In the sequel we shall closely follow the approach made
by Molinet in [26] (see also [21, 22, 23] for previous results using this approach for different
equations). From now on we assume we are in the context of Theorem 1.2, that is, from now
on let us assume that there exists c > 0 and u0 ∈ Y+ such that

‖u0 −
√
cϕ‖H1 ≤

√
cε8, for some 0 < ε < c. (4.1)

Then, according to the orbital stability result for peakon soltuions (see [19]), there exists
a function ξ : R → R such that the global solution u(t) to equation (1.7) associated to u0

satisfies

sup
t∈R
‖u(t)−

√
cϕ(· − ξ(t))‖H1 . cε2, c := min{

√
c, 8
√
c}, (4.2)

where ξ(t) ∈ R corresponds to any maximum point of u(t, ·) and the implicit constant only
depends on2 ‖u0‖H1 . Before going further we shall need a modulation lemma for solutions
close to a peakon.

Lemma 4.1. There exists ε0 > 0 small enough, C > 1, σ > 0 and n0 ∈ N such that if a
solution u ∈ C(R, Y+) to equation (1.7) satisfies

sup
t∈R
‖u(t)−

√
cϕ(· − z(t))‖H1 ≤

√
cε0, (4.3)

for some function z : R → R then the following properties hold: There exists a unique C1

function x : R→ R such that

sup
t∈R
|x(t)− z(t)| < σ and

ˆ
R
u(t)

(
ρn0 ∗ ϕ′

)
(· − x(t)) = 0, ∀t ∈ R, (4.4)

where ρn is defined in (2.1) and n0 ∈ N satisfies:

For all − 1
2 ≤ y ≤

1
2 ,

ˆ
R
ϕ(· − y)(ρn0 ∗ ϕ′) = 0 ⇐⇒ y = 0. (4.5)

Moreover, the function satisfies

sup
t∈R
|ẋ(t)− c| < c

8
(4.6)

Additionally, let 0 < ε < cε0, then the following property holds:

if sup
t∈R
‖u(t)−

√
cϕ(· − z(t))‖H1 < ε2

c3/2
then sup

t∈R
‖u(t)−

√
cϕ(· − x(t))‖H1 ≤ Cε. (4.7)

Proof. The existence and regularity of x(t) is a standard application of the Implicit Function
Theorem. We postpone this proof for the appendix (see Section 5.5).

2In [19] the implicit constant appearing in (4.2) does depends on ‖u0‖H3 . Nevertheless, it is easy to check
that it can actually be sharpened to depend only on ‖u0,x‖L∞ . Here, since u0 ∈ Y+ we have ‖u0,x‖L∞ ≤
‖u0‖L∞ ≤ ‖u0‖H1 . The interested reader can consult to [29] for a simplification of this proof without the sign
assumption of the momentum density.
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At this point, let us consider β ∈ (0, c) fixed. We define d := max{c3/2, c−3/2} and

ε∗ := 1
2C min

{
β
28
,
√
cε0,

1
28d

}
, (4.8)

where C > 0 is the constant involved in (4.7). Due to the orbital stability result, we infer that
if u0 ∈ Y+ satisfies (4.1) with this ε∗, then (4.2) ensure us that (4.3) is satisfied and hence
(4.6) holds. Thus, we obtain that ẋ(t) ≥ 3

4c and hence u(t) fulfills the hypothesis of Lemma

3.2 for any δ ∈ (0, 1) satisfying 1 − δ ≥ β
4c . Notice that in particular we can choose δ = 1

3 .
Moreover, notice that by defining ε? as

ε? = 1
C8 min

{
1

210d
,
ε0

6d

}8

,

we infer that hypothesis (1.13) implies that inequality (4.1) is satisfied with ε∗ as in (4.8).

4.2. Comments on the proof of Theorem 1.2. Before going further let us sketch the
ideas of the proof of Theorem 1.2. We shall proceed as follows: First, we start by studying
limiting objects associated to u(t, · + x(t)) where u(t) corresponds to our original solution.
We shall prove that these limit objects enjoy better properties than the solution itself. In
particular, we shall prove that solutions associated to this class of limit functions corresponds
to H1-almost localized solutions, and hence they are peakons.

The main difficulty here in comparison with the Camassa-Holm and the Degasperis-Procesi
equations is that our sequence u(tn, ·+ x(tn)) associated to our original solution shall not be
bounded in Y+ due to the non-conservation of the momentum. In consequence, we shall not
be able to use a general continuity result of the flow-map with respect to the weak topology
for bounded sequences in Y+, as it was the case for these last equations. Instead, we shall
take advantage of the almost monotonicity result to prove that for a solution u staying close
enough to a peakon, the limit objects associated to t 7→ u(tn + t, · + x(tn + t)) is uniformly
exponentially decaying, and thus has a finite momentum. This shall be enough to ensure the
weak continuity of the flow-map with respect to our sequence.

Once we know that the limit object corresponds to a peakon, we shall be able to slightly

improve our previous strong convergence result in H1−
loc to strong convergence in H1

loc. Finally,
with this latter property, together with the modulation lemma and the weak convergence in
the whole space H1, we shall conclude the proof of Theorem 1.2.

4.3. Study of limit solutions. In the rest of this paper we shall need to explicitly study
the behavior of the solution u(t) on both, the left and right part of the space. Let us start
recalling the definition of the weight function Ψ given in (3.2):

Ψ(x) =
2

π
arctan

(
exp(x6 )

)
, so that Ψ(x)→ 1 as x→ +∞. (4.9)

Before going further we shall need to introduce some additional notation. For v ∈ Y and
R > 0 we define the functionals J Rl and J Rr given by

J Rr =
〈
v2 + v2

x,Ψ(· −R)
〉

and J Rl =
〈
v2 + v2

x, 1−Ψ(·+R)
〉
.

Now we fix t0 ∈ R and let γ = 1
3 . Considering z(t) = 2

3x(t) we have that z(t) satisfies
condition (3.6) and hence we obtain

J Rr
(
u(t, ·+ x(t))

)
≥ IRt0(t), ∀t ≤ t0,



18 J.M. PALACIOS

where IRt0(t) is the functional defined in Lemma 3.2. Moreover, notice that in particular we

have J Rr
(
u(t0, ·+ x(t0))

)
= IRt0(t0). Thus, by using (3.7) we deduce

J Rr
(
u(t0, ·+ x(t0))

)
≤ J Rr

(
u(t, ·+ x(t))

)
+ Ce−

R
6 , ∀t ≤ t0, (4.10)

where C > 0 is the constant appearing in (3.7). On the other hand, for the sake of notation

we also introduce the functional ĨRt0(t) given by

ĨRt0(t) :=
〈
u2 + u2

x, 1−Ψ
(
· −1

3x(t0) +R− 2
3x(t)

)〉
= E(u)− I−Rt0 (t).

Notice that due to the energy conservation together with inequality (3.7) it holds

ĨRt0(t) ≥ ĨRt0(t0)− Ce−R/6. (4.11)

Therefore, for all t ≥ t0 we have

J Rl
(
u(t, ·+ x(t))

)
≥ J Rl

(
u(t0, ·+ x(t0))

)
− Ce−

R
6 . (4.12)

With these definitions at hand, we can get into the proof of the main theorem of this paper.
As we already discussed, the proof of theorem 1.2 consists of studying limiting objects which
enjoy better properties than the solution itself. The following property ensures that the ω-
limit set for the weak H1-topology of the orbit of u0 consists of initial data that give rise to
H1-almost localized solutions.

Proposition 4.2. There exists ε̃ > 0 small enough such that for every u0 ∈ Y+ satisfying
(4.1) with ε < ε̃ the following holds: For any strictly increasing sequence tn → +∞ there exists
a function u?0 ∈ Y+, a subsequence tσ(n) and a C1-function x : R → R satisfying (4.4)-(4.6)
such that

u
(
tσ(n), ·+ x(tσ(n))

)
⇀ u?0 in H1 and u

(
tσ(n), ·+ x(tσ(n))

)
→ u?0 in H1−

loc . (4.13)

Moreover, the solution u?(t) of equation (1.7) associated to u?0 is H1-almost localized.

Proof. First of all notice that due to (4.1), (4.7) and Lemma 3.2 both inequalities (4.10) and
(4.12) are satisfied by u(t), the solution to (1.7) associated to u0. Now, on the one hand due
to (4.6) the family of functions {x(tn + ·)− x(tn)} is uniformly equicontinuous, and hence by
Arzela-Ascoli’s Theorem we deduce the existence of a subsequence {tnk

}k∈N and a function
x? ∈ C(R) such that, for all T > 0 we have

x(tnk
+ ·)− x(tnk

)→ x?(·) in C([−T, T ]). (4.14)

Now we set un(t) := u(tn + t, ·+ x(tn + t)). Notice that un(t) defines a bounded sequence in
C(R, H1(R)) with {yn}n∈N bounded in L∞(R,M+) and hence there exists a function

u? ∈ L∞(R, H1(R)) with (1− ∂2
x)u? ∈ L∞(R,M+),

and a subsequence {unk
, ynk
} such that

unk
⇀ u? in L∞(R, H1(R)) and ynk

⇀ (1− ∂2
x)u? in L∞(R,M+)

On the other hand, since {∂tunk
} defines a bounded sequence in L∞(R, L2(R)), Aubin-Lions’

compactness Theorem ensures us that, up to a subsequence, we have

unk
→ u? a.e. in R2.

Moreover, recalling that {∂xunk
} is bounded in BVloc, from Helly’s selection Theorem we

deduce
∂xunk

→ u?x a.e. in R2.
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Since {unk
} and {∂xunk

} are uniformly bounded on R we can pass to the limit on the Novikov
equation (1.7) to deduce that u? also satisfies the equation in the distributional sense. In
particular, we deduce

u?t ∈ L∞(R, L2(R)) and therefore u? ∈ C(R, L2(R)).

Finally, notice that {∂tunk
} defines a bounded sequence in L∞(R, L2(R)), and hence we have

that for any φ ∈ C∞c (R), the map t 7→ 〈uk, φ〉 defines a bounded uniformly equicontinuous
sequence of continuous functions. Thus, by Arzela-Ascoli’s Theorem and by density of C∞c (R)
in H1(R) we obtain that for any T > 0

unk
⇀ u? in Cw([−T, T ], H1(R)), (4.15)

in particular, unk
(0) ⇀ u?(0). Now, for the sake of simplicity we split the proof in two steps.

The first of them is devoted to prove the time-uniform exponential decay of u?(t), while in
the second one we intend to prove that (1− ∂2

x)u? ∈ L∞(R,M+
b ).

Notice that once we prove the latter property, and due to the fact that Y+(R) ↪→ H3/2−(R),
we immediately conclude that

u? ∈ L∞(R, H
3
2

−
(R)),

which, combined with u? ∈ C(R, L2(R)), ensures us that u? ∈ C(R, H1(R)). Therefore, u?(t)
belongs to the uniqueness class given in Theorem 2.6, and hence u?(t) is the solution of the
Novikov equation given by Theorem 2.6 associated to u?(0).

Step 1: We claim that the limit function u?(t) has time-uniform exponential decay. First of
all, notice that since by (4.15) for all t ∈ R we have

u(tnk
+ t, ·+ x(tnk

+ t)) ⇀ u?(t, ·+ x?(t)) in H1(R),

we deduce that it is enough to prove the claim at time t = 0. On the other hand, since we
have uniform bounds at the right (see Lemma 3.2), we immediately obtain the exponential
decay of u?0 at the right. In fact, let us consider the time sequence t0,nk

= tnk
given by the

convergence results at the beginning of this proof. Then, it is enough to notice that, by using
the definition of Ψ in (3.2) and due to the fact that ẋ(t) > (1 + ε)ż(t) for t ∈ R for some
ε > 0, by taking the limit t0 → +∞ we infer

IRt0(0)→ 0 as t0 → +∞, and hence lim sup
k→+∞

IRt0,nk
(t0,nk

) ≤ e−R/K .

On the other hand, notice that by weak convergence in H1 we deduce that for all R � 1
sufficiently large so that (3.5) holds, we haveˆ (

(u?0)2 + (u?0,x)2
)

(· − x?(0))Ψ(· −R)dx ≤ lim inf
k→+∞

IRt0,nk
(t0,nk

) ≤ e−R/K .

Therefore, by Sobolev’s embedding we conclude the exponential decay of u?0 at the right of
x?(0).

It only remains to prove the decay of u?0 on the left. In fact, we shall prove the following
property: There exist some constants C > 0, c̃ > 0 and R � 1 such that for all A ≥ r ≥ R
we have

‖u?0‖H1((−A,−r)) ≤ Ce−c̃r.
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Notice that the latter inequality together with Sobolev’s embedding implies the exponential
decay of u?0. We proceed by contradiction, that is, let us suppose that for all C, c̃ > 0 and all
R� 1 there exist A ≥ r ≥ R sufficiently large such that

‖u?0‖H1((−A,−r)) ≥ Ce−c̃r + ε, for some ε > 0.

Thus, let us consider 1� c̃ > 0 small enough and C > 0 to be specified later. Notice that by
the weak convergence result (4.15) and due to the sequentially weakly lower-semicontinuity
of the H1-norm we have

lim inf
k→+∞

‖u(tnk
, ·+ x(tnk

))‖H1((−A,−r)) ≥ ‖u?0‖H1((−A,−r)).

Therefore, there exists T̃ � 1 and k0 ≥ 1 sufficiently large such that for all k ≥ k0 we have

tnk
≥ T̃ and ‖u(tnk

, ·+ x(tnk
))‖H1((−A,−r)) ≥ Ce−c̃r + 1

2ε.

Now we consider a refinement of this subsequence which, for the sake of simplicity, we shall

denote it by {tn}n∈N, satisfying tn ≥ T̃ for all n ∈ N and such that x(tn+1)−x(tn) ≥ 5(A+r).
Then, by the almost monotonicity of the energy at the left (see (4.11)) we obtain

‖u(tn+1, ·+ x(tn+1))‖H1((−∞,−r)) ≥

≥ ‖u(tn+1, ·+ x(tn+1))‖H1((−A,−r)) + ‖u(tn, ·+ x(tn))‖H1((−∞,−r)) − Ce−r/6

≥ Ce−c̃r + 1
2ε+ Ce−c̃r + ε

2 − Ce
−r/6 ≥ 19

10Ce−c̃r + ε, (4.16)

where we are considering c̃ and C such that Ce−r/6 < 1
10Ce−c̃r. Notice that repeating the

argument above, due to the fact that x(tn+2) − x(tn+1) ≥ 5(A + r), we can bound from
below the H1-norm on (−∞,−r) at time tn+2 by the H1-norm on (−A,−r) at the same time
plus the H1-norm at time tn+1 on (−∞,−r), plus some small error term. Therefore, by an
iterative argument we conclude that ‖u(tn, · + x(tn))‖H1 → +∞ as n → +∞, contradicting
the energy conservation of the equation. Hence, we obtain that u?0 has exponential decay.

Step 2: For the sake of simplicity, from now on we denote by y?(t) := (1 − ∂2
x)u?(t). Now,

we intend to prove that y? ∈ L∞(R,M+
b ). First of all, notice that in the same fashion as in

the proof of Step 1, since for any φ ∈ Cc(R) and any t ∈ R we have

〈y(tnk
+ t, ·+ x(tnk

+ t)), φ〉 → 〈y?(t, ·+ x?(t)), φ〉,

we deduce that it is enough to prove the claim at t = 0. On the other hand, notice that for
every compact set K ⊂ R and any k ∈ N we have

‖y(tnk
, ·+ x(tnk

))‖M(K) ≤ C,

where the constant C > 0 only depends on K and ‖u0‖H1 . Therefore, by using Helly’s
selection Theorem we obtain that u?0,x ∈ BVloc and hence y?0 is a positive Radon measure

(locally finite possibly with infinite total mass on R).

Now, we intend to take advantage of Lemma 2.4 so that we shall be able to estimate y?0 by
approximating u?0 by a sequence of smooth functions. Hence, we define the approximating
sequence

u?0,m := ρm ∗ u?0 ∈ H∞(R) ∩ Y+(R), so that y?0,m ⇀ y?0 in M.
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We emphasize again that the previous weak convergence is in the sense of Definition 2.1.
Now, notice that due to the positivity of y?0,m on R and by using Young’s inequality, recalling

that ‖ρm‖L1 = 1, we infer that for all m ∈ N we haveˆ
y?0,m =

ˆ
u?0,m ≤ ‖u?0‖L1 .

Hence, by the sequential weak lower semicontinuity given in Lemma 2.4 we conclude

‖y?0‖M ≤ lim inf
m→+∞

‖y?0,m‖L1 ≤ ‖u?0‖L1 .

Therefore, y?0 belongs to the space of finite Radon measures M+
b . The proof is complete.

4.4. Proof of Theorem 1.2. Let {tn}n∈N be any strictly increasing time sequence satisfying
that tn → +∞. Then, by the previous property we have that there exists a subsequence
{tnk
}k∈N and an element u?0 ∈ Y+ such that the solution associated to u?0 is H1-almost

localized, and hence by Theorem 1.3 we infer the existence of x0 ∈ R and c? > 0 such that

u?0 = ϕc?(· − x0).

Step 1: Now, as we discussed before, once we know that the asymptotic object corresponds
to a peakon, we are able to improve our local strong convergence result. In fact, due to the
local strong L2 convergence we deduce that for all K ⊂ R compact we have

lim
k→+∞

‖u(tnk
, ·+ x(tnk

))− ϕc?‖L2(K) = 0.

On the other hand, due to the fact that |vx| ≤ v for any v ∈ Y+ we deduce

lim inf
k→+∞

‖ux(tnk
, ·+ x(tnk

))‖L2(K) ≤ lim
k→+∞

‖u(tnk
, ·+ x(tnk

))‖L2(K) = ‖ϕc?‖L2(K)

Hence, by using again that ‖ϕ′‖L2(K) = ‖ϕ‖L2(K) we obtain

lim inf
k→+∞

‖u(tnk
, ·+ x(tnk

))‖2H1(K) ≤ 2‖ϕc?‖2L2(K) = ‖ϕc?‖2H1(K),

Thus, by a standard result in Functional Analysis we know that the weak convergence result
together with the previous inequality implies that

u(tnk
, ·+ x(tnk

))− ϕc? → 0 in H1
loc as k → +∞. (4.17)

Step 2: Our aim now is to prove strong H1 convergence in (−A,∞) for any fixed A > 0.
In fact, first of all, notice that the weak convergence result (4.13) together with the uniform
estimate (4.7) and the definition of ε∗ implies that

‖ϕc?(· − x0)− ϕc‖H1 ≤ Cε∗ and |c− c?| ≤ Cε∗ ≤
c

29
,

and hence, by using the local strong convergence (4.17) we infer that |x0| � 1. On the other
hand, notice that the weak convergence result (4.13) forces u?0 to satisfy the orthogonality
condition (4.4). Therefore, by using (4.5) we obtain that x0 has to be equal to zero. Finally,
notice that the convergence result (4.17) together with (4.7) implies that

√
c? = lim

k→+∞
max
R

u(tnk
).

Thus, defining ρ(t) = maxR u(t) we deduce that as k → +∞ we have

u(tnk
, ·+ x(tnk

))− ρ(tnk
)ϕ ⇀ 0 in H1.
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Since this is the only possible limit we conclude that as t→ +∞ we have

u(t, ·+ x(t))− ρ(t)ϕ ⇀ 0 in H1 and u(t, ·+ x(t))− ρ(t)ϕ→ 0 in H1
loc. (4.18)

Now, we claim that the latter convergence result implies that for any fixed A > 0, as t→ +∞,
the following convergence holds:

u(t, ·+ x(t))− ρ(t)ϕ→ 0 in H1((−A,∞)). (4.19)

In fact, let δ > 0 be fixed and consider R� 1 sufficiently large such that

J Rr
(
u(0, ·+ x(0)

)
< δ and Ce−R/6 < δ,

where C > 0 is the constant involved in (4.10). Then, from the almost decay of the energy
at the right (4.10) we infer that

J Rr
(
u(t, ·+ x(t))

)
< 2δ, for all t ∈ R.

Nevertheless, the latter inequality together with the local strong convergence in H1 given in
(4.19) immediately implies that, for any A > 0 we have

u(t, ·+ x(t))− ρ(t)ϕ
t→+∞−−−−→ 0 in H1((−A,∞)). (4.20)

Step 3: Now we intend to prove that ρ(t) →
√
c? as t → +∞. In fact, let ε > 0 arbitrarily

small but fixed and consider R � 1 sufficiently large such that Ce−R/6 < ε. Then, by using
(4.12) as well as the energy conservation we obtain that for all t > t′ we haveˆ (

u2 + u2
x

)
(t)Ψ(x− x(t) +R) ≤ ε+

ˆ (
u2 + u2

x

)
(t′)Ψ(x− x(t′) +R).

On the other hand, due to the strong convergence result (4.19) and the exponential localization
of both ϕ and Ψ, we infer that there exists t0 � 1 sufficiently large such that for all t ≥ t0
we have ∣∣∣∣ˆ (u2 + u2

x

)
(t)Ψ(x− x(t) +R)− ρ2(t)E(ϕ)

∣∣∣∣ ≤ ε.
Plugging the last two inequalities together we conclude that for any pair of times (t, t′) ∈ R2

satisfying t > t′ > T we have

ρ2(t)E(ϕ) ≤ ρ2(t′)E(ϕ) + 3ε.

Since ε > 0 was arbitrary, the latter inequality forces ρ(t) to have a limit at +∞ and thus to
converge to

lim
t→+∞

ρ(t) =
√
c?.

Step 4: Now let us prove that ẋ(t)→ c? as t→ +∞. For the sake of readability let start by
introducing some notation. Let v, w,wn0 : R→ R the functions given by

v(t) := u−
√
c?ϕ(· − x(t)), w :=

√
c?ϕ(· − x(t)) and wn0 :=

√
c?(ρn0 ∗ ϕ)(· − x(t)).

Then, by differentiating the orthogonality condition in (4.4) and recalling that ϕ satisfies the
equation ϕ− ϕ′′ = 2δ we obtainˆ

vtwn0,x = ẋ

ˆ
v(t, x)wn0(t, x)dx− 2ẋ

√
c?
ˆ
v(t, x)ρn0(x− x(t))dx.

On the other hand, by using that ϕ solves (1.7) we infer that w(t, x) satisfy the following
equation:

wt + (ẋ− c?)wx + w2wx = px

(
w3 +

3

2
ww2

x

)
− 1

2
p ∗ w3

x
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Therefore, by using that u(t) also solves (1.7), by replacing u = v + w and then using the
equation satisfied by w we obtain

vt − (ẋ− c?)wx = −(v + w)2vx − (v2 + 2vw)wx −
1

2
p ∗
(
v3
x + 3v2

xwx + 3vxw
2
x

)
(4.21)

+ px ∗
(
v3 + 3v2w + 3vw2 +

3

2
v(vx + wx)2 +

3

2
v2
xw + 2vxwwx

)
.

Now, notice that due to (4.20) and the exponential decay of w and wn0 we infer that

‖v2wn0,x‖L1 + ‖v2
xwn0,x‖L1 +

ˆ
|vwn0 |dx+

ˆ
|v(t, x)ρn0(x− x(t))|dx→ 0 as t→ +∞.

Therefore, by taking the L2-inner product from equation (4.21) against wn0,x and noticing
that 〈wx(t), wn0,x(t)〉L2,L2 ≡ constant > 0 for all times t ∈ R we conclude

ẋ− c? → 0 as t→ +∞.
Step 5: Now we intend to prove the strong H1 convergence on (βt,+∞). In fact, let us start
by recalling that from (4.20) we have that as t→ +∞ the following convergence holds

u(t, ·)− ϕc?(· − x(t)) ⇀ 0 in H1(R) and u(t, ·+ x(t))− ϕc?(·)→ 0 in H1((−A,∞)).

Now, let η > 0 arbitrarily small but fixed. Let us consider R� 1 sufficiently large such that

‖ϕ‖2
H1((−∞,−R

2 )) < η and ‖Ψ− 1‖L∞((R
2
,+∞)) < η, (4.22)

Thus, by the previous convergence results we infer the existence of a time point t0 > 0
sufficiently large for which x(t0) > R and such that for all t ≥ t0 we have

‖u(t, ·+ x(t))− ϕc?‖H1((−R
2
,+∞)) < η.

On the other hand, by using (4.22) and the latter inequality we deduce that for all r ≥ R and
all t ≥ t0 we have∣∣∣∣E(ϕc?)−

ˆ (
u(t, ·+ x(t))ϕc? + ux(t, ·+ x(t))ϕ′c?

)
Ψ(·+ r)

∣∣∣∣ . η. (4.23)

From now on we consider z(t) = 1
2βt. Notice that with this choice of z(t) and due to the

fact that x(t) satisfies (4.6), by straightforward computations we deduce that z(t) satisfies

the hypothesis of Lemma 3.2 with 1 − δ = β
4c and γ = 1

4 . Moreover, as we discussed at the
beginning of this section, u(t) satisfies the corresponding hypothesis of Lemma 3.2 for such
choice of δ. Hence, by using inequality (3.7) we obtain that for all t ≥ t0 we haveˆ (

u2 + u2
x

)
(t, ·)Ψ

(
· − x(t0)− β

2 (t− t0) +R
)

≤ Ce−R/6 +

ˆ (
u2 + u2

x

)
(t0, ·)Ψ (· − x(t0) +R) ,

where the constant C now depends on δ. Now, we define the variable v(t) := u(t)−
√
c?ϕ(· −

x(t)) and notice thatˆ
(v2 + v2

x)(t, ·)Ψ
(
· − x(t0)− β

2 (t− t0) +R
)

=

ˆ (
u2 + u2

x

)
(t, ·)Ψ

(
· − x(t0)− β

2 (t− t0) +R
)
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+ c?
ˆ (

ϕ2 + ϕ2
x

)
(t, · − x(t))Ψ

(
· − x(t0)− β

2 (t− t0) +R
)

− 2
√
c?
ˆ (

u(t)ϕ(· − x(t)) + ux(t)ϕ′(· − x(t))
)

Ψ
(
· − x(t0)− β

2 (t− t0) +R
)

=: I + II + III.

On the other hand, notice that for all t ≥ t0 we have

x(t)− x(t0)− β
2 (t− t0) +R ≥ R.

Hence, by using inequality (4.23) and then the exponential decay of ϕ we infer that

I + II + III ≤
ˆ (

u2 + u2
x

)
(t0, ·)Ψ (· − x(t0) +R) + Ce−R/6

+ c?
ˆ (

ϕ2 + ϕ2
x

)
(t0, · − x(t0))Ψ (· − x(t0) +R) + Ce−R/6

− 2
√
c?
ˆ (

u(t0)ϕ(· − x(t0)) + ux(t0)ϕ′(· − x(t0))
)

Ψ (· − x(t0) +R) + Cη

.
ˆ (

v2 + v2
x)(t0, ·)Ψ(· − x(t0) +R) + e−R/6 + η

. η + e−R/6,

where we have used the exponential decay of ϕ to obtain the latter inequality. Therefore, by
taking R� 1 sufficiently large and t1 > t0 such that βt1 ≥ x(t0)+ β

2 (t1− t0)−R, we conclude
that for all t ≥ t1 we have ˆ

(v2 + v2
x)(t, ·)Ψ (· − δt) . η,

which completes the proof the claim.

Step 6: Finally, it only remains to prove the convergence in (−∞, z) for any z ∈ R. This is
a consequence of a more general property, noticed by Molinet in [28], ensuring that all the
energy of solutions associated to initial data in Y+ is traveling to the right. In fact, we shall
prove the following lemma which immediately conclude the proof of the theorem.

Lemma 4.3. For any u0 ∈ Y+ and any z ∈ R, the corresponding solution u ∈ C(R, H1(R))
to equation (1.7) associated u0 satisfies

lim
t→+∞

‖u(t)‖H1((−∞,z)) = 0.

Proof of Lemma 4.3. First of all notice that, for Ψ defined in (4.9), for any time t ∈ R fixed
the map

z 7→
ˆ (

u2 + u2
x

)
(t, x)Ψ(· − z)dx,

defines a decreasing continuous bijection from R into (0, ‖u0‖2H1). Therefore, by setting any

0 < γ < ‖u0‖2H1 , we deduce that the map xγ : R→ R defined by the equation
ˆ (

u2 + u2
x

)
(t, x)Ψ(· − xγ(t))dx = γ, (4.24)



ASYMPTOTIC STABILITY OF PEAKONS 25

is well-defined. Moreover, recalling that u ∈ C(R, H1(R)) we infer from (4.24) that xγ is
a continuous function. Now, notice that in order to conclude the proof of the lemma it is
enough to show that for any γ ∈ (0, ‖u0‖2H1) we have

lim
t→+∞

xγ(t) = +∞. (4.25)

For the sake of readability we split the proof of the latter property in two steps.

Step 1: First we claim that for any ∆ > 0 and any t ∈ R we have

xγ(t+ ∆)− xγ(t) ≥ 2

5

ˆ t+∆

t

ˆ
u2(t, x)Ψ′(· − xγ(t))dx > 0. (4.26)

First of all, notice that by continuity with respect to the initial data it is enough to prove the
claim for solutions u ∈ C∞(R, H∞(R))∩L∞(R, H1(R)). On the other hand, as an application
of the Implicit Function Theorem we obtain that xγ(t) is of class C1. In fact, let us define
the functional

ψ(v, z) :=

ˆ (
v2 + v2

x

)
Ψ(· − z)dx.

Notice that ψ clearly defines a C1 function on H1(R) × R. Moreover, notice that since any
function v ∈ Y+ \ {0} cannot vanish at any point x ∈ R, we deduce that for any function
v ∈ H∞ ∩ Y+ and any z ∈ R we have

∂ψ

∂z
=

ˆ (
v2 + v2

x

)
Ψ′(· − z) > 0.

Recalling equation (5.2) from the proof of Lemma 3.2, we obtain

ẋγ

ˆ (
u2 + u2

x

)
Ψ′(· − xγ) =

ˆ
u2u2

xΨ′ +

ˆ
{p ∗ (3uu2

x + 2u3)}uΨ′ +

ˆ
{px ∗ u3

x}uΨ′.

Now, due to the fact that |vx| ≤ v for any v ∈ Y+ we deduce p ∗ uu2
x + px ∗ u3

x ≥ 0. On the
other hand, since u(t) is positive, from Lemma 3.7 we infer

p ∗ (3uu2
x + 5u3) ≥ 2u3 in particular p ∗ (2uu2

x + 2u3) ≥ 4
5u

3.

Hence, by using again that |vx| ≤ v for any v ∈ Y+ and the previous inequalities we infer that

2ẋγ

ˆ
u2Ψ′(· − xγ) ≥

ˆ
u2u2

xΨ′ +
4

5

ˆ
u4Ψ′.

Therefore, due to the fact that Ψ′ is a non-negative function with ‖Ψ′‖L1 = 1, by using
Hölder’s inequality we obtain

ẋγ(t) ≥ 2

5

ˆ
u2Ψ′(· − xγ(t))dx.

Integrating in time between t and t+ ∆ we conclude the claim.

Step 2: Finally, in this last step we intend to conclude the proof of (4.25). First of all notice
that from the claim of the previous step we deduce, in particular, that xγ(·) is increasing and
hence it has a limit x∞γ ∈ R ∪ {+∞}, i.e.

lim
t→+∞

xγ(t) = x∞γ .
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Therefore, the proof of (4.25) is equivalent to prove that x∞γ = +∞. We proceed by contra-
diction, i.e. let us suppose that x∞γ ∈ R. Thus, this fact together with inequality (4.24) and

the fact that |ux| ≤ u ≤ ‖u0‖H1 for all (t, x) ∈ R2 implies

lim
t→+∞

ˆ (
u2 + u2

x

)
(t, x)Ψ(· − xγ(t)) = lim

t→+∞

ˆ (
u2 + u2

x

)
(t, x)Ψ(· − x∞γ ) = γ. (4.27)

On the other hand, by taking ∆ = 1, from (4.26) and the convergence of xγ(t) we obtain

lim
t→+∞

ˆ t+1

t

ˆ
u2Ψ′(· − xγ(t)) = lim

t→+∞

ˆ t+1

t

ˆ
u2Ψ′(· − x∞γ ) = 0.

Notice that the latter equality implies, in particular, that there exists a sequence of times
tn → +∞ such that for any compact set K ⊂ R the following holds:

lim
n→+∞

‖u(tn)‖L∞(K) = 0. (4.28)

Now we choose any γ < γ′ < ‖u0‖H1 , arbitrary but fixed. Then, we consider the compact set

K := [x∞γ −M,x∞γ +M ],

with M � 1 sufficiently large such that x∞γ − M < xγ′(0). Hence, by using (4.28), the
monotonicity of t 7→ xγ′(t) and recalling that xγ′(0) < xγ(0) we conclude

lim
n→+∞

ˆ (
u2 + u2

x

)
(tn, x)Ψ(· − x∞γ ) = γ′.

However, this contradicts hypothesis (4.27) and hence the proof is complete.

5. Appendix

5.1. Proof of Lemma 3.2. The following computations can be made rigorously by standard
approximation and density arguments by considering, for instance, the convolution of u0 with
the mollifiers family ρn defined in (2.1) and by using the second statement in Theorem 2.6.
We refer to [12] for a complete justification of this argument.

Our aim is to prove the first inequality in (3.7) by integrating its time derivative. In fact, by
direct differentiation from the definition of It0(t) we obtain

d

dt
IRt0(t) = 2

ˆ (
uut + uxuxt

)
Ψ− ż(t)

ˆ
(u2(t) + u2

x(t)
)
Ψ′

=: J− ż(t)
ˆ

(u2(t) + u2
x(t)

)
Ψ′. (5.1)

On the other hand, by using both equations (1.1) and (1.7), after integration by parts we get

J = 2

ˆ (
ut − utxx

)
uΨ− 2

ˆ
uutxΨ′

= 2

ˆ (
3uuxuxx + u2uxxx − 4u2ux

)
uΨ

+ 2

ˆ
(u2uxx + 2uu2

x + px ∗ (3uuxuxx + 2u3
x + 3u2ux))uΨ′

= 4

ˆ
u2u2

xΨ′ + 2

ˆ
u4Ψ′ + 2

ˆ
{px ∗ (3uuxuxx + 2u3

x + 3u2ux)}uΨ′.
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On the other hand, recalling that for any L2 function f : R→ R we have p ∗ fx = px ∗ f , and
by using that p is the fundamental solution of (1− ∂2

x), we obtain

2px ∗ (3uuxuxx + 2u3
x + 3u2ux) = −2u3 − 3uu2

x + 3p ∗ uu2
x + 2p ∗ u3 + px ∗ u3

x.

Hence, by plugging this into (5.1) we get

d

dt
IRt0(t) = −ż(t)

ˆ (
u2 + u2

x

)
Ψ′ +

ˆ
u2u2

xΨ′ +

ˆ
{p ∗ (3uu2

x + 2u3)}uΨ′ +

ˆ
{px ∗ u3

x}uΨ′

= −ż(t)
ˆ (

u2 + u2
x

)
Ψ′ + J1 + J2 + J3. (5.2)

In order to bound Ji, for i = 1, 2, 3, we split R into two complementary regions related to the
size of u(t). In fact, we start by rewriting J1 as

J1 =

ˆ
|x−x(t)|<R0

u2u2
xΨ′ +

ˆ
|x−x(t)|>R0

u2u2
xΨ′ =: J1

1 + J2
1

Now notice that (3.6) ensures that ẋ(t) − ż(t) ≥ γc for all t ∈ R, and hence by using the
definition of zRt0(t) we deduce that for |x− x(t)| < R0 we have

x− zRt0(t) = x− x(t0)−R− z(t) + z(t0) ≤ R0 −R− γc(t0 − t). (5.3)

Therefore, due to the decay property of Ψ′, Hölder’s inequality and by using Sobolev’s em-
bedding together with the conservation of the H1-norm we obtain

J1
1 . ‖u0‖4H1e

1
6

(R0−R−γc(t0−t)).

On the other hand, by using (3.5) we infer that for all t ≤ t0 we have

J2
1 . ‖u‖2L∞({|x−x(t)|≥R0})

ˆ
u2
xΨ′ .

(1− δ)c
26

ˆ
u2
xΨ′.

Thus, the latter integral can be absorbed by the first integral term of (5.2). Now, in order to
bound J2 we proceed similarly by decomposing the space into two regions related to the size
of u(t). In fact, rewriting J2 as

J2 =

ˆ
|x−x(t)|<R0

{p ∗ (3uu2
x + 2u3)}uΨ′ +

ˆ
|x−x(t)|>R0

{p ∗ (3uu2
x + 2u3)}uΨ′ =: J1

2 + J2
2.

Now, we recall that by standard Fourier analysis the operator (1 − ∂2
x)−1 : L2(R) → H2(R)

is continuous. Thus, due to the decay property of Ψ′, by using Sobolev’s embedding together
with the conservation of the H1-norm we obtain

J1
2 =

ˆ
|x−x(t)|<R0

{p ∗ (3uu2
x + 2u3)}uΨ′ . ‖u0‖4H1e

1
6

(R0−R−γc(t0−t)).

On the other hand, notice that since Ψ′ is positive and due to (3.3) we have

(1− ∂2
x)Ψ′ ≥ 1

2
Ψ′, what implies that (1− ∂2

x)−1Ψ′ ≤ 2Ψ′, (5.4)

and hence, by using the previous inequality together with (3.5), we infer that

J2
2 . ‖u0‖H1(|x−x(t)|>R0)‖u0‖H1

ˆ
u2Ψ′ .

(1− δ)c
26

ˆ
u2Ψ′.
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Therefore, we can absorb this term by the first integral on the right-hand side of (5.2), and
hence it only remains to bound J3. Now, in order to bound it we proceed again by decomposing
the space into two regions

J3 =

ˆ
|x−x(t)|<R0

{px ∗ u3
x}uΨ′ +

ˆ
|x−x(t)|>R0

{px ∗ u3
x}uΨ′ =: J1

3 + J2
3.

Thus, due to the decay property of Ψ′, by using Sobolev’s embedding together with the
conservation of the H1-norm we obtain

J1
3 := 2

ˆ
|x−x(t)|<R0

{px ∗ u3
x}uΨ′ . ‖u0‖4H1e

1
6

(R0−R−γc(t0−t)).

On the other hand, by using (5.4) and (3.5) again, we obtain

J2
3 = 2

ˆ
|x−x(t)|>R0

{px ∗ u3
x}uΨ′ . ‖u0‖H1(|x−x(t)|>R0)‖u0‖H1

ˆ
u2
xΨ′ .

(1− δ)c
26

ˆ
u2
xΨ′.

Thus we can absorb this term by the first integral on the right-hand side of (5.2). Therefore,
gathering all of these inequalities we infer that for R > R0 there exists C > 0 only depending
on δ, γ, c, R0 and ‖u0‖H1 such that for all t ≤ t0 it holds

d

dt
It0(t) ≤ Ce−

1
6

(R+γc(t0−t)) − ż(t)

2

ˆ (
u2 + u2

x

)
Ψ′.

Finally, integrating between t and t0 we deduce that for all t ≤ t0

It0(t0)− It0(t) ≤ Ce−
R
6 .

Notice that the second inequality in (3.7) is obtained in exactly the same fashion, except for
obvious modifications, so we omit it. The proof is complete.

5.2. Proof of Proposition 3.1. First of all notice that in order to conclude the proof it is
enough to show that It0(t)→ 0 as t→ −∞. In fact, by plugging this limit property into the
first inequality in (3.7) we obtain

It0(t0) ≤ Ce−
R
6 . (5.5)

Hence, let us prove that the limit equality holds. In fact, we start by spliting the space as
before. In concrete, for Rε � 1 to be specified later, we decompose It0(t) into

It0(t) =

ˆ
|x−x(t)|<Rε

(
u2 + u2

x

)
Ψ +

ˆ
|x−x(t)|>Rε

(
u2 + u2

x

)
Ψ = I1 + I2.

Now, on the one-hand, by the H1-almost localized hypothesis, for any ε > 0 we can choose Rε
sufficiently large such that I2 <

ε
2 . On the other hand, by monotonicity of Ψ and by Sobolev’s

embedding we get

I1 . ‖u0‖2H1Ψ
(
Rε + x(t)− x(t0)−R− z(t) + z(t0)

)
. (5.6)

Finally, recalling that ẋ(t) − ż(t) ≥ γc for all t ∈ R, we deduce that for |x − x(t)| < Rε we
have

x− zRt0(t) = x− x(t0)−R− z(t) + z(t0) ≤ Rε −R− γc(t0 − t).
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Thus, by plugging the latter inequality into (5.6) and due to the fact that Ψ(x) → 0 as
x → −∞ we obtain that I1 → 0 as t → −∞. Finally, notice that gathering (3.4) with (5.5)
we infer that for any x0 � 1 sufficiently large and all t ∈ R it holds

‖u(t, ·+ x(t))‖H1(x0,+∞) ≤ Ce−
x0
6 .

On the other hand, since the Novikov equation is invariant under space-time inversion, that
is, invariant under the transformation (t, x) 7→ (−t,−x), the latter inequality also leads us to

‖u(t, ·+ x(t))‖H1(−∞,x0) ≤ Ce−
x0
6 .

Therefore, we conclude the proof by using Sobolev’s embedding. The proof is complete.

5.3. Proof of Lemma 3.3. First of all notice that (3.14) follows directly from combining
formulas (1.8)-(1.9) with (3.11). On the other hand, notice that the remaining part of the
Lemma would follow directly from the definition of x+(·) and q(·, ·) if the initial data were in
H3(R), and hence we shall proceed by approximating the solution at some convenient time
by smooth functions as before. Moreover, the proof follows by contradiction, i.e., from now
on we assume that there exists t∗ ∈ R such that

q(t∗, x(0) + x+(0)) = x(t∗) + x+(t∗) + ε,

for some ε 6= 0. Notice also that without loss of generality we can assume that t∗ ∈ (0, 1).
We split the proof in two cases regarding the sign of ε.

(1) Case ε < 0: In this case we approximate the initial data u0 by the family of smooth
functions

u0,n := ρn ∗ u0 ∈ H∞(R) ∩ Y+(R).

Now, by continuity and monotonicity of the map x 7→ q(t, x) we deduce that there
exists δ > 0 such that

q(t∗, x(0) + x+(0) + δ) < x(t∗) + x+(t∗) + 1
2ε,

On the other hand, notice that by definition of ρn, there exists n0 ∈ N sufficiently
large such that for all n ≥ n0 we have

y0,n ≡ 0 on [x(0) + x+(0) + δ,∞).

Thus, denoting by un(t) the solution to (1.7) associated to u0,n, we consider the
characteristic qn : R→ R defined by{

d
dtqn(t) = u2

n

(
t, qn(t, x)

)
, t ∈ R,

qn(0) = x(0) + x+(0) + δ.

It is clear from the definition that yn(0, ·) ≡ 0 on [qn(0),+∞). Therefore, by using
formula (3.9) we obtain that

yn(t∗, ·) ≡ 0 on [qn(t∗),+∞).

Finally, since qn(·)→ q(·, x(0)+x+(0)+ δ) in C([0, 1]) and by using (2.2) we conclude
that, for n ∈ N sufficiently large,

y(t∗, ·) ≡ 0 on [x(t∗) + x+(t∗) + 1
4ε,+∞),

what contradicts the definition of x+(t∗) due to the fact that ε < 0. The proof of this
case is complete.
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(2) Case ε > 0: In this case we approximate the solution at time t∗ by the family of
smooth functions

u∗n := ρn ∗
(
u(t∗)

)
∈ H∞(R) ∩ Y+(R).

Now, by continuity and monotonicity of the map x 7→ q(t, x) we deduce that there
exists δ > 0 such that

q(t∗, x(0) + x+(0)− δ) > x(t∗) + x+(t∗) + 1
2ε,

On the other hand, by denoting ũn(t) the solution to (1.7) such that ũn(t∗) = u∗n, we
deduce by definition of ρn that there exists n0 ∈ N sufficiently large such that, for all
n ≥ n0 we have

ỹn(t∗) ≡ 0 on
[
q
(
t∗, x(0) + x+(0)− δ

)
,∞
)
.

Thus, as before, we consider the characteristic qn : R→ R defined by{
d
dtqn(t) = ũ2

n

(
t, qn(t, x)

)
, t ∈ R,

qn(t∗) = q(t∗, x(0) + x+(0)− δ).

It is clear from the definition that ỹn(t∗, ·) ≡ 0 on [qn(t∗),+∞). Hence, by using
formula (3.9) we obtain that

ỹn(0, ·) ≡ 0 on [qn(0),+∞).

In the same fashion as before, by using (2.2) we conclude that, for n ∈ N sufficiently
large we have

y(0, ·) ≡ 0 on [x(0) + x+(0)− 1
4δ,+∞),

what contradicts the definition of x+(0). The proof of this case is complete.

Therefore, the proof is complete.

5.4. Proof of Lemma 3.7. Step 1: Let us first prove inequality (3.26). In fact, let x ∈ R
arbitrary but fixed. Then, on the one-hand, by using a2 + b2 ≥ 2ab we have

e−x
ˆ x

−∞
eη
(
vv2
x(η) + v3(η)

)
dη ≥ 2e−x

ˆ x

−∞
eηv2(η)vx(η)dη

=
2

3
v3(x)− 2e−x

3

ˆ x

−∞
eηv3(η)dη,

and hence,

e−x
ˆ x

−∞
eη
(
vv2
x(η) +

5

3
v3(η)

)
dη ≥ 2

3
v3(x).

On the other hand, by using a2 + b2 ≥ −2ab we obtain

ex
ˆ +∞

x
e−η
(
vv2
x(η) + v3(η)

)
dη ≥ 2ex

ˆ +∞

x
e−ηv2(η)vx(η)dη

=
2

3
v3(x)− 2ex

3

ˆ +∞

x
e−ηv3(η)dη,

and hence

ex
ˆ +∞

x
e−η
(
vv2
x(η) +

5

3
v3(η)

)
dη ≥ 2

3
v3(x).
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Gathering both inequalities we conclude (3.26).

Step 2: Let us prove now the second part of the statement. In fact, from the proof of the
first step we see that equality holds if and only if

vv2
x + v3 = 2v2vx a.e. on (−∞, x0) or equivalently vx = v a.e. on (−∞, x0).

By solving the ODE and by continuity of v this forces it to be v(z) = Cez on (−∞, x0). In
the same fashion, equality holds in (3.26) if and only if

vv2
x + v3 = −2v2vx a.e. on (x0,+∞) or equivalently vx = v a.e. on (x0,∞).

Thus, by solving the ODE we obtain that v(z) = Be−z on (x0,+∞). Therefore, by continuity

of v in R we conclude that v(x) = Ce−|x−x0|. The proof is complete.

5.5. Proof of Lemma 4.1. We shall follow Molinet’s proof [26]. Let n0 ∈ N to be specified.
Consider the functional given by the ortogonality condition we are looking for, that is, consider
the functional given by

Yz(u, y) :=

ˆ
u(ρn0 ∗ ϕ)′(x− y − z).

Notice that Yz : H1(R)×R→ R defines a C1 functional in a neighborhood of (ε, 0). Moreover,
since by definition both ρn0 and ϕ are even functions, we have Yz(0, ϕ(· − z)) ≡ 0. On the
other hand, notice that by direct computations we have

∂Yz
∂y

(
ϕ(· − z), 0

)
=

ˆ
ϕ′(ρn0 ∗ ϕ′) = ‖ϕ′‖2L2 − ε(n0) = 1− ε(n0), (5.7)

where ε(·) satisfy ε(n)→ 0 as n→ +∞. Hence, we are able to take n0 ∈ N large enough such
that

∂Yz
∂y

(
ϕ(· − z), 0

)
≥ 1

2
.

Thus, from the Implicit Function Theorem we deduce the existence of ε > 0, δ > 0 small
enough and a C1 function yz(·) : B(ϕ(· − z), ε)→ (−δ, δ) such that

Yz(u, yz(u)) = 0, for all u ∈ B(ϕ(· − z), ε),

where B(ϕ(· − z), ε) denotes the H1-ball of radius ε centered at ϕ(· − z). In particular, as a
consequence of the Implicit Function Theorem we deduce the existence of a constant C0 > 0
such that for any ε̃ ≤ ε we have

if u ∈ B(ϕ(· − z), ε̃) then |yz(u)| ≤ C0ε̃. (5.8)

Notice that by a translation invariance argument, the constants ε, δ and C0 are independent
of z ∈ R. Therefore, by uniqueness we can define a C1 map

x̃ :
⋃
z∈R

B
(
ϕ(· − z), ε̃0

)
→ (−δ, δ) given by x̃ := z + yz(u) for u ∈ B(ϕ(· − z), ε).

On the other hand, notice that Yz is also of class C1 viewed as a functional Yz : L2(R)×R→ R.
Moreover, by the same computations as before we have

∂Yz
∂y

(ϕ(· − z), y) =

ˆ
ϕ(x)(ρ′′n0

∗ ϕ)(x− z − y)dx
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Hence, arguing in the same fashion as before we deduce the existence of a constant ε̂ > 0 and
a C1 function

x̂ :
⋃
z∈R

B(ϕ(· − z), η)→ (−κ, κ), (5.9)

such that for all u ∈ B we have Yz(ϕ(· − z−), yz(u)) = 0 if and only if yz(u) = x̂(u), where
the set B is given by

B :=
⋃
z∈R

B(ϕ(· − z), η).

Notice that in both (5.9) and the definition of B we are denoting by B(ϕ(·− z), η) the L2-ball
centered at ϕ(· − z). Thus, by setting ε∗ := min{ε, η}, due to the uniqueness given by the
Implicit Function Theorem we conclude that x̃ = x̂ on BH1(ϕ(·− z), ε∗). Hence, x̃(·) is also a
C1 function on ∪z∈RBH1(ϕ(·−z), ε∗) endowed with the L2 norm. This fact shall be important
in the sequel. Now, for the sake of readability we split the proof in several steps.

Step 1: Our first aim is to prove (4.4). In fact, notice that as a direct consequence of (4.3)
we have {

1√
c
u(t, ·) : t ∈ R

}
⊆
⋃
z∈R

B
(
ϕ(· − z), ε̃0

)
Therefore, by making ε0 smaller if necessary, we can define x(t) := x̃(u(t)), and hence x(·)
satisfies both conditions in (4.4) by construction.

Step 2: Now we intend to prove (4.7). In fact, it is enough to notice that from the hypothesis
given in (4.7) together with (5.8) we conclude that for any c > 0 and any 0 < ε < cε0 we have∥∥∥ 1√

c
u(t)− ϕ(· − z(t))

∥∥∥
H1
≤
(ε
c

)2
+ sup
|z|≤C0( ε

c )
2

‖ϕ− ϕ(· − z)‖H1 . ε2 + C
1/2
0 ε.

Step 3: Our aim now is to prove (4.6). For the sake of simplicity let us start by defining
some new variables:

v(t) := u−
√
cϕ(· − x(t)), w :=

√
cϕ(· − x(t)) and wn0 :=

√
c(ρn0 ∗ ϕ)(· − x(t)).

Now we recall that in view of (1.7) we know that any solution u ∈ C(R, H1(R)) of the Novikov
equation satisfies

ut ∈ C(R, L2(R)) and hence u ∈ C1(R, L2(R)).

This ensures that the mapping t 7→ x(t) = x̃(u(t)) is of class C1 on R. Thus, by differentiating
the orthogonality condition (4.4) we obtainˆ

vtwn0,x = ẋ

ˆ
v(t, x)wn0,xx(t, x)dx = −ẋ

ˆ
vx(t, x)wn0,x(t, x)dx

On the other hand, by using ϕ− ϕ′′ = 2δ we infer that w satisfies the following equation

wt + (ẋ− c)wx + w2wx = px

(
w3 +

3

2
ww2

x

)
− 1

2
p ∗ w3

x.

Replacing the latter equation together with u = v + w into (1.7) we obtain that v satisfies

vt − (ẋ− c)wx = −(v + w)2vx − (v2 + 2vw)wx −
1

2
p ∗
(
v3
x + 3v2

xwx + 3vxw
2
x

)
+ px ∗

(
v3 + 3v2w + 3vw2 +

3

2
v(vx + wx)2 +

3

2
v2
xw + 2vxwwx

)
.
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Taking the L2-inner product on the latter equation against wn0,x and by using (4.7) we get∣∣∣∣(ẋ− c) ˆ wxwn0,xdx+ cO(‖v‖H1)

∣∣∣∣ ≤ O(‖v‖H1) . cCε0.

Therefore, by using (5.7), considering n0 ∈ N sufficiently large and ε0 sufficiently small so
that Cε0 � 1, we conclude (4.6).

Step 4: Finally, it only remains to prove (4.5) for n0 ∈ N large enough. In fact, it is enough
to notice that ˆ

ϕ′(x)ϕ(x− y)dx = (1− y)e−y.

Hence, for n0 ∈ N large enough we have

d

dy

ˆ
ϕ(ρn0 ∗ ϕ)′(· − y) =

ˆ
ϕ′(ρn0 ∗ ϕ′)(· − y) ≥ 1

4
e−1/2 on

[
−1

2 ,
1
2

]
.

Therefore, the mapping y 7→
´
R ϕ(ρn0 ∗ ϕ)′(· − y) is increasing on [−1

2 ,
1
2 ]. The proof is

complete.
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