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Abstract 10 

Participatory measurement of environmental sound levels has gained interest in recent years. The calibration of measuring 11 
instruments is currently the main technical limitation. It is often the responsibility of the users and can be a potential 12 
source of error or add costs to the measurement protocol. In this article, a calibration protocol is proposed, based on the 13 
low variability of the average noise emission of individual vehicles. The advantage of this protocol for the user is that it 14 
does not require specific equipment, i.e. reference sound source or device, or special knowledge in acoustics. The method 15 
consists in measuring the noise level of a few vehicles as they pass through at different measuring points. The measured 16 
levels are compared to the levels expected by a numerical model, the difference serving as an offset for subsequent 17 
measurements. The robustness of the protocol is first tested over a large experimental campaign, and it turns out that 18 
measuring the passage of 15 vehicles at 3 different locations limits the error to -1.8 +/- 1.0 dB(A). Then, the protocol is 19 
tested in real conditions with a set of 8 smartphones. The comparison with a class 1 sound level meter on 6 control points 20 
shows an average error on all phones of -0.6 +/- 1.2 dB(A). 21 
 22 
Keywords: Environnemental sound levels; low-cost calibration; participatory measurements  23 

1. Introduction 24 

The characterization of sound environments has been enriched in the last years by an unprecedented 25 

expansion and diversification of measurement methods. The emergence of low-cost sensors, and more 26 

recently the possibility of making measurements via smartphones, are changing the way in which sound 27 

environments are characterized. Participatory measurement gained interest as a measurement protocol in 28 

which each citizen can perform geo-localized measurements via his smartphone, sent to a server where post-29 

processing is performed [1]. The user thus becomes both a producer and a consumer of noise data: the data he 30 

communicates is used to calculate noise maps, and his smartphone sends him back information on his 31 

individual exposure. 32 
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Many smartphone applications have recently been developed to acquire acoustic data, such as Noise-Tube 33 

[2], [3], Ambiciti [4] and NoiseCapture [5], Hush city [6], Niosh SLM [7], etc. Thanks to the measurements 34 

resulting from these applications, noise maps have been proposed, either by aggregating the measurements 35 

produced [2], [8] or by correcting modelled noise maps through data assimilation algorithms [9]. 36 

Researches have investigated in parallel the ability of smartphones to measure environmental noise. 37 

Kardous & Shaw have shown that while many applications provide erroneous results, some meet the criteria 38 

for environmental measurement [10], [11]. Ventura et al. [12] observed on a selection of mobile phones from 39 

the market that responses are linear for levels in the 45 to 75 dB(A) range. Aumond et al. [13] showed that 40 

used in similar conditions the instantaneous sound levels measured with mobile phones correlate very well (r 41 

> 0.9, p < 0.05) with sound levels measured with a class 1 reference sound level meter with a root mean 42 

square error smaller than 3 dB(A). 43 

The calibration phase therefore remains the main technical lock of the measurement protocol, as it can be 44 

costly and time-consuming, although essential. A cross calibration procedure has been proposed in Can et al. 45 

[14], in which measurements made by a smartphone are compared with those made by the fleet of devices, in 46 

order to identify and filter operator/device pairs giving imprecise measurements, and to propose corrections 47 

for precise but biased measurements. The method requires nevertheless that a high density of measurements 48 

has already been collected on the server. In Picaut et al. [15], an individual calibration procedure is developed: 49 

the principle is based on the use of a reference smartphone, previously calibrated, communicating 50 

automatically with other smartphones that one wishes to calibrate, by means of an acoustic communication 51 

protocol. 52 

Although valuable, these two methods do not respond to the specific case of scattered individual 53 

participatory measures, carried out individually. To fill this gap, some suggested using everyday objects 54 

(using a box full of coins or tearing a sheet of paper) [16], [17]. The standard deviations announced for these 55 

protocols may seem acceptable, on the order of 2 dB, but no document has yet been published rigorously 56 

presenting the repeatability of the experiment. Another source of noise in our daily lives that is well known 57 

and modelled because it has been studied for many years is road traffic. Thus, this article proposes a low-cost 58 

in-situ calibration based on traffic measurements that any user can follow without a previously calibrated 59 

reference (a sound level meter or another smartphone). The method is based on the hypothesis, which is tested 60 

in the article, that although individual vehicle sound power levels can be highly variable, their average varies 61 

little as long as: (i) traffic conditions are controlled (constant speed, conventional pavement), (ii) 62 

measurements are performed near the sound source and thus propagation effects are limited. The method 63 

therefore consists in measuring continuously sound levels on the side of several roads, letting each time 64 

several vehicles pass by. The measured sound levels are compared to the levels expected by the CNOSSOS-65 

EU model, the difference being an estimate of the offset to apply for subsequent measurements which is 66 

consistent with the results of Schreurs et al. who showed that the median values of traffic noise maxima 67 

measured in  situ on Brisbane roads are comparable to those predicted by the European 68 

IMAGINE/HARMONOISE models [18]. 69 

The method is tested in this article on an experimental campaign of 83 usable sound measurements (out of 70 

302) of 15 minutes in the city of Talca, Chile. 71 

The calibration protocol and the experimental campaign is first detailed in Section 2. Section 3 presents the 72 

different uncertainty items associated with this protocol. Section 3.1 presents the difference between the 73 

sound power level estimated by a numerical model and its estimated value from measurements and using the 74 

calibration protocol. Section 3.2 presents the uncertainty related to the input parameters of the protocol left to 75 

the user. Section 3.3 shows the analysis of the standard deviation of the measured estimates depending on the 76 

number of pass-by and location to consider keeping this uncertainty item below a targeted value. Section 3.4 77 
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presents an estimate of the overall uncertainty associated with this method. Section 4 presents the protocol 78 

assessment under real conditions. Discussion is presented in Section 5. 79 

2. Method 80 

2.1. Calibration protocol 81 

Results from the literature show that the individual emissions of vehicles measured at a site are highly 82 

variable [19]. However, the proposed protocol relies on the hypothesis that, although the sound power levels 83 

of individual vehicles may vary widely, the average sound power levels of vehicles passing by a receiver 84 

during a measurement period vary little as long as : 85 

• traffic conditions are controlled (constant speed, mainstream asphalt concrete or concrete pavement),  86 

• measurements are made close to the sound source and the effects of propagation are therefore limited. 87 

 88 

 Thus, it becomes possible to compare the measurements made at the roadside with the expected results, 89 

provided by a numerical model. If the number of performed measurements is sufficient, the measurements 90 

will converge in theory towards the results provided by the model. In this article, the CNOSSOS-EU model is 91 

used, for light vehicles and assuming the reference road pavement [20].  92 

The calibration protocol consists of four steps described below, and illustrated in Fig. 1.  93 

• Step 1: The user performs continuous measurements of roadside sound levels, with a 1-second time 94 

resolution (LFmax,1s) and a height of 1.5-m. The user is asked: (i) to wait the passage of a sufficient 95 

number of vehicles, (ii) to inform on the distance to the center of the road as well as the estimated mean 96 

speed of the vehicles, and (iii) to repeat the procedure at several locations. These numbers of vehicles 97 

and locations will be determined in section 3.3. 98 

• Step 2: An algorithm detects the noise peaks in the signal that correspond to the individual pass-by of 99 

vehicles. The difficulty here stands in designing a noise-peak selection algorithm that captures vehicle 100 

pass-byes, knowing that the absolute noise levels measured might be biased. The algorithm used for this 101 

article is findpeaks from the R package pracma v.1.9.9. It allows to detect peaks in the measured time 102 

series LFmax,1s. A set of criteria is set up to keep only the peaks related to the passage of cars. Firstly, 103 

only peaks at least 3 seconds apart are retained, to avoid, for example, the measurement of a very close 104 

passage of two cars (probably from two different traffic lanes). Secondly, the sound level during the two 105 

seconds preceding the peak must be increasing and decreasing during the two seconds following it. 106 

Finally, only peaks that correspond to a sound level higher than L95 + 15 dB are retained because it is 107 

considered that for the protocol to be valid, the signal-to-noise ratio must be greater than this value. Fig. 108 

1b gives several examples of the peaks detection algorithm. 109 

• Step 3: The sound power level LW that corresponds to each peak detected at the Step 2 is calculated 110 

based on the measured Lmax and the following equation:  111 

LW=Lmax+20 log(r)+10log2π                (1) 112 

 where r is the distance between the source and the microphone. It accounts for the divergence of the sound 113 

energy from the source (center of the roadway) to the receiver (microphone), as described in previous 114 

studies [19], [21]. 115 

 116 

• Step 4: The bias between the median of the LW values and the ���  given by the numerical model for light 117 

vehicles and reference conditions is calculated for each of the n sampled site. Then, the average of the n 118 
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calculated bias is calculated. This value corresponds to the offset that will be stored. The interest of 119 

taking the median in there is that it statistically removes heavy or abnormally noisy vehicles, in order to 120 

enable the comparison with the numerical model for light vehicles. The advantage of calculating the 121 

offset in two steps, calculating an average of the bias calculated for each site, is that it avoids giving too 122 

much weight to a site if it has been measured during the passage of more vehicles than the other 123 

locations. 124 

 125 

  

(a) Step 1 – Perform measurement with app 

or soundmeter 

(b) Step 2 – Detect peak levels 

 

 

  

(c) Step 3 – Calculate the sound power level 

from the peak level and measurement 

conditions 

(d) Step 4 – Get the median sound power level Lw 

Fig. 1 The four steps of the calibration protocol. 126 

 127 

Note that the user is only concerned by Step 1, the three following ones consisting on post-treatment that need 128 

to be implemented on the sensor. The calibration protocol as presented in this paper has been implemented in 129 

the NoiseCapture mobile application [5]. Figure 2 shows the user interface for this step within this 130 

application. First the user chooses the calibration mode (Figure 2.a), then decides to add a measurement series 131 

(Figure 2.b). The user then has to report the distance to the road and the estimated speed of the vehicles and 132 

wait for 15 vehicle pass-byes (Figure 2.c). Each correct pass-by is automatically detected in real time in the 133 

application which can inform the user.  134 

 135 
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(a) (b) (c) 

Figure 2 User interface of the calibration protocol in the NoiseCapture mobile application. (a) Selection of the calibration record. (b) 136 
Adding a set of pass-by measurement. (c) While the measurements are in progress, the user can inform the distance to the road centerline, 137 

the estimated speed of the vehicle flow and see how many pass-by were validated. 138 

2.2. Experimental campaign  139 

A total of 302 sound measurements of 15 minutes each were carried out in different locations in the city of 140 

Talca (Chile) between 2015 and 2016 [22]. Measurements were carried out on working days. A type-I sound 141 

level meter (2250 Brüel & Kjaer) was used with tripod and windshield and it was placed at a height of 1.5 m 142 

in free-field conditions following the ISO 1996-2 guidelines [23], [24]. The sound-level meter was located 1 143 

m from the curb. Calibration of the equipment was checked at the beginning and end of each measurement 144 

using a 4231 Brüel & Kjær calibrator. The noise parameters Leq and LFmax for each 1/3 octave band were 145 

recorded at 1-second intervals. Flow rates and the average vehicle speed over the 15 minutes were registered 146 

together with the sound measurements. Relevant urban features (street dimensions, road surface type, state of 147 

the road surface) were also noted. Road traffic was the main source of noise during the sound measurements. 148 

When other sound sources or anomalous noise events (e.g., horns and sirens) were detected, the 149 

measurements were deleted. In addition, the sampling points that encountered the following conditions were 150 

selected: 151 

• measured roads with no or very slight slope; 152 

• measured flow free and with constant speed. The selected average speed were between 57 and 63 km/h 153 

(The urban speed limit in Chile was 60 km/h); 154 

• measured roads with standard pavement. Pavements in very poor condition or with specific acoustic 155 

performance (as cobbled roads) were discarded; 156 

• measured roads with one or two lanes. 157 

 158 

As a result of this filtering process, a total of 83 sound measurements of 15-min taken at different 159 

sampling points were used for the analysis. 160 
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3. Results 161 

3.1. Bias on the estimation of the sound power level between a numerical model and measurements 162 

Fig. 2 presents the estimated sound power levels at each of the 83 locations, using the protocol presented in 163 

section 3 over the 15-min measurements (boxplots). The results are reported by octave band and for global 164 

values in dB and dBA, and are compared to the sound power levels estimated with the CNOSSOS model, cars 165 

driving at 60 km/h on reference pavement (red curve).  166 

 167 

Although the measurements were carried out in Chile, on a different vehicle fleet from the one on which 168 

the relationships of the CNOSSOS emission model were built, the average sound power values estimated 169 

based on measurements are close to the ones estimated with the CNOSSOS model. The average bias in the 170 

global sound power levels is low (0.5 dBA or -1.8 dB), and the interquartile range is moderately low (2.1 dBA 171 

or 1.4 dB). Concerning frequency bands, the average bias and its interquartile ranges are lowest for 500 Hz 172 

and 1000 Hz octave bands. Sound power levels in the octave bands from 125 Hz to 250 Hz are slightly 173 

overestimated, whereas sound power levels in the octave bands from 2kHz to 8kHz are underestimated. This 174 

might be due to differences in the vehicle car fleet or road pavement between Chile and the reference 175 

conditions used in CNOSSOS but also to the close proximity of the sound source to the measuring point (r < 176 

5m). For example, effects related to the vertical directivity of the source for some frequency bands may not be 177 

negligible. In addition, the interquartile range is higher for the octave bands 63 Hz, 4 kHz and 8 kHz. This 178 

suggests that the calibration protocol is more robust for global and mid-frequency values. However, since the 179 

response of the microphones embedded within smartphones is flat between 250 and 4000 kHz [25],  and in 180 

view of the results obtained, we suggest applying the protocol at the global level (in dB or dBA), applying the 181 

same equivalent offset for each octave band. 182 

Fig. 1. Estimated sound power levels calculated for each of the 83 selected 15-min measurements using the protocol (boxplots) compared 

to the estimated sound power levels using the CNOSSOS model (red line) 
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Finally, the estimated global sound power levels show a relatively low interquartile range between the 183 

measured locations (2.1 dBA or 1.4 dB). Paragraph 3.3 shows that offering the user to reproduce the 184 

measurements at different locations and using the resulting average noise level can further reduce this range. 185 

3.2. Uncertainty related to the input parameters of the numerical model 186 

The calibration protocol proposed relies on the comparison between an estimated value of the mean sound 187 

power level relying on measurements and its numerical estimation. In this study, the numerical model is 188 

composed of CNOSSOS-EU emission part linked to a simple law for acoustic propagation (Eq. 1).  For the 189 

application of the protocol, three input parameters have to be estimated by the user, distance from the road, 190 

height of the measuring point and average vehicle speed. User estimation of these parameters leads to 191 

uncertainty in the estimation of the calibration offset. A study of the sensitivity of the model to these 192 

parameters is presented in this section. 193 

The height h and the distance to the road d are reference values mentioned in the protocol, which are 194 

recommended to be set at h = 1.5 m and d = 1m. A distance to the roadside d = 1m corresponds to a distance 195 

dtotal = d + 1.5m = 2.5m suggesting that the width of the road is 3m. Eq.2 allows to set the source-receiver 196 

distance r in the Eq. 1. 197 

� =  ��	
	�� + (ℎ − 0.05)  (2) 198 

 199 

with 0.05 m corresponding to the source height as suggested in the CNOSSOS model. 200 

The user can change these input values if needed. These values can also shift around these references of a 201 

few tens of centimeters due to a wrong appreciation of the user, what can lead to uncertainty in the estimate. 202 

The vehicles mean speed can vary within the range of validity of the CNOSSOS emission model, namely 203 

from 20 to 130 km/h and must be estimated by the user, who can alternately use the limit speed on the road 204 

segment. The literature reports that the estimation of vehicle speeds by pedestrians is subject to error. Strauss 205 

et al. show that the standard deviation in the percentage of error on the task of estimating the vehicle speed is 206 

about 20% [26].  207 

This section evaluates the influence of errors in the estimation of these parameters, based on Eq. 1 and the 208 

emission model used in the reference conditions. Fig. 4 shows the sensitivity to each input parameter. Errors in 209 

the height of the measurement point have a low impact on the numerical estimation of the mean sound power 210 

level, which stands below 0.5 dB(A) in the tested range (Fig. 3.a). Errors in the distance to the road are 211 

slightly more influential, and can exceed 1 dB(A) (Fig. 3.b); however it can be assumed that this parameter is 212 

estimated with little error by the user. Errors in the estimated vehicle speed are more influential. For a 213 

reference speed of 50 km/h, an underestimation (resp. overestimation) of 10 km/h of the estimated vehicle 214 

speed leads to an underestimation of 2.3 dB(A) (resp. overestimation of 2 dB(A)) of LW. The estimated offset 215 

would be biased accordingly.  216 

 217 

 218 
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 219 

Fig. 4. Influence of the height, distance to the road, and vehicle mean speed on the numerical estimation of the average sound power 220 

level estimated at a site. The offset determined following the calibration protocol would be biased accordingly. 221 

 222 

In addition, the protocol leaves the responsibility to the user to sample locations with classical road 223 

pavements, the errors on which might also affect the LW value calculated following the CNOSSOS emission 224 

model and thus the calibration offset.  The user could possibly be asked to choose a corresponding pavement 225 

from the database available for his country [27]. 226 

3.3. Influence of the number of locations and vehicles per site on the variability of the average LW estimates 227 

To estimate the average sound power level from measurements with the lowest possible uncertainty, it is 228 

necessary to measure a representative number of vehicles, ideally at different locations, in order to obtain a 229 

reliable convergence towards the actual average sound power levels of the vehicles fleet. Under an individual 230 

calibration protocol context, the proposed method must also be short enough not to discourage the user. 231 

Therefore, a sensitivity analysis is conducted to determine the influence of the number of considered locations 232 

and vehicles per site on the estimated ������ variability.  233 

For each couple “number of locations / number of pass-by per site”, a loop of 100 repetitions in which 234 

passages are taken randomly within the complete dataset is achieved, on which statistics are calculated. For 235 

instance, if the number of locations is set at 7 and the number of vehicle passages is set at 15, for each of the 236 

100 repetitions 7 locations and 15 vehicle passages are randomly selected for each location. Thus, 100 237 

average sound emission levels ������ values are estimated according to the procedure presented in Section 2.1.   238 

In rare cases, the method may deviate widely from the standard due to sensitivity to parameters related to 239 

peak detection. As these cases are rare, they may be considered outliers. In this case, values that deviate from 240 

the mean by two or more times the standard deviation are eliminated from the statistical analysis. A user 241 

implementing the protocol would probably also detect these outliers by observing an exaggerated calibration 242 

in one measurement relative to the others (> 15 dB). In this case, he would eliminate it himself. 243 

 244 
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Fig. 6 shows the standard deviation of the estimated average sound power level ������   over the 100 245 

repetitions as a function of the number of locations and the number of passages per site. The results suggest 246 

that it is possible to limit the standard deviation under a low value with an acceptable number of vehicle 247 

passage and number of locations. For instance, 3 locations and 15 vehicles per location result in a standard 248 

deviation of 1.0 dB(A). 249 

A multiple linear regression is calculated and proposed in Table 1 to estimate the standard deviation of the 250 

estimated average sound power level from these two variables. The explained variance is 81%. On this basis, 251 

reverse modeling can allow the user to choose the best compromise to achieve a targeted uncertainty. For 252 

example, using Table 1, for a target uncertainty of less than 1.25 dB, the user can measure 15 vehicle passages 253 

at 3 different locations. 254 

 255 

Table 1. Estimation the standard deviation from the logarithm of the considered number of pass-by and locations. 256 

 257 
����.� = 81.4 % |  = 71 Estimates t value 

Intercept 3.31 28.18 (p<0.001) 

log10(number of locations) -1.13 -14.91 (p<0.001) 

log10(number of pass-by) -1.30 -13.85 (p<0.001) 

Fig. 3 Standard deviation of the estimated average sound power level calculated over 

the 100 repetitions as a function of the number of locations and the number of 

passages per locations. 

Fig. 2 Standard deviation of the estimated sound power level as a function of (a) the number of passages for each number of measured 

location (dots) and (b) the number of locations for each number of pass-by (dots). Lines are average value. 
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 258 

3.4. Estimation of the overall uncertainty related to the calibration protocol 259 

Three principal items of uncertainty linked to the proposed protocol are: 260 

• The uncertainty um linked to the bias of using the emission and propagation model under different 261 

conditions than the reference ones, evaluated within the section 3.1. This bias was less than 2 dB(A) in 262 

this case study, although it presents the unfavorable case of using the European model CNOSSOS on a 263 

Chilean experiment. This bias should be relatively small if local models are used; 264 

• The uncertainty up related to the input parameters of the calibration protocol that the user must specify. 265 

In view of the results presented in section 3.2, this uncertainty should be in most cases smaller than 266 

2.5 dB; 267 

• The uncertainty us related to the sampling strategy, that is the number of locations and pass-byes 268 

considered by the user when applying the protocol, evaluated in section 3.3. Applying the protocol with 269 

3 locations and 15 pass-byes per location seems an acceptable compromise, which limits the uncertainty 270 

to less than 1.25 dB. 271 

 272 

Assuming that all these uncertainties are Gaussian, the overall uncertainty U can be obtained according to 273 

Equation 2: 274 

" = #($%)� + &$'(� + ($))�                (2) 275 

The overall uncertainty associated to this calibration protocol is therefore smaller than 276 

�(2)� + (2.5)� + (1.25)�  = 3.4 dB. Moreover, considering that um and up are fixed to 2 and 2.5 dB 277 

respectively alleviates the sampling strategy. Indeed, applying the protocol in a constraining case with 10 278 

locations and 20 pass-byes will yield an uncertainty us of 0.5 dB and consequently to an overall uncertainty 279 

slightly reduced to 3.2 dB. On the other extreme, the protocol is sensitive to a degradation of the sampling 280 

strategy: an unfavorable case with 2 locations and 5 pass-byes would yield an uncertainty us of 2.2 dB and 281 

consequently to an overall uncertainty of 3.8 dB.  282 

4. Protocol assessment under real conditions 283 

4.1. Method 284 

8 smartphones were selected to evaluate the calibration protocol in real conditions. 8 participants, owners 285 

of the phones, used the NoiseCapture application in a Beta version in which the protocol was implemented. 286 

All phones were different (brand and model) and use the android operating system. For the calibration 287 

procedure, participants went to 3 locations and waited while 15 vehicles passed by (automatically detected in 288 

real time by the app) following the instruction given by the app. As shown in Figure 1, after filling in the 289 

measuring distance and evaluating the speed of passage of the vehicles, a calibration value was provided to 290 

them. 291 

In a second step, 6 measurements of 3 minutes each were taken. These measurements concern 6 urban 292 

sound environments (park, boulevard, quiet street, busy street, courtyard and ring road). These sound 293 

environments were measured simultaneously between a Class 1 sound level meter and the 8 phones. The 294 
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quality of the protocol is assessed on the basis of this set of measures, by applying or not the determined 295 

offset. 296 

The L50 indicator is used for the comparison because it is less sensitive than the Leq to measurement 297 

conditions as short-term noise close to a specific smartphone. 298 

4.2. Results 299 

Figure 7 shows the sound levels measured by the sound level meter and phones before and after applying 300 

the calibration protocol.  301 

For seven of the eight phones, the average error decreases from 4.2 dB(A) before calibration to -0.6 dB(A) 302 

after calibration. Analysis of the results also shows that there is a large average standard deviation between 303 

the phones prior to calibration 4.8 dB(A) which is strongly reduced after calibration 1.2 dB(A). The eighth 304 

phone is considered an outlier and is discarded from the analysis. A saturation of the phone for the highest 305 

sound levels may have induce this unexpected behavior. However, the calibration protocol still reduces its 306 

bias from 10.4 dB(A) to 4.2 dB(A).  307 

The standard deviation of the bias between sound level meters and smartphones averages 0.7 dB(A). This 308 

corresponds to the part of the total standard deviation due to the measurement conditions (e.g. directivity, 309 

distance between the sound level meter and the phones, etc.). The resulting standard deviation, only due to the 310 

proposed calibration protocol is about 1 dB(A). 311 

  312 

Figure 4 Sound levels measured by the sound level meter and phones before and after 

applying the calibration protocol. 
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5. Discussion 313 

In this article, an in situ and low-cost calibration protocol is proposed, based on roadside measurements of 314 

vehicle passages at different locations. The measured levels are compared to the levels expected by a 315 

numerical model, the difference serving as an offset for subsequent measurements.  316 

The uncertainties linked to the protocol are evaluated in section 3. It appears that the two main uncertainty 317 

items are the speed evaluated by the user and the fact of using the model under conditions different from those 318 

of reference, i.e. 2 dB and 2.5 dB respectively.  319 

As concerning the use of the model under different conditions than the reference one, the consequence is a 320 

bias in the estimation, which is supposed to be constant under similar conditions: for instance a bias of +0.5 321 

dB in the case of this Chilean experiment. Thus, the consequence would be that all the smartphones calibrated 322 

on this study area would have an excessive offset of 0.5 dB, which can be evaluated and corrected if fixed 323 

sensors are deployed in parallel.  324 

Beyond the listed uncertainties, the method is dependent on the proposed algorithm for finding peaks. If it 325 

is too loose, then events that cannot correspond to vehicle pass byes will be selected, hence adding a bias to 326 

the method. The proposed algorithm to find peaks algorithm relies on the threshold L95+15 that was shown to 327 

remove the low levels peaks. Such a threshold remains however inefficient in the case of high background 328 

noise. Therefore, the user is asked to only sample relatively quiet roads. 329 

The robustness of the model should be tested on a wider number of locations, taken in a large variety of 330 

countries. Here, the use of the European CNOSSOS model on a data set recorded in Chile leaded to a small 331 

and acceptable bias. The optimal approach would be to use locally recommended noise emission models for 332 

each territory, where they exist, or to adapt a model according to the vehicle fleet, the type of surfacing most 333 

commonly used, etc. A review on the existing noise emission models can be found for instance in [28].  334 

Finally, Section 3.4 shows that the overall uncertainty associated with this calibration protocol remains 335 

lower than 3.2 dB. This uncertainty may seem important but these results have to be contrasted: 336 

• The range of sound levels in environmental acoustics can vary from 40 to 95 dB(A). The error is 337 

therefore quite low front of the total variability. 338 

• The biases of smartphones without prior calibration can be very important. Mallet, 2017 shows that 339 

numbers of phone models bias range between -20 dB(A) and 7 dB(A) [12]; 340 

• The measurement uncertainty of a properly calibrated smartphone can reach 2 to 3 dB [13], [29].  341 

• The short experiment carried out under in situ conditions shows that this error is probably 342 

overestimated. 343 

 344 

In addition the proposed protocol has the advantage of being simple and can be applied by any user 345 

without the need to have a calibrated reference sensor nearby. It is therefore particularly suitable for 346 

participatory measures of the noise environment. In view of the above considerations, this protocol seems to 347 

offer a valid and simple alternative to the calibration of phones. 348 

Finally, the height of 1.50 m chosen in the experiment to hold the measuring tool is a little high (at eye 349 

level because it is more suitable for the sound level meter). For an application of the protocol with mobile 350 

phones, the height can be reduced to chest height without changing the protocol.  351 

6. Conclusion 352 

This article proposes a calibration protocol based on a noise level measurement of a few vehicles as they 353 

pass through different measuring points. The measured levels are compared with the levels expected by a 354 

numerical model, with the difference serving as an offset for subsequent measurements. The robustness of the 355 

protocol is tested over a large experimental campaign and it turns out that measuring the passage of 15 356 
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vehicles at 3 different locations limits the error to -1.8 +/- 1.0 dB(A). Then, the same protocol was applied in 357 

real conditions using 8 different phones. 6 control points were used to compare measurements made by a 358 

Class 1 sound level meter and the phones. The resulting error after the application of the calibration protocol 359 

is -0.6 dB(A) +- 1.2 dB(A). 360 

 361 

The present protocol proposes a calibration that does not require special knowledge of the user and a 362 

limited time (a few minutes per measuring point). The participatory measurement of environmental noise 363 

levels has gained interest in recent years and the main technical limitation is currently the calibration of 364 

measuring instruments. Although the uncertainty associated with the protocol is not negligible, it could allow 365 

a significant increase in the quality of the measurements collected. 366 
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