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#### Abstract

Given a bipartite graph $G=(U \cup V, E),|U| \leqslant|V|$, the surplus of $G$ is defined by the maximum number $k$ such that a matching covering all vertices of $U$ still exists upon removal of any $k$ vertices from $V$. Given a partition $\mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ of $U$, the Multiple Bipartite Complete Matching Vertex Blocker Problem (MBCMVBP) consists in finding a partition $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ of $V$ such that the smallest surplus among those of the induced subgraphs $G\left[U_{i} \cup V_{i}\right]$ is maximized. The removed vertices are related to the blocker notion. We show the strong NP-hardness of the MBCMVBP by using a reduction from the stable set problem. We also propose two integer linear programs for solving this problem. After comparing these two models, we introduce some valid inequalities for the model that outperforms the other one, and we analyze its facial structure. We then derive a Branch-and-Cut algorithm based on these results and conclude by an analysis of the experimental results.
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## 1. Introduction

Solving interdiction/blocker problems is a mean to determine the maximum possible perturbation such that, beyond that point, no valid solution exists for the studied problem. Practically, these perturbations can be triggered by failures, attacks or absenteeism. Furthermore, such weakness analysis can be used to define tactical and strategic investments to make the model robust.

The matching interdiction/blocker problem ([13], [14]) consists in finding the maximum number of edges or nodes that can be removed such that a matching with a given cardinality still exists.

Given a bipartite graph $G=(U \cup V, E),|U| \leqslant|V|$, the complete matching problem on $U$ consists in finding a matching covering all vertices of $U$ ([3], [10]). The bipartite complete matching vertex blocker problem (BCMVBP) ([8]) consists in finding the maximum number $k$ such that a complete matching on $U$ still exists after removal of any $k$ vertices in $V$. Let $\mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ be a partition of $U$. Given a partition $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ of $V$, we denote by $k_{i}$ the solution of the BCMVBP associated with the induced subgraph $G\left[U_{i} \cup V_{i}\right], i \in\{1, \ldots, m\}$. The Multiple Bipartite Complete Matching Vertex Blocker Problem (MBCMVBP) consists in finding a partition $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ of $V$ such that the minimum of $\left\{k_{1}, \ldots, k_{m}\right\}$ is maximized.

To the best of our knowledge, this problem has never been studied before. It can be applied in different fields. For instance, in nurse rostering and staff management, BCMVBP can be employed to identify the critical number of staff with specific skills below which the system remains under-staff. When considering several time shifts, the idea is to have the biggest common flexibility on each shift.

[^0]Our contributions. The complexity of the problem is analyzed, and two Integer Linear Programs (ILP) are proposed. Some polyhedral properties of the problem are identified including facets and valid inequalities to strengthen their efficiency in a Branch-and-Cut algorithm. All the proposed algorithms have been tested to evaluate the practical effectiveness of the algorithmic ingredients developed. Note that the instances are generated to represent real-life assignment problems such as nurse rostering.

Related work. The notion of interdiction/blocker is relevant in several fields. For example, considering computer networks, it is primordial to guarantee the continuity of services in case of dysfunction of some routers or switches. These problems are usually modeled by shortest paths ([1]), spanning trees ([2]) or network flows ([7]) in the underlying graph.

In the field of human resources, being able to anticipate the potential absenteeism is essential in order to ensure the proper running of a company. This class of problems can be formulated by matching or scheduling models.

The blocker problem allows the understanding of the strength of the graph according to a given property. It has been studied on several well-known graph properties such as the independent set ([18], [19]) and related structures, i.e. clique and chromatic number ([15], [17]) or path problem ([16]).

One of the problems related to the matching interdiction/blocker problem has been studied in [12], where the authors consider the minimum $d$-blocker problem. The goal is to determine a minimum cardinality subset of edges such that their deletion from the graph decreases the matching number by at least $d$ units. This problem corresponds to a particular case of the edge interdiction problem.

In [13] and [15], the authors studied two particular versions of the matching interdiction problem. The first one, called edge interdiction problem, considers a graph in which each edge has a weight and an interdiction cost. The goal is to find a subset of edges such that the value of a maximum-weight matching without these edges is minimized, with respect to a cost constraint. The second problem is defined in a similar way, where costs are applied to vertices instead of edges. These problems are shown as being NP-complete even in bipartite graphs, and some approximation algorithms are proposed to solve them. The same author, in [14], extended his proof to show the NP-hardness of these problems in the particular scope of bipartite graphs.

In [8], the authors showed the polynomiality of this problem when a complete matching is considered. This problem is a particular case of the MBCMBVP when $|\mathcal{U}|=1$. It has been applied to a robust nurse assignment problem which consists in affecting nurses to jobs according to their skills in such a way that possible absences may not perturb the schedule.

Note that these models can be applied to study problems of assignment in any domain where the management of staff or production with limited resources is needed (air or rail transports, timetabling, ...).

Organization of the paper. In the next section, we give some basic definitions. In Section 3, the MBCMVBP is defined, and its NP-completeness is proved. In Section 4, we propose and study two Integer Linear Programs. The first one is based on the dual of the model used for the BCMVBP. The second one is an alternative with a reduced number of variables but an exponential number of inequalities. We also analyze the associated polytope and present a new family of inequalities. Then, some solving strategies and experimental results are presented in Section 5. In the last section, we propose some directions for further research.

## 2. Basic notions and definitions

Let us first introduce some notations and recall some basic notions concerning graphs, stable sets, and matchings.
Graphs. Let $G=(W, E)$ be a graph, where $W$ is the set of vertices and $E$ is a set of edges which are unordered pairs of vertices of $W$. An edge $\{u, v\}$, where $u$ and $v$ are two vertices of $W$, is denoted $u v$ (or $v u$ ). For each $u v \in E$, the vertices $u$ and $v$ are said to be neighbors. In the following, the neighborhood of a vertex $v \in W$ is denoted by $N_{G}(v) \subseteq W$. We extend this notation to a subset $W^{\prime} \subseteq W$ by $N_{G}\left(W^{\prime}\right)=\bigcup_{v \in W^{\prime}} N_{G}(v)$.

Stable set. A subset $S$ of vertices is a stable set if $N_{G}(S) \cap S=\varnothing$. Equivalently, each edge in the graph has at most one endpoint in $S$. The size of a stable set is its cardinality.

Maximal stable set. A stable set $S$ is said to be maximal if it cannot be strictly included in another stable set. The problem of finding a maximal stable set of maximum size is called the maximum stable set problem and is an NP-hard optimization problem. The stable set decision problem concerning the existence of a stable set of a given size $K$ can be solved in polynomial time if $K$ is a fixed integer. However, if $K$ is a part of the instance, the problem becomes NP-complete in the strong sense.

Bipartite graph. Let $\{U, V\}$ be a partition of the set of vertices $W$ (i.e. $U \cup V=W$ and $U \cap V=\varnothing$ ) such that $N_{G}(U) \subseteq V$ and $N_{G}(V) \subseteq U . G=(W=U \cup V, E)$ is called a bipartite graph.
Let $V^{\prime} \subseteq V, U^{\prime} \subseteq U$ and $E\left[U^{\prime} \cup V^{\prime}\right]=\left\{u v \mid u \in U^{\prime}, v \in V^{\prime}, u v \in E\right\}$. We denote by $G\left[U^{\prime} \cup V^{\prime}\right]=\left(U^{\prime} \cup V^{\prime}, E\left[U^{\prime} \cup V^{\prime}\right]\right)$ the subgraph of $G$ induced by $U^{\prime} \cup V^{\prime}$.

Matchings. Given a graph, a matching is a subset of edges such that no two edges share a common vertex. The matching problem consists in finding a matching with a maximal cardinality ([3], [9]).

Complete Matchings. Let $G=(U \cup V, E),|U| \leqslant|V|$, be a bipartite graph. A complete matching on $U$ is a matching covering all vertices of $U$, i.e. each vertex of $U$ is incident with an edge of the matching. The associated problem consists in finding a complete matching on $U$. If $|U|=|V|$, then a complete matching on $U$ is called a perfect matching.
The following theorem is a fundamental result about the existence of a complete matching in bipartite graphs ([6]).
Theorem 1 (Hall's theorem). Let $G=(U \cup V, E)$ be a bipartite graph. There exists a complete matching on $U$ if and only if $\left|N_{G}\left(U^{\prime}\right)\right| \geqslant\left|U^{\prime}\right|$ for all $U^{\prime} \subseteq U$.

Surplus. The surplus of a subset $U^{\prime} \subseteq U$ is defined as $\sigma_{G}\left(U^{\prime}\right)=\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right|$. When $U^{\prime}=\{u\}$, the surplus of $U^{\prime}$ is denoted by $\sigma_{G}(u)$. The surplus of $G$ is defined as $\sigma(G)=\min _{\varnothing \neq U^{\prime} \subseteq U}\left\{\sigma_{G}\left(U^{\prime}\right)\right\}$.
$k$-Complete Matchings ([8]). Let $G=(U \cup V, E)$ be a bipartite graph. We say that $G$ is $k$-Complete Matchable ( $k-C M$ ) on $U$ if and only if, for all $V^{\prime} \subseteq V$ with $\left|V^{\prime}\right|=|V|-k$, there exists a complete matching on $U$ in the induced subgraph $G\left[U \cup V^{\prime}\right]$. Note that if a graph is $k$-CM on $U$, then it is also $(k-1)$-CM on $U$, for $k>0$.

Note that the particular case of $k=|V|-|U|$ has been studied in [9], and such a bipartite graph is called $k$-critical.
In [8], the following result has been presented for the case when $0 \leqslant k \leqslant \sigma(G)$.
Theorem 2 (Surplus form of Hall's theorem). Let $G=(U \cup V, E)$ be a bipartite graph. $G$ is $k$-CM on $U$ if and only if, for all non-empty subset $U^{\prime} \subseteq U,\left|N_{G}\left(U^{\prime}\right)\right| \geqslant\left|U^{\prime}\right|+k$. The maximum value of $k$ such that $G$ is $k$-CM on $U$ is equal to $\sigma(G)$.

Theorem 3. $\sigma(G)$ can be computed in polynomial time.
Proof. As $\sigma$ is a submodular set function on $U$ ([10]), its minimum value can be computed by a strongly polynomialtime algorithm ([11]).

The graph presented in Figure 1 is $2-\mathrm{CM}$ (and so $1-\mathrm{CM}$ ) on $U$ : after deleting any two vertices (in grey color) from $V$, there still exists a complete matching on $U$ (bold edges). It is not the case for more than two vertices, hence $\sigma(G)=2$.


Figure 1: 2-CM on $U$ bipartite graph.

## 3. Multiple Bipartite Complete Matching Vertex Blocker Problem (MBCMVBP)

First, we give some definitions, and we illustrate them on some examples. Then, we analyze the complexity of this problem.

Definition 1. Let $G=(U \cup V, E)$ be a bipartite graph, $\mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ be a partition of $U$ and $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ be a partition of $V$. For all $i \in M=\{1, \ldots, m\}$, we denote by $H_{i}$ the induced subgraph $G\left[U_{i} \cup V_{i}\right]$. We say that $(G, \mathcal{U}, \mathcal{V})$ is $k$-Multiple Complete Matchable ( $k-\mathrm{MCM}$ ) on $\mathcal{U}$ if and only if, for all $i \in M, H_{i}$ is $k$-CM on $U_{i}$.
The graph presented on Figure 2 is 1-MCM on $\mathcal{U}: H_{1}=G\left[U_{1} \cup V_{1}\right]$ is 2-CM on $U_{1}$ and $H_{2}=G\left[U_{2} \cup V_{2}\right]$ is 1-CM on $U_{2}$.


Figure 2: An instance of a MBCMVBP and its solution.

Definition 2 (MBCMVBP). Let $G=(U \cup V, E)$ be a bipartite graph and $\mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ a partition of $U$. The Multiple Bipartite Complete Matching Vertex Blocker Problem (MBCMVBP) consists in finding a partition $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ of $V$ such that $\min \left\{\sigma\left(H_{i}\right) \mid i \in M\right\}$ is maximum. We denote this maximum number by $\sigma(G, \mathcal{U}, \mathcal{V})$.
In Figure 2, the solution of the MBCMVBP is given by the partition $\mathcal{V}=\left\{V_{1}, V_{2}\right\}$ with $\sigma(G, \mathcal{U}, \mathcal{V})=1$.
Let us now study the complexity of the MBCMVBP.
Remark that the case $m=1$, i.e. $|\mathcal{U}|=1$, is equivalent to compute $\sigma(G)$. So this subproblem is polynomial from Theorem 3.

We now consider the complexity of the MBCMVBP when $\mathcal{U}$ is composed of more than one set. The decision problem associated with this problem is denoted by dec-MBCMVBP. An instance of this decision problem is given by a graph $G=(U \cup V, E)$, a partition $\mathcal{U}$ of $U$ and an integer $q$. It consists in determining if there exists a partition $\mathcal{V}$ of $V,|\mathcal{V}|=|\mathcal{U}|$, such that $(G, \mathcal{U}, \mathcal{V})$ is at least $q$-MCM on $\mathcal{U}$. In order to show that dec-MBCMVBP is NP-complete, it is sufficient to show that it is NP-complete when $|\mathcal{U}|=2$.

Theorem 4. The dec-MBCMVBP is strongly NP-complete when $|\mathcal{U}|=2$.
Proof. We first show that the dec-MBCMVBP is in NP. Let us consider a graph $G=\left(\left\{U_{1}, U_{2}\right\} \cup V, E\right)$, an integer $q$ and a solution given by the partition $\mathcal{V}=\left\{V_{1}, V_{2}\right\}$ of $V$. By Theorem 3, it is possible to test in polynomial time whether the surplus $\sigma\left(G\left[U_{1} \cup V_{1}\right]\right) \geqslant q$ and $\sigma\left(G\left[U_{2} \cup V_{2}\right]\right) \geqslant q$. Thus, MBCMVBP is in NP. We now show the NP-completeness in a strong sense of the dec-MBCMVBP by a transformation from the stable set decision problem presented in Section 2.

Let us consider an instance of the stable set problem $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and a positive integer $K \leqslant \frac{\left|V^{\prime}\right|}{2}$ (see Figure 3a). As the stable set decision problem is NP-complete for any $K \leqslant\left|V^{\prime}\right|$ (see [4]), it is sufficient to show that the stable set decision problem with $K \leqslant \frac{\left|V^{\prime}\right|}{2}$ can be polynomially reduced to dec-MBCMVBP. We assume, without loss of generality, that the graph $G^{\prime}$ is connected. Otherwise, we consider each connected component separately. We obtain an instance of the dec-MBCMVBP by constructing a graph $G=(U \cup V, E)$ and a partition $\mathcal{U}=\left\{U_{1}, U_{2}\right\}$ (see Figure 3b), as follows:
$-U=U_{1} \cup U_{2}$, where $U_{1}=\left\{u_{e^{\prime}}^{1} \mid e^{\prime} \in E^{\prime}\right\}$ and $U_{2}=\left\{u^{2}\right\}$.
$-V=W_{1} \cup W_{2} \cup W_{3}$, where $W_{1}=\left\{v_{e^{\prime}}^{1} \mid e^{\prime} \in E^{\prime}\right\}, W_{2}=\left\{v_{v^{\prime}}^{2} \mid v^{\prime} \in V^{\prime}\right\}$ and $W_{3}=\left\{v_{j}^{3} \mid j \in\left\{1, . .,\left|V^{\prime}\right|-2 K\right\}\right\}$. Note that $W_{3}$ is a set of fictitious vertices.
$-E=E_{1} \cup E_{2} \cup E_{3} \cup E_{4}$, where $E_{1}=\left\{v_{e^{\prime}}^{1} u_{e^{\prime}}^{1} \mid e^{\prime} \in E^{\prime}\right\}, E_{2}=\left\{v^{2} u^{2} \mid v^{2} \in W_{2}\right\}$,
$E_{3}=\left\{v_{v^{\prime}}^{2} u_{e^{\prime}}^{1} \mid v_{v^{\prime}}^{2} \in W_{2}, u_{e^{\prime}}^{1} \in U_{1}, e^{\prime}\right.$ not incident to $v^{\prime}$ in $\left.G^{\prime}\right\}$ and $E_{4}=\left\{v^{3} u^{1} \mid v^{3} \in W_{3}, u^{1} \in U_{1}\right\}$.


Figure 3: Stable set problem instance and the associated bipartite graph.
Recall that $G^{\prime}$ is supposed to be connected. Then, by the construction of graph $G$, the following observations hold.
Observation 1. For each non-empty subset $W_{2}^{\prime}$ of $W_{2}$, there exists at least one vertex of $U_{1}$ having less than $\left|W_{2}^{\prime}\right|$ neighbors in $W_{2}^{\prime}$.
Indeed, if each vertex of $U_{1}$ had exactly $\left|W_{2}^{\prime}\right|$ neighbors in $W_{2}$, the vertices of $G^{\prime}$ associated with the vertices of $W_{2}^{\prime}$ would be isolated vertices, and $G^{\prime}$ would not be connected.

Observation 2. Let $S$ be a non-empty proper subset of $V^{\prime}$ and let $W_{2}^{\prime}$ be a non empty proper subset of $W_{2}$ such that $S=\left\{x \in V^{\prime} \mid v_{x}^{2} \in W_{2}^{\prime}\right\}$ and $W_{2}^{\prime}=\left\{v_{x}^{2} \in W_{2} \mid x \in S\right\}$. Then $S$ is a stable set of $G^{\prime}$ if and only if each vertex of $U_{1}$ has at least $\left|W_{2}^{\prime}\right|-1$ neighbors in $W_{2}^{\prime}$.
Indeed, if $S$ is a stable set of $G^{\prime}$, then each edge $e^{\prime} \in E^{\prime}$ is incident to at most one vertex of $S$ and hence each vertex of $U_{1}$ is adjacent to at least $\left|W_{2}^{\prime}\right|-1$ vertices of $W_{2}^{\prime}$. Conversely, if $W_{2}^{\prime}$ is such that each vertex of $U_{1}$ is adjacent to at least $\left|W_{2}^{\prime}\right|-1$ vertices of $W_{2}^{\prime}$, then each edge $e^{\prime} \in E^{\prime}$ is incident to at most one vertex of $S$ and hence $S$ is a stable set of $G^{\prime}$. Remark that the number of vertices of $U_{1}$ having exactly $\left|W_{2}^{\prime}\right|-1$ neighbors in $W_{2}^{\prime}$ is positive (by Observation 1) and equal to the number of edges of $E^{\prime}$ which are incident to exactly one vertex of $S$.

To complete the proof of the theorem, it is sufficient to show the following claim.
Claim 1. $G^{\prime}$ contains a stable set of size at least $K, K \leqslant \frac{\left|V^{\prime}\right|}{2}$, if and only if there exists a partition $\mathcal{V}=\left\{V_{1}, V_{2}\right\}$ of $V$ such that $(G, \mathcal{U}, \mathcal{V})$ is at least $\left(\left|V^{\prime}\right|-K-1\right)$-MCM on $\mathcal{U}$.

Proof. $(\Rightarrow)$ Let us suppose that $G^{\prime}$ contains a stable set $S$ of size $K\left(S=\{d, e\}\right.$ in Figure 3a). We split $W_{2}$ into $W_{4}$ and $W_{5}, W_{4}$ being the set of vertices associated to the vertices of $S\left(W_{4}=\left\{v_{d}^{2}, v_{e}^{2}\right\}\right.$ in Figure 3c) and $W_{5}=W_{2} \backslash W_{4}$. Note that $\left|W_{4}\right|=K$ and $\left|W_{5}\right|=\left|V^{\prime}\right|-K$. Let $H_{1}=G\left[U_{1} \cup V_{1}\right]$ where $V_{1}=W_{1} \cup W_{3} \cup W_{4}$, and $H_{2}=G\left[U_{2} \cup V_{2}\right]$ where $V_{2}=W_{5}$.

By construction of $G$, each non-empty subset $U_{1}^{\prime}$ of $U_{1}$ has $\left|U_{1}^{\prime}\right|$ neighbors in $W_{1}$ and $\left|V^{\prime}\right|-2 K$ neighbors in $W_{3}$. Thus, $\sigma\left(G\left[U_{1} \cup\left(W_{1} \cup W_{3}\right)\right]\right)=\left|V^{\prime}\right|-2 K$. By Observation 2, each non-empty subset $U_{1}^{\prime}$ of $U_{1}$ has at least $K-1$ neighbors in $G\left[U_{1} \cup W_{4}\right]$ and hence $\sigma_{H_{1}}\left(U_{1}^{\prime}\right) \geqslant\left(\left|V^{\prime}\right|-2 K\right)+(K-1)=\left|V^{\prime}\right|-K-1$. Therefore, $\sigma\left(H_{1}\right) \geqslant\left|V^{\prime}\right|-K-1$.

Recall that $U_{2}=\left\{u^{2}\right\}$. Since $N_{H_{2}}\left(u_{2}\right)=W_{5}$, the surplus of $H_{2}$ is $\sigma\left(H_{2}\right)=\left|W_{5}\right|-1=\left|V^{\prime}\right|-K-1$.
By Theorem 2, $H_{1}$ is $\left(\left|V^{\prime}\right|-K-1\right)-\mathrm{CM}$ on $U_{1}$ and $H_{2}$ is $\left(\left|V^{\prime}\right|-K-1\right)-\mathrm{CM}$ on $U_{2}$. Thus, $(G, \mathcal{U}, \mathcal{V})$ is $\left(\left|V^{\prime}\right|-K-1\right)$-MCM on $\mathcal{U}$.
$(\Leftarrow)$ Suppose that there exists a partition $\mathcal{V}=\left\{V_{1}, V_{2}\right\}$ such that $H_{i}=G\left[U_{i} \cup V_{i}\right]$ is $\left(\left|V^{\prime}\right|-K-1\right)$-CM on $U_{i}$ (i.e. $\sigma\left(H_{i}\right) \geqslant\left|V^{\prime}\right|-K-1$ ), $i \in\{1,2\}$.

Let $W_{5}$ be any subset of $W_{2}$ of cardinality at least $\left|V^{\prime}\right|-K$. By choosing $V_{2}=W_{5}$, we have $\sigma\left(H_{2}\right) \geqslant\left|V^{\prime}\right|-K-1$.
Let $W_{4}$ be any subset of $W_{2} \backslash W_{5}$. Notice that $\left|W_{4}\right| \leqslant K$. A necessary condition for $\sigma\left(H_{1}\right)$ to be greater than or equal to $\left|V^{\prime}\right|-K-1$ is that $\left|N_{H_{1}}\left(U_{1}\right)\right| \geqslant\left|U_{1}\right|+\left(\left|V^{\prime}\right|-K-1\right)=\left|E^{\prime}\right|+\left(\left|V^{\prime}\right|-K-1\right)$. Hence, the minimum size of $V_{1}$ is $\left|E^{\prime}\right|+\left|V^{\prime}\right|-K-1$ and, by construction of $G$, its maximum size is $\left|E^{\prime}\right|+\left|V^{\prime}\right|-K$. According to this necessary condition, $V_{1}$ can be composed in three different ways:

- $V_{1}=W_{1} \cup W_{3} \cup W_{4}$ where $\left|W_{4}\right| \in\{K-1, K\}$,
- $V_{1}=W_{1}^{\prime} \cup W_{3} \cup W_{4}$ where $W_{1}^{\prime} \subset W_{1},\left|W_{1}^{\prime}\right|=\left|W_{1}\right|-1,\left|W_{4}\right|=K$,
- $V_{1}=W_{1} \cup W_{3}^{\prime} \cup W_{4}$ where $W_{3}^{\prime} \subset W_{3},\left|W_{3}^{\prime}\right|=\left|W_{3}\right|-1,\left|W_{4}\right|=K$. Note that this composition of $V_{1}$ is only possible when $W_{3}$ is not empty, i.e. when $\left|V^{\prime}\right|>2 K$.
Let $H_{14}=G\left[U_{1} \cup W_{4}\right]$ and $H_{1 \backslash 4}=G\left[U_{1} \cup\left(V_{1} \backslash W_{4}\right)\right]$. Then, for each $u^{1} \in U_{1}$, the surplus of $u^{1}$ in $H_{1}$ is $\sigma_{H_{1}}\left(u^{1}\right)=$ $\sigma_{H_{1 \backslash 4}}\left(u^{1}\right)+\left|N_{H_{14}}\left(u^{1}\right)\right|$. Therefore, a necessary condition for $\sigma\left(H_{1}\right)$ to be greater than or equal to $\left|V^{\prime}\right|-K-1$ is

$$
\begin{equation*}
\sigma_{H_{1 \backslash 4}}\left(u^{1}\right)+\left|N_{H_{14}}\left(u^{1}\right)\right| \geqslant\left|V^{\prime}\right|-K-1, \forall u_{1} \in U_{1} . \tag{i}
\end{equation*}
$$

We now study the effect of this necessary condition on $W_{4}$ for each possible composition of $V_{1}$.

Case 1: $V_{1}=W_{1} \cup W_{3} \cup W_{4},\left|W_{4}\right| \in\{K-1, K\}$. Then, $H_{1 \backslash 4}=G\left[U_{1} \cup\left(W_{1} \cup W_{3}\right)\right]$ and $\sigma_{H_{1 \backslash 4}}\left(u^{1}\right)=\left|V^{\prime}\right|-2 K$, for each vertex $u_{1} \in U_{1}$. Condition $(i)$ implies that $\left|N_{H_{14}}\left(u^{1}\right)\right| \geqslant\left(\left|V^{\prime}\right|-K-1\right)-\left(\left|V^{\prime}\right|-2 K\right)=K-1$, for each vertex $u^{1} \in U_{1}$. By Observation 1, the cardinality of $W_{4}$ has to be equal to $K$ and at least one vertex of $U_{1}$ has exactly $K-1$ neighbors in $W_{4}$. By Observation $2, S=\left\{x \in V^{\prime} \mid v_{x}^{2} \in W_{4}\right\}$ is a stable set of size $K$ of $G^{\prime}$.

Case 2: $V_{1}=W_{1}^{\prime} \cup W_{3} \cup W_{4}, W_{1}^{\prime} \subset W_{1},\left|W_{1}^{\prime}\right|=\left|W_{1}\right|-1,\left|W_{4}\right|=K$. Then, $H_{1 \backslash 4}=G\left[U_{1} \cup\left(W_{1}^{\prime} \cup W_{3}\right)\right]$. Let $\{w\}=W_{1} \backslash W_{1}^{\prime}$ and let $u$ be the unique neighbor of $w$ in $U_{1}$. Then $\sigma_{H_{1 \backslash 4}}(u)=\left|V^{\prime}\right|-2 K-1$ (as $w \notin W_{1}^{\prime}$ ) and $\sigma_{H_{1 \backslash 4}}\left(u^{1}\right)=\left|V^{\prime}\right|-2 K$, for each vertex $u^{1} \in U_{1} \backslash\{u\}$. Therefore, condition $(i)$ implies that:

$$
\forall u^{1} \in U_{1},\left|N_{H_{14}}\left(u^{1}\right)\right| \geqslant \begin{cases}\left(\left|V^{\prime}\right|-K-1\right)-\left(\left|V^{\prime}\right|-2 K-1\right)=K & \text { if } u^{1}=u \\ \left(\left|V^{\prime}\right|-K-1\right)-\left(\left|V^{\prime}\right|-2 K\right)=K-1 & \text { if } u^{1} \neq u\end{cases}
$$

Thus, $W_{4}$ is such that the unique neighbor of $w$ in $U_{1}$ has exactly $K$ neighbors in $W_{4}$, while the other vertices of $U_{1}$ have at least $K-1$ neighbors in $W_{4}$. By Observation $2, S=\left\{x \in V^{\prime} \mid v_{x}^{2} \in W_{4}\right\}$ is a stable set of size $K$ of $G^{\prime}$.

Case 3: $V_{1}=W_{1} \cup W_{3}^{\prime} \cup W_{4}, W_{3}^{\prime} \subset W_{3},\left|W_{3}^{\prime}\right|=\left|W_{3}\right|-1,\left|W_{4}\right|=K,\left|V^{\prime}\right|>2 K$. Then, $H_{1 \backslash 4}=G\left[U_{1} \cup\left(W_{1} \cup W_{3}^{\prime}\right)\right]$ and $\sigma_{H_{1 \backslash 4}}\left(u^{1}\right)=\left|V^{\prime}\right|-2 K-1$, for each vertex $u_{1} \in U_{1}$. Condition $(i)$ implies that $\left|N_{H_{14}}\left(u^{1}\right)\right| \geqslant\left(\left|V^{\prime}\right|-K-\right.$ 1) $-\left(\left|V^{\prime}\right|-2 K-1\right)=K$, for each vertex $u^{1} \in U_{1}$. By Observation 1 , such a subset $W_{4}$ does not exist. For such a composition of $V_{1}, H_{1}$ cannot be $\left(\left|V^{\prime}\right|-K-1\right)$-CM on $U_{1}$.

We deduce from these cases that $\sigma\left(H_{1}\right) \geqslant\left|V^{\prime}\right|-K-1$ only if $S=\left\{x \in V^{\prime} \mid v_{x}^{2} \in W_{4}\right\}$ is a stable set of size $\left|W_{4}\right|=K$ of $G^{\prime}$.

We can conclude that if there exists a partition $\mathcal{V}$ such that $(G, \mathcal{U}, \mathcal{V})$ is $\left(\left|V^{\prime}\right|-K-1\right)$-MCM on $\mathcal{U}$, then $G^{\prime}$ contains a stable set of size $K$.

We can deduce the following corollary.
Corollary 1. $M B C M V B P$ is strongly $N P$-Hard when $|\mathcal{U}| \geqslant 2$.

## 4. Integer linear programs for MBCMVBP

In this section, we propose two models representing the MBCMVBP. The first model, called dual based formulation, is based on the integer linear program to solve the MBCMVBP when $|\mathcal{U}|=1$. This problem has been introduced in [8] and will be called BCMVBP for short. The second model, called natural formulation, contains an exponential number of inequalities allowing to satisfy the property of Theorem 2 , for all $U_{i} \in \mathcal{U}, i \in M$.

The comparison of these two models is presented in Section 5, where some possible improvements are also proposed.

### 4.1. Bipartite Complete Matching Vertex Blocker Problem (BCMVBP)

We present the integer linear program given in [8] to solve BCMVBP.
Let $x \in\{0,1\}^{|U \cup V|}$ be defined by

$$
\begin{aligned}
& x_{u}=\left\{\begin{array}{ll}
1 & \text { if } u \in U^{\prime}, \\
0 & \text { otherwise, }
\end{array} \quad \forall u \in U,\right. \\
& x_{v}=\left\{\begin{array}{ll}
1 & \text { if } v \in N_{G}\left(U^{\prime}\right), \\
0 & \text { otherwise },
\end{array} \quad \forall v \in V .\right.
\end{aligned}
$$

The BCMVBP can be formulated as follows:

$$
\begin{array}{lll} 
& \min \left(\sum_{v \in V} x_{v}-\sum_{u \in U} x_{u}\right) & \\
& \sum_{u \in U} x_{u} \geqslant 1, & \\
(I P) \quad & x_{u}-x_{v} \leqslant 0, & \forall u v \in E, u \in U, v \in V, \\
& x_{w} \in\{0,1\}, & \forall w \in U \cup V .
\end{array}
$$

The objective function expresses Theorem 2. Inequality (2) guarantees that the set $U^{\prime}$ is not empty. Inequalities (3) ensure that the variables $x_{v}$ associated with the neighborhood of $U^{\prime}$ will be set to 1 .

We denote by $(P)$ the linear relaxation of $(I P)$, replacing constraint (4) by

$$
\begin{array}{ll}
x_{w} \leqslant 1, & \forall w \in U \cup V \\
-x_{w} \leqslant 0, & \forall w \in U \cup V \tag{6}
\end{array}
$$

### 4.2. Dual based formulation

The first integer linear program is based on the dual of the model $(P)$. If we maximize the smallest difference on each graph $H_{i}=G\left[U_{i} \cup V_{i}\right], i \in M$, then we do not find $\sigma\left(H_{i}\right)$ since $\sigma\left(H_{i}\right)$ is given by the smallest difference. Hence, the model of MBCMVBP cannot be derived directly from $(P)$ by maximizing the smallest surplus. We propose to use the dual formulation that can be generalized and verifies the integrality property.

Let us first study the BCMVBP. In order to convert the linear relaxation $(P)$ of $(I P)$ into a dual problem $(D)$, we consider the subproblem $\left(P_{\tilde{u}}\right)$ of $(P)$ where $\tilde{u} \in U^{\prime}$ and the inequality $(2)$ of $(P)$ is replaced by the equality $x_{\tilde{u}}=1$ :

$$
\begin{array}{rr} 
& \min \left(\sum_{v \in V} x_{v}-\sum_{u \in U} x_{u}\right) \\
y_{\tilde{u}}: & x_{\tilde{u}}=1, \\
\left.P_{\tilde{u}}\right) \quad x_{v}-x_{u} \geqslant 0, \quad \forall u v \in E, u \in U, v \in V, \\
y_{v v}: & -x_{v} \geqslant-1, \quad \forall v \in V, \\
y_{v} \geqslant & x_{w} \geqslant 0, \quad \forall w \in(U \cup V) \backslash\{\tilde{u}\} . \tag{10}
\end{array}
$$

Note that the optimal value of $(P)$ is the smallest optimal value of all $P_{\tilde{u}}, \tilde{u} \in U^{\prime}$.
For each $\tilde{u} \in U$, the dual program $\left(D_{\tilde{u}}\right)$ of $\left(P_{\tilde{u}}\right)$ is defined as follows:

$$
\begin{gather*}
\max \left(y_{\tilde{u}}-\sum_{v \in V} y_{v}\right) \\
x_{\tilde{u}}: \quad \sum_{v \in N_{G}(\tilde{u})} y_{\tilde{u} v}-y_{\tilde{u}} \geqslant 1,  \tag{11}\\
x_{u}: \quad \sum_{v \in N_{G}(u)} y_{u v} \geqslant 1, \quad \forall u \in U \backslash\{\tilde{u}\},  \tag{12}\\
x_{v}: \quad \sum_{u \in N_{G}(v)} y_{u v}-y_{v} \leqslant 1, \quad \forall v \in V,  \tag{13}\\
 \tag{14}\\
y_{w^{\prime}} \geqslant 0, \quad \forall w^{\prime} \in(U \cup V) \backslash\{\tilde{u}\},  \tag{15}\\
y_{u v} \geqslant 0, \quad \forall u v \in E, u \in U, v \in V  \tag{16}\\
y_{\tilde{u}} \text { free. }
\end{gather*}
$$

The minimum value of the $\left(D_{\tilde{u}}\right)$ programs, for all $\tilde{u} \in U$, corresponds to an optimal solution of the following linear program $(D)$ :

$$
\begin{align*}
& \max y  \tag{17}\\
& x_{\tilde{u}}: \quad \sum_{v \in N_{G}(\tilde{u})} y_{\tilde{u} v}^{\tilde{u}}-y_{\tilde{u}}^{\tilde{u}} \geqslant 1, \quad \forall \tilde{u} \in U,  \tag{18}\\
& x_{u}: \quad \sum_{v \in N_{G}(u)} y_{u v}^{\tilde{u}} \geqslant 1, \quad \forall \tilde{u} \in U, \forall u \in U \backslash\{\tilde{u}\},  \tag{19}\\
& x_{v}: \quad \sum_{u \in N_{G}(v)} y_{u v}^{\tilde{u}}-y_{v}^{\tilde{u}} \leqslant 1, \quad \forall \tilde{u} \in U, \forall v \in V,  \tag{20}\\
& y \leqslant y_{\tilde{u}}^{\tilde{u}}-\sum_{v \in V} y_{v}^{\tilde{u}}, \quad \forall \tilde{u} \in U,  \tag{21}\\
& y_{w}^{\tilde{u}} \geqslant 0, \quad \forall \tilde{u} \in U, \forall w \in(U \cup V) \backslash\{\tilde{u}\},  \tag{22}\\
& y_{u v}^{\tilde{u}} \geqslant 0, \quad \forall \tilde{u} \in U, \forall u v \in E, u \in U, v \in V,  \tag{23}\\
& y_{\tilde{u}}^{\tilde{u}} \text { free, } \quad \forall \tilde{u} \in U . \tag{24}
\end{align*}
$$

Note that the matrix corresponding to $\left(D_{\tilde{u}}\right)$ is totally unimodular (see [8]) and the coefficients of the objective function and the right hand side constraints are integers. Therefore, the optimal solution and the objectif function value are integer. By the duality Theorem, optimal solutions of both programs $(D)$ and $(P)$ are integer. Indeed, the variable $y$ maximizes the smallest value of each $\left(D_{\tilde{u}}\right), \tilde{u} \in U$, and the linear programs $\left(D_{\tilde{u}}\right)$ are integer, and thus the optimal solution given by $y$ is integer.

The program $(D)$ allows to solve the BCMVBP.
We denote by $\left(I D^{i}\right)$ the program associated with $U_{i} \in \mathcal{U}$. Now we extend this formulation to solve the MBCMVBP by merging the programs $\left(I D^{i}\right), i \in M$. We define the binary variables

$$
x_{v}^{i}=\left\{\begin{array}{ll}
1 & \text { if } v \in V_{i}, \\
0 & \text { otherwise },
\end{array} \quad \forall v \in V \text { and } \forall i \in M\right.
$$

We can deduce the following integer linear program:

$$
\begin{align*}
& \max y \\
& \sum_{v \in N_{H_{i}}(\tilde{u})} y_{\tilde{u} v}^{\tilde{u}}-y_{\tilde{u}}^{\tilde{u}} \geqslant 1, \quad \forall i \in M, \forall \tilde{u} \in U_{i},  \tag{25}\\
& \sum_{v \in N_{H_{i}}(u)} y_{u v}^{\tilde{u}} \geqslant 1, \quad \forall i \in M, \forall \tilde{u} \in U_{i}, \forall u \in U_{i} \backslash\{\tilde{u}\},  \tag{26}\\
& \sum_{u \in N_{H_{i}}(v)} y_{u v}^{\tilde{u}}-y_{v}^{\tilde{u}} \leqslant 1, \quad \forall i \in M, \forall v \in V, \forall \tilde{u} \in U_{i},  \tag{27}\\
& y^{i} \leqslant y_{\tilde{u}}^{\tilde{u}}-\sum_{v \in V} y_{v}^{\tilde{u}}, \quad \forall i \in M, \forall \tilde{u} \in U_{i},  \tag{28}\\
& y \leqslant y^{i}, \forall i \in M,  \tag{29}\\
&\left(I D^{\prime}\right) y_{u v}^{\tilde{u}} \leqslant \mu x_{v}^{i} \quad \forall i \in M, \forall \tilde{u} \in U_{i}, \forall u v \in E, u \in U_{i}, v \in V, \\
& y_{v}^{\tilde{u}} \leqslant \mu x_{v}^{i} \quad \forall i \in M, \forall \tilde{u} \in U_{i}, \forall v \in V,  \tag{30}\\
& \sum_{i \in M} x_{v}^{i}=1 \quad \forall v \in V,  \tag{31}\\
& y_{w}^{\tilde{u}} \geqslant 0, \quad \forall i \in M, \forall \tilde{u} \in U_{i}, \forall w \in\left(U_{i} \cup V\right) \backslash\{\tilde{u}\},  \tag{32}\\
& y_{u v}^{\tilde{u}} \geqslant 0, \forall i \in M, \forall \tilde{u} \in U_{i}, \forall u v \in E, u \in U_{i}, v \in V,  \tag{33}\\
& y_{\tilde{u}}^{\tilde{u}} \text { free, } \quad \forall i \in M, \forall \tilde{u} \in U_{i},  \tag{34}\\
& x_{v}^{i} \in\{0,1\}, \quad \forall i \in M, \forall v \in V, \tag{35}
\end{align*}
$$

where $\mu$ is a big constant value.
Inequalities (25) - (28) extend (18) - (21), (29) is derived from the objective function (17) and (30) - (32) ensure the partitioning. Indeed, $\forall v \in V, i \in M$, if $x_{v}^{i}=1$, then all variables $y$ associated with $v$ in (30) - (31) are free, thanks to the constant $\mu$. Otherwise, all these values are equal to 0 and thus are not considered in the subset $V_{i}$. A solution where all $x_{i}$ are fixed to 0 or 1 implies an integer value for all variables.

The following proposition can improve the dual formulation by reducing the number of variables and inequalities.
Proposition 1. Let $\tilde{u}_{1}, \tilde{u}_{2} \in U$ and let $\left(P_{\tilde{u}_{1}}\right)$ and $v\left(P_{\tilde{u}_{2}}\right)$ be the values of $\left(P_{\tilde{u}_{1}}\right)$ and $\left(P_{\tilde{u}_{2}}\right)$, respectively. If $N_{G}\left(\tilde{u}_{1}\right) \subset$ $N_{G}\left(\tilde{u}_{2}\right)$ then $v\left(P_{\tilde{u}_{1}}\right) \leqslant v\left(P_{\tilde{u}_{2}}\right)$.

Proof. For all $U^{\prime} \subseteq U$ containing $\tilde{u}_{1}$ and $\tilde{u}_{2}$, we have

$$
\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right|=\left|N_{G}\left(U^{\prime} \backslash\left\{\tilde{u}_{1}\right\}\right)\right|-\left|U^{\prime}\right| \leqslant\left|N_{G}\left(U^{\prime} \backslash\left\{\tilde{u}_{1}\right\}\right)\right|-\left|U^{\prime} \backslash\left\{\tilde{u}_{1}\right\}\right| .
$$

Let $U_{2}^{\prime}$ be a subset associated to the optimal solution of $\left(P_{\tilde{u}_{2}}\right)$. The inequality above implies that $\tilde{u}_{1} \in U_{2}^{\prime}$.

Let $U_{1}^{\prime}$ be any subset of $U$ containing $\tilde{u}_{1}$ but not $\tilde{u}_{2}$. By constructing a subset $U_{2}^{\prime}=\left(U_{1}^{\prime} \backslash\left\{\tilde{u}_{1}\right\}\right) \cup\left\{\tilde{u}_{2}\right\}$ for each $U_{1}^{\prime}$, we obtain all subsets of $U$ containing $\tilde{u}_{2}$ but not $\tilde{u}_{1}$. As $N_{G}\left(\tilde{u}_{1}\right) \subseteq N_{G}\left(\tilde{u}_{2}\right)$, the inequality $\left|N_{G}\left(U_{1}^{\prime}\right)\right|-\left|U_{1}^{\prime}\right| \leqslant$ $\left|N_{G}\left(U_{2}^{\prime}\right)\right|-\left|U_{2}^{\prime}\right|$ holds for all $U_{1}^{\prime}$, where $U_{2}^{\prime}=\left(U_{1}^{\prime} \backslash\left\{\tilde{u}_{1}\right\}\right) \cup\left\{\tilde{u}_{2}\right\}$. According to Theorem $2, v\left(P_{\tilde{u}_{1}}\right) \leqslant v\left(P_{\tilde{u}_{2}}\right)$.

We denote by $\tilde{U}$ the set of vertices $\tilde{u} \in U$ such that there does not exist any $\tilde{u}^{\prime} \in U$ verifying $N_{G}\left(\tilde{u}^{\prime}\right) \subset N_{G}(\tilde{u})$. Considering only the variables associated with $\tilde{U}$ in the dual formulation is sufficient. The impact of this property will be analyzed in the experimental study of Section 5.3.1.

### 4.3. Natural formulation

In this section, we propose an alternative formulation using a smaller number of variables and without the big constant $\mu$.

### 4.3.1. Integer linear program formulations

Recall that our goal is to find a partition $\mathcal{V}=\left\{V_{1}, \ldots, V_{m}\right\}$ of $V$ such that $(G, \mathcal{U}, \mathcal{V})$ is $\sigma(G, \mathcal{U}, \mathcal{V})$-MCM on $\mathcal{U}$.
We now present the integer linear program formulated to find $\mathcal{V}$. Let $x_{v}^{i}, \forall v \in V, \forall i \in M$, be defined as in Section 4.2, and let $z \in \mathbb{N}$ be the value of $\sigma(G, \mathcal{U}, \mathcal{V})$. The expressed model follows:

$$
\begin{align*}
& \max z \\
& \sum_{i \in M} x_{v}^{i}=1, \quad \forall v \in V,  \tag{37}\\
&\left(P^{\prime}\right) \sum_{v \in N_{G}\left(U^{\prime}\right)} x_{v}^{i}-z \geqslant\left|U^{\prime}\right|, \quad \forall i \in M, \forall U^{\prime} \subseteq U_{i},  \tag{38}\\
& x_{v}^{i} \in\{0,1\}, \quad \forall v \in V, \forall i \in M,  \tag{39}\\
& z \in \mathbb{N}, \tag{40}
\end{align*}
$$

where equalities (37) ensure that each vertex $v \in V$ belongs to only one set of the partition $\mathcal{V}$ and inequalities (38) verify Theorem 2 on each subgraph $H_{i}=G\left[U_{i} \cup V_{i}\right], i \in M$.

### 4.3.2. Polyhedral study

To simplify the polyhedral study without modifying the optimal solution, we relax the constraints (37) as follows:

$$
\begin{equation*}
\sum_{i \in M} x_{v}^{i} \leqslant 1, \quad \forall v \in V \tag{41}
\end{equation*}
$$

Let $P(G, \mathcal{U})$ be the convex hull of the solutions of program $\left(P^{\prime}\right)$, that is,

$$
P(G, \mathcal{U})=\operatorname{conv}\left(\left\{(x, z) \in\{0,1\}^{|V| \times m} \times \mathbb{N} \quad \mid \quad x, z \text { satisfy (38) and }(41)\right\}\right)
$$

Replacing inequalities (37) by (41) implies that some vertices may not be assigned to any set of the partition $\mathcal{V}$. The set of these vertices is denoted by $\breve{V}_{0}$. Thus, a solution of $P(G, \mathcal{U})$ is a couple $\left(\breve{V}, z^{\prime}\right)$ where $\breve{\mathcal{V}}=\left\{\breve{V}_{0}, \breve{V}_{1}, \ldots, \breve{V}_{m}\right\}$ is a partition of $V$ and $z^{\prime}$ is an integer such that $z^{\prime} \leqslant \sigma\left(G, \mathcal{U}, \breve{\mathcal{V}} \backslash \breve{V}_{0}\right)$. The incidence vector $x_{\breve{\mathcal{V}}} \in\{0,1\}^{|V| \times m}$ of the partition $\breve{\mathscr{V}}$ is then defined by

$$
x_{\breve{v}}^{i}=\left\{\begin{array}{ll}
1 & \text { if } \breve{v} \in \breve{V}_{i} \\
0 & \text { otherwise, }
\end{array} \quad \forall \breve{v} \in \breve{V}_{i}, \forall i \in M .\right.
$$

Note that, for all $\breve{v} \in \breve{V}_{0}, \sum_{i=1}^{m} x_{\stackrel{v}{u}}^{i}=0$.
Hypothesis 1. For all $v \in V$, there exists a matching in $G \backslash\{v\}$.
This hypothesis can be verified in polynomial time. If the hypothesis does not hold, then $z=0$.

Proposition 2. The polytope $P(G, \mathcal{U})$ is full dimensional if and only if a 1-MCM solution exists.

## Proof.

$(\Rightarrow)$ If a $1-\mathrm{MCM}$ solution does not exist, then $z=0$ and the polytope is not full dimensional.
$(\Leftarrow)$ We suppose that $P(G, \mathcal{U})$ is contained in a hyperplane defined by the linear equation

$$
\begin{equation*}
a x+b z=\alpha \tag{42}
\end{equation*}
$$

where $a=\left(a_{v}^{i}, v \in V, i \in M\right) \in \mathbb{R}^{|V| \times m}, b \in \mathbb{R}$ and $\alpha \in \mathbb{R}$. We show that $a=0, b=0$ and $P(G, \mathcal{U})$ cannot be included in the hyperplane (42), since it is not empty. As there exists a $1-\mathrm{MCM}$ solution, there exists a solution where $z=1$. We denote this solution by $(\breve{\mathcal{V}}, 1)$. It is clear that $(\breve{\mathcal{V}}, 0)$ is also valid for $P(G, \mathcal{U})$ and thus verifies (42). Then we deduce $b=0$.

Let $v \in V$. There exists a solution $\left(\breve{\mathcal{V}}_{v}, 0\right)$ which is valid for $P(G, \mathcal{U})$ where $\breve{\mathcal{V}}_{v}=\left\{\breve{V}_{v, 0}, \breve{V}_{v, 1}, \ldots, \breve{V}_{v, m}\right\}$ and $v \in \breve{V}_{v, 0}$. Otherwise, a 1-MCM solution does not exist.

Let $i \in M$ and let $\breve{\mathcal{V}}_{v, i}$ be the partition obtained from $\breve{\mathcal{V}}_{v}$ by moving the vertex $v$ from $\breve{V}_{v, 0}$ to $\breve{V}_{v, i}$. Then, the solution $\left(\breve{\mathcal{V}}_{v, i}, 0\right)$ is also valid for $P(G, \mathcal{U})$. We deduce that, for all $i \in M, a^{\breve{V}_{v}}=a^{\breve{V}_{v, i}}$. This equality holds for any vertex $v \in V$, we can thus conclude that $a=0$ and hence $P(G, \mathcal{U})$ is full dimensional.

Proposition 3. If a 1-MCM solution does not exist, then $\operatorname{dim}(P(G, \mathcal{U}))=|V| \times m$.
Proof. Clearly, we have the equality $z=0$. Now we prove that all equalities of $P(G, \mathcal{U})$ are equivalent to $z=0$. We suppose that $P(G, \mathcal{U})$ is contained in a hyperplane defined by the linear equation

$$
\begin{equation*}
a x=\alpha \tag{43}
\end{equation*}
$$

where $a=\left(a_{v}^{i}, v \in V, i \in M\right) \in \mathbb{R}^{|V| \times m}$ and $\alpha \in \mathbb{R}$. We show that $a=0$ and that $P(G, \mathcal{U})$ cannot be included in the hyperplane (43), since it is not empty.

Let $v \in V, i \in M$ and let $\breve{V}_{v}, \breve{V}_{v, i}$ be defined as in the proof of Proposition 2. By Hypothesis 1 , there exists a solution $\left(\breve{\mathcal{V}}_{v}, 0\right)$ which is valid for $P(G, \mathcal{U})$, where $v \in \breve{V}_{v, 0}$. The solution $\left(\breve{\mathcal{V}}_{v, i}, 0\right)$ is also valid for $P(G, \mathcal{U})$ and we deduce that, for all $i \in M, a^{\breve{V}_{v}}=a^{\breve{V}_{v, i}}$. Thus, $a=0$ and $\operatorname{dim}(P(G, \mathcal{U}))=|V| \times m$.

In the following, for a better understanding of the proofs, we consider that a 1-MCM solution exists. The proofs can be adapted for the case when no 1-MCM solution exists.

Proposition 4. The inequality (41) associated with $v \in V$ defines a facet of $P(G, \mathcal{U})$.
Proof. Let us denote by $a x+b z \leqslant \alpha$ the inequality (41) associated with $v \in V$. Let $a^{\prime} x+b^{\prime} z \leqslant \beta$ be a facet defining an inequality of $P(G, \mathcal{U})$ such that $\{x \in P(G, \mathcal{U}): a x+b z=\alpha\} \subseteq\left\{x \in P(G, \mathcal{U}): a^{\prime} x+b^{\prime} z=\beta\right\}$. We show that $a^{\prime}=\rho a$ and $b^{\prime}=\rho b$ for some $\rho \in \mathbb{R}$.

As a $1-\mathrm{MCM}$ solution exists, there exists a solution where $z=1$. We denote this solution by $(\breve{\mathcal{V}}, 1)$. It is clear that $(\breve{\mathcal{V}}, 0)$ is also valid for $P(G, \mathcal{U})$ and thus verifies (42). Then, we deduce $b=0$.

Let $v^{\prime} \in V \backslash\{v\}$ and $i \in M$. By hypothesis, there exists a solution $\left(\breve{\mathcal{V}}_{v^{\prime}}, 0\right)$ which is valid for $P(G, \mathcal{U})$ where $v^{\prime} \in \breve{V}_{v^{\prime}, 0}$. It is clear that the solution $\left(\breve{\mathcal{V}}_{v^{\prime}, i}, 0\right)$ is also valid for $P(G, \mathcal{U})$. We deduce $a^{\breve{V}_{v^{\prime}}}=a^{\breve{V}_{v^{\prime}, i}}$ for all $i \in M$. Thus, $a_{v^{\prime}}^{i}=0$ for all $i \in M$ and $v^{\prime} \in V \backslash\{v\}$.

Furthermore, there also exists a valid solution $\left(\breve{\mathcal{V}}_{v}^{\prime}, 0\right)$ for $P(G, \mathcal{U})$ where $v \in \breve{V}_{v, 0}^{\prime}$. It is clear that the solution $\left(\breve{\mathcal{V}}_{v, i}^{\prime}, 0\right)$ is also valid for $P(G, \mathcal{U})$. We deduce that $a^{\breve{\nu}_{v, i}^{\prime}}=a^{\breve{V}_{v, j}^{\prime}}$ for all $i, j \in M$. We set $a_{v}^{i}=\rho$ and we deduce $a_{v}^{i}=a_{v}^{j}=\rho$ for all $i, j \in M$.

Proposition 5. The inequality (38) associated with $i \in M$ and $U^{\prime} \subseteq U_{i}$ defines a facet of $P(G, \mathcal{U})$ if and only if

1. if $U^{\prime} \subset U_{i}$, then there does not exist $U^{\prime \prime} \subseteq U_{i}$ where $U^{\prime} \subset U^{\prime \prime}$ such that $\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right| \geqslant\left|N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|$,
2. there does not exist $U^{\prime \prime} \subseteq U_{i}$ where $\left|U^{\prime \prime}\right|=\left|U^{\prime}\right|$ such that $N_{G}\left(U^{\prime \prime}\right) \subset N_{G}\left(U^{\prime}\right)$,

## 3. $G\left[U^{\prime} \cup N_{G}\left(U^{\prime}\right)\right]$ is connected,

4. there exists a partition $\breve{\mathcal{V}}=\left\{\breve{V}_{0}, \ldots, \breve{V}_{m}\right\}$ and $k>0$ such that $(G, \mathcal{U}, \breve{\mathcal{V}})$ is $k$-MCM on $\mathcal{U}$, satisfying $\mid \breve{V}_{i} \cap$ $N_{G}\left(U^{\prime}\right)\left|=\left|U^{\prime}\right|+k\right.$.

## Proof.

$(\Rightarrow)$

1. Suppose there exists $U^{\prime \prime} \subseteq U_{i}$, where $U^{\prime} \subset U^{\prime \prime}$, such that $\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right| \geqslant\left|N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|$. Then, the inequality (38) associated with $i$ and $U^{\prime \prime}$ can be expressed as follows:

$$
\sum_{v \in N_{G}\left(U^{\prime}\right)} x_{v}^{i}-z+\sum_{v \in N_{G}\left(U^{\prime \prime}\right) \backslash N_{G}\left(U^{\prime}\right)} x_{v}^{i} \geqslant\left|U^{\prime}\right|+\left|U^{\prime \prime} \backslash U^{\prime}\right| .
$$

The inequality (38) associated with $i$ and $U^{\prime}$ is a linear combination of the latter inequality and the trivial inequalities

- $-x_{v}^{i} \geqslant-1$, for all $v \in N_{G}\left(U^{\prime \prime}\right) \backslash N_{G}\left(U^{\prime}\right)$,
- $0 \geqslant-1,\left|U^{\prime \prime} \backslash U^{\prime}\right|-\left|N_{G}\left(U^{\prime \prime}\right) \backslash N_{G}\left(U^{\prime}\right)\right|$ times.

2. If there exists $U^{\prime \prime} \subseteq U_{i}$ where $\left|U^{\prime \prime}\right|=\left|U^{\prime}\right|$ such that $N_{G}\left(U^{\prime \prime}\right) \subset N_{G}\left(U^{\prime}\right)$, then the inequality (38) associated with $i$ and $U^{\prime}$ is a linear combination of the inequality (38) associated with $i$ and $U^{\prime \prime}$ and the trivial inequality $x_{v}^{i} \geqslant 0$ for all $v \in N_{G}\left(U^{\prime}\right) \backslash N_{G}\left(U^{\prime \prime}\right)$.
3. Suppose that $G\left[U^{\prime} \cup N_{G}\left(U^{\prime}\right)\right]$ is not connected. Let $U_{1} \subset U^{\prime}$ such that $G\left[U_{1} \cup N_{G}\left(U_{1}\right)\right]$ is a connected component. In this case, the inequality (38) associated with $i$ and $U^{\prime}$ is a linear combination of the inequality (38) associated with $i$ and $U_{1}$, the inequality (38) associated with $i$ and $U^{\prime} \backslash U_{1}$ and the trivial inequality $z \geqslant 0$.
4. Suppose that there does not exist a partition $\breve{\mathscr{V}}=\left\{\breve{V}_{0}, \ldots, \breve{V}_{m}\right\}$ such that $(G, \mathcal{U}, \breve{\mathcal{V}})$ is $k$-MCM on $\mathcal{U}$, satisfying $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|=\left|U^{\prime}\right|+k$. Then, $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|>\left|U^{\prime}\right|+k$, for all $k$-MCM solutions $\left(G, \mathcal{U}, \breve{\mathcal{V}}=\left\{\breve{V}_{0}, \ldots, \breve{V}_{m}\right\}\right)$. We deduce that the inequality $\sum_{v \in N_{G}\left(U^{\prime}\right)} x_{v}^{i}-z \geqslant\left|U^{\prime}\right|+1$ is valid and dominates the inequality (38) associated with $i$ and $U^{\prime}$.
$(\Leftarrow)$ Let us denote by $a x+b z \leqslant \alpha$ the inequality (38) associated with $i \in M$ and $U^{\prime} \subseteq U_{i}$. Let $a^{\prime} x+b^{\prime} z \leqslant \beta$ be a facet defining an inequality of $P(G, \mathcal{U})$ such that $\{x \in P(G, \mathcal{U}): a x+b z=\alpha\} \subseteq\left\{x \in P(G, \mathcal{U}): a^{\prime} x+b^{\prime} z=\beta\right\}$. We show that $a^{\prime}=\rho a$ and $b^{\prime}=\rho b$ for some $\rho \in \mathbb{R}$.
Conditions $1-3$ ensure that there exists a matching $A$ such that $\left|A \cap G\left[U^{\prime}, V^{\prime}\right]\right|=\left|U^{\prime}\right|$, for all $V^{\prime} \subseteq N_{G}\left(U^{\prime}\right)$ where $\left|V^{\prime}\right|=\left|U^{\prime}\right|$. Let $v \in V \backslash N_{G}\left(U^{\prime}\right)$. By Hypothesis 1 , there exists a complete matching $A$ on $U$ where $v$ is not covered by $A$. The solution associated with $A$ is denoted by $\left(\breve{\mathcal{V}}_{v}, 0\right)_{A}$. It is clear that the solutions $\left(\breve{\mathcal{V}}_{v, j}, 0\right)_{A}$, where $j \in M$, are valid. All these solutions are valid for $P(G, \mathcal{U})$ and verify the inequality (38) associated with $U^{\prime}$ to the equality. We deduce $a^{\breve{\nu}_{v}}=a^{\breve{V}_{v, j}}$, for all $j \in M$. Thus, for all $V^{\prime} \subseteq N_{G}\left(U^{\prime}\right)$ where $\left|V^{\prime}\right|=\left|U^{\prime}\right|$, we have $a_{v}^{\prime j}=0$, for all $j \in M$ and $v \in V \backslash N_{G}\left(U^{\prime}\right)$.

Let $v \in N_{G}\left(U^{\prime}\right)$. By Hypothesis 1, there exists a complete matching $A$ on $U$ where $v$ is not covered by $A$. The solution associated with $A$ is denoted by $\left(\breve{\mathcal{V}}_{v}, 0\right)_{A}$. It is clear that the solutions $\left(\breve{\mathcal{V}}_{v, j}, 0\right)_{A}$, where $j \in M \backslash\{i\}$, are valid. All these solutions are valid for $P(G, \mathcal{U})$ and verify the inequality (38) associated with $U^{\prime}$ to the equality. We deduce $a^{\breve{V}_{v}}=a^{\breve{v}_{v, j}}$, for all $j \in M \backslash\{i\}$. Thus, we have $a_{v}^{\prime j}=0$, for all $j \in M \backslash\{i\}$ and $v \in N_{G}\left(U^{\prime}\right)$.

Let $v_{1}, v_{2} \in N_{G}\left(U^{\prime}\right)$. By Hypothesis 1 , there exists a complete matching $A_{1}$ without $v_{1}$ and with $v_{2}$. As $G\left[U^{\prime}, N_{G}\left(U^{\prime}\right)\right]$ is connected, there exists an alternative path between $v_{1}$ and $v_{2}$. We define the complete matching $A_{2}$ using this alternative path. The solutions $\left(\breve{\mathcal{V}}_{v_{1}}, 0\right)_{A_{1}}$ and $\left(\breve{\mathcal{V}}_{v_{2}}, 0\right)_{A_{2}}$ associated respectively to $A_{1}$ and $A_{2}$ are valid for $P(G, \mathcal{U})$ and verify the inequality (38) associated with $U^{\prime}$ to the equality. We deduce $a^{\check{V}_{v_{1}}}=a^{\check{\mathcal{V}}_{v_{2}}}$. Thus, $a_{v_{1}}^{\prime i}=a_{v_{2}}^{\prime i}=\rho$, for all $v_{1}, v_{2} \in N_{G}\left(U^{\prime}\right)$.

By condition 4, there exists a partition $\breve{\mathcal{V}}=\left\{\breve{V}_{0}, \ldots \breve{V}_{m}\right\}$ such that $(G, \mathcal{U}, \breve{\mathcal{V}})$ is $k$-MCM on $\mathcal{U}$, satisfying $\mid \breve{V}_{i} \cap$ $N_{G}\left(U^{\prime}\right)\left|=\left|U^{\prime}\right|+k\right.$. Let $v \in \breve{V}_{i}$ and $\breve{\mathcal{V}}^{\prime}=\left\{\breve{V}_{0} \cup\{v\}, \breve{V}_{i} \backslash\{v\},\left(\breve{V}_{j}\right)_{j \in M \backslash\{0, i\}}\right\}$. The solutions $(\breve{\mathcal{V}}, k)$ and $\left(\breve{V}^{\prime}, k-1\right)$ are valid for $P(G, \mathcal{U})$ and verify the inequality (38) associated with $U^{\prime}$ to the equality. We deduce $a^{\breve{V}}+b^{\breve{V}}=a^{\breve{V}^{\prime}}+b^{\breve{V}^{\prime}}$. Thus, $a_{v}^{i}=-b$ and so $b^{\prime}=-\rho$.

In the following lemma, we show that condition 4 does not imply condition 1 . Moreover, condition 4 is stronger than conditions 2 and 3, but these two conditions are easier to implement, as verifying condition 4 is NP-hard (since the $k$-MCM property must be checked).

Lemma 1. Let us consider the inequality (38) associated with $i \in M$ and $U^{\prime} \subseteq U_{i}$. If there exists a partition $\breve{\mathcal{V}}=\left\{\breve{V}_{0}, \ldots, \breve{V}_{m}\right\}$ and $k>0$ such that $(G, \mathcal{U}, \breve{\mathscr{V}})$ is $k$-MCM on $\mathcal{U}$, satisfying $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|=\left|U^{\prime}\right|+k$, then

1. if $U^{\prime} \subset U_{i}$ then there can exist $U^{\prime \prime} \subseteq U_{i}$ where $U^{\prime} \subset U^{\prime \prime}$ such that $\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right| \geqslant\left|N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|$,
2. there does not exist $U^{\prime \prime} \subseteq U_{i}$ where $\left|U^{\prime \prime}\right|=\left|U^{\prime}\right|$ such that $N_{G}\left(U^{\prime \prime}\right) \subset N_{G}\left(U^{\prime}\right)$,
3. $G\left[U^{\prime} \cup N_{G}\left(U^{\prime}\right)\right]$ is connected.

## Proof.

1. If $N_{G}\left(U^{\prime}\right) \subset \breve{V}_{i}$ then, by hypothesis, we have $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|=\left|N_{G}\left(U^{\prime}\right)\right|=\left|U^{\prime}\right|+k$. Let $U^{\prime \prime} \subseteq U_{i}$, where $U^{\prime} \subset$ $U^{\prime \prime}$ and let $\left|N_{G}\left(U^{\prime \prime}\right)\right|=\left|N_{G}\left(U^{\prime}\right)\right|+\ell_{1}$ and $\left|U^{\prime \prime}\right|=\left|U^{\prime}\right|+\ell_{2}$. We have $\left|N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|=\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right|+\ell_{1}-\ell_{2}$. By choosing $\ell_{1}=\ell_{2}$, we obtain $\left|N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right|=\left|N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|=k$.
2. We suppose that there exists a subset $U^{\prime \prime} \subseteq U_{i}$, where $\left|U^{\prime \prime}\right|=\left|U^{\prime}\right|$, such that $N_{G}\left(U^{\prime \prime}\right) \subset N_{G}\left(U^{\prime}\right)$. Then, $\left|N_{G}\left(U^{\prime \prime}\right)\right|<\left|N_{G}\left(U^{\prime}\right)\right|$, so we have $\left|U^{\prime \prime}\right|+k=\left|U^{\prime}\right|+k=\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|>\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime \prime}\right)\right|$ and so $k>$ $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|$ which leads to a contradiction with the extended Hall theorem: $k \leqslant\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime \prime}\right)\right|-\left|U^{\prime \prime}\right|$.
3. The graph $G\left[U^{\prime} \cup\left(N_{G}\left(U^{\prime}\right) \cap \breve{V}_{i}\right)\right]$ is connected, otherwise $\left|\breve{V}_{i} \cap N_{G}\left(U^{\prime}\right)\right|-\left|U^{\prime}\right|>k \times \ell$, where $\ell$ is the number of connected subgraphs in $U^{\prime}$. We deduce that $G\left[U^{\prime} \cup N_{G}\left(U^{\prime}\right)\right]$ is connected.

### 4.3.3. Valid inequalities

Recall that inequalities (38) give an upper bound on $z$ when considering each subset $U_{i} \in \mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ separately. We now extend this family of inequalities by considering these subsets two by two, simultaneously. We illustrate the interest of this approach in the following example. Let $U_{s}, U_{t} \in \mathcal{U}, s \neq t$, and suppose that $\left|U_{s}\right|=\left|U_{t}\right|=2$ and $N_{G}\left(U_{s}\right)=N_{G}\left(U_{t}\right)$ with cardinality 4. Using inequalities (38), $z$ is bounded by 2 . However, it is straightforward that $z=0$.

For any subsets $U_{s}^{\prime} \subseteq U_{s}$ and $U_{t}^{\prime} \subseteq U_{t}$, the set of common neighbors of $U_{s}^{\prime}$ and $U_{t}^{\prime}$ is denoted by $N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)=$ $N_{G}\left(U_{s}^{\prime}\right) \cap N_{G}\left(U_{t}^{\prime}\right)$. Let us consider $\tilde{N}_{G}\left(U_{s}^{\prime}\right)=N_{G}\left(U_{s}^{\prime}\right) \backslash N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)$ the set of vertices belonging exclusively to the neighborhood of $U_{s}^{\prime}$. In the same way, we define $\tilde{N}_{G}\left(U_{t}^{\prime}\right)=N_{G}\left(U_{t}^{\prime}\right) \backslash N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)$.

Let us denote by

$$
\tilde{k}_{\max }=\max \left\{\left|\tilde{N}_{G}\left(U_{s}^{\prime}\right)\right|-\left|U_{s}^{\prime}\right|,\left|\tilde{N}_{G}\left(U_{t}^{\prime}\right)\right|-\left|U_{t}^{\prime}\right|\right\} \quad \text { and } \quad \tilde{k}_{\min }=\min \left\{\left|\tilde{N}_{G}\left(U_{s}^{\prime}\right)\right|-\left|U_{s}^{\prime}\right|,\left|\tilde{N}_{G}\left(U_{t}^{\prime}\right)\right|-\left|U_{t}^{\prime}\right|\right\}
$$

the upper bounds of the optimal solution for $U_{s}$ and $U_{t}$ when considering only the exclusive neighborhoods. Then, it is clear that the upper bound $k_{\text {sup }}$ of the optimal solutions is less than or equal to $\tilde{k}_{\text {min }}+\left|N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)\right|$. In order to improve $k_{\text {sup }}$, we complete $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$ and/or $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ with some vertices of the common neighborhood $N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)$. Two cases have to be studied:

1. $\tilde{k}_{\max }-\tilde{k}_{\min } \geqslant\left|N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)\right|$ : only one of the two subsets, $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ or $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$, can be completed with the common vertices in such a way that $k_{\text {sup }}=\tilde{k}_{\text {min }}+\left|N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)\right|$.
2. $\tilde{k}_{\max }-\tilde{k}_{\min }<\left|N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)\right|$ : first, one of the two subsets, $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ or $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$, can be completed with $\tilde{k}_{\max }-\tilde{k}_{\text {min }}$ common vertices. Then, the remaining common vertices can complete both $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ and $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$ equally. We deduce that $k_{\text {sup }}=\tilde{k}_{\max }+\left(\left|N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)\right|-\left(\tilde{k}_{\max }-\tilde{k}_{\min }\right)\right) / 2$.

A common vertex $v \in N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)$ cannot be used to complete $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ or $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$ if it is assigned to a subset $V_{i}$ in a solution, where $i \in M \backslash\{s, t\}$. Then, $k_{\text {sup }}$ will be decreased by at least $1 / 2$. Let $\ell=s$ if $\left|\tilde{N}_{G}\left(U_{s}^{\prime}\right)\right|-\left|U_{s}^{\prime}\right|<$ $\left|\tilde{N}_{G}\left(U_{t}^{\prime}\right)\right|-\left|U_{t}^{\prime}\right|$, let $\ell=t$ otherwise. A vertex $v \in \tilde{N}_{G}\left(U_{\ell}^{\prime}\right)$ cannot be used to complete $\tilde{N}_{G}\left(U_{s}^{\prime}\right)$ or $\tilde{N}_{G}\left(U_{t}^{\prime}\right)$ if it is assigned to a subset $V_{i}$ in a solution, where $i \in M \backslash\{s, t\}$. Then, $k_{\text {sup }}$ will be decreased by 1 . Thus the following inequalities are valid for all $U_{s}^{\prime}$ and $U_{t}^{\prime}$ :

$$
\begin{equation*}
z+\frac{1}{2} \sum_{v \in N_{G}\left(U_{s}^{\prime} U_{t}^{\prime}\right)}\left(1-x_{v}^{s}-x_{v}^{t}\right)+\sum_{v \in N_{G}\left(U_{\ell}^{\prime}\right)}\left(1-x_{v}^{s}-x_{v}^{t}\right) \leqslant k_{s u p} . \tag{44}
\end{equation*}
$$

## 5. Implementation and experimental results

We first present the strategies used to solve our problems, explain how instances have been produced, and then analyze the obtained results.

### 5.1. Solving strategies

For the exact solution, we use a Branch-and-Cut algorithm where the separation strategies are based on inequalities (38) and (44). We also propose some improvements for the first one and explain how our Branch-and-Cut algorithm is managed.

### 5.1.1. Separation algorithm

Given a solution $\left(x^{*}, z^{*}\right) \in \mathbb{R}_{+}^{|V| \times m} \times \mathbb{R}_{+}$, the separation problem for a family of inequalities consists in determining whether $\left(x^{*}, z^{*}\right)$ satisfies these inequalities. If it does not, it consists in finding one of these inequalities being violated by $\left(x^{*}, z^{*}\right)$. An algorithm solving this problem is called a separation algorithm associated with these inequalities.

Separation of inequalities (38). The number of inequalities (38) in $\left(P^{\prime}\right)$ is exponential. Hence, a polynomial-time separation algorithm is necessary to allow the use of these inequalities inside a cutting plane algorithm. The equivalence between separation and optimization in combinatorial optimization [5] implies that the linear relaxation of the problem $\left(P^{\prime}\right)$ can be solved in polynomial time. Let $\left(x^{*}, z^{*}\right) \in \mathbb{R}_{+}^{|V| \times m} \times \mathbb{R}_{+}$be a solution of the linear relaxation. For all $i \in M$, we have to find a set $U_{i}^{\prime} \in U_{i}$ such that $\sum_{v \in N_{G}\left(U_{i}^{\prime}\right)} x_{v}^{i *}-z^{*}<\left|U_{i}^{\prime}\right|$.

We decompose the problem into $m$ subproblems. Each subproblem is associated with a single set $U_{i} \subseteq U$. In the following, we consider the graph $G\left[U_{i} \cup V\right]$. Let $w: v \rightarrow \mathbb{R}_{+}$be the weight function, where $w(v)=x_{v}^{i *}$ for all $v \in V$. The separation problem consists in solving the integer linear program ( $P^{\prime}$ ) with the objective function $z^{\prime}=\min \left(\sum_{v \in V} w(v) x_{v}-\sum_{u \in U_{i}} x_{u}\right)$. Let $U_{i}^{\prime}$ be given by the optimal solution of $\left(P^{\prime}\right)$. If $z^{\prime}<z^{*}$, the inequality $\sum_{v \in N_{G}\left(U_{i}^{\prime}\right)} x_{v}^{i}-z \geqslant\left|U_{i}^{\prime}\right|$ is violated when respecting $\left(x^{*}, z^{*}\right)$. In this case, we add the inequality associated with $i$ and $U_{i}^{\prime}$ to the model. Otherwise, all inequalities (38) are verified.

As the added constraint might not define a facet, we propose some improvements according to conditions $1-3$ of Proposition 5.

Improvement 1. If the resulting $U_{i}^{\prime}$ does not respect condition 1, there exists a set $\tilde{U}_{i}^{\prime}$ where $\sum_{v \in N_{G}\left(\tilde{U}_{i}^{\prime}\right) \backslash N_{G}\left(U_{i}^{\prime}\right)} w(v)=$ $\left|\tilde{U}_{i}^{\prime}\right|$ and $\left|N_{G}\left(\tilde{U}_{i}^{\prime}\right) \backslash N_{G}\left(U_{i}^{\prime}\right)\right|=\left|\tilde{U}_{i}^{\prime}\right|$, implying $w(v)=1$ for all $v \in N_{G}\left(\tilde{U}_{i}^{\prime}\right) \backslash N_{G}\left(U_{i}^{\prime}\right)$. Thus, we aim to maximize $\left|U_{i}^{\prime}\right|$. We ensure the maximality of $U_{i}^{\prime}$ by substracting $\sum_{u \in U} \epsilon x_{u}$ from the objective function, where $\epsilon$ is a small value. Figure 4 a shows an example of valid $\tilde{U}_{i}^{\prime}$ allowing to enforce the inequality (38) associated with $U_{i}^{\prime}=U_{i}^{\prime \prime} \backslash \tilde{U}_{i}^{\prime}$. Indeed, the inequality associated to $U_{i}^{\prime}$ is a linear combination of the one associated to $U_{i}^{\prime \prime}$ and some trivial inequality.

Improvement 2. If the resulting $U_{i}^{\prime}$ does not respect condition 2 , then there exists a set $U_{i}^{\prime \prime} \subseteq U_{i}$ with $\left|U_{i}^{\prime \prime}\right|=\left|U_{i}^{\prime}\right|$ such that $N_{G}\left(U_{i}^{\prime \prime}\right) \subset N_{G}\left(U_{i}^{\prime}\right)$. Then, $\sum_{v \in N_{G}\left(U_{i}^{\prime}\right) \backslash N_{G}\left(U_{i}^{\prime \prime}\right)} w(v)=0$. Thus, we aim to minimize $\left|N_{G}\left(U_{i}^{\prime}\right)\right|$. We ensure the minimality of $N_{G}\left(U_{i}^{\prime}\right)$ by adding $\sum_{v \in V} \epsilon x_{v}$ to the objective function, where $\epsilon$ is a small value. Figure 4 b shows two sets $U_{i}^{\prime}$ and $U_{i}^{\prime \prime}$ of same size, where the inequality (38) associated with $U_{i}^{\prime \prime}$ strengthen the inequality (38) associated with $U_{i}^{\prime}$. Indeed, $U_{i}^{\prime \prime}$ shows that the maximum surplus is 0 , whereas $U_{i}^{\prime}$ has a surplus of value 1 .

Improvement 3. If $G\left[U_{i}^{\prime} \cup N_{G}\left(U_{i}^{\prime}\right)\right]$ is not connected, then, for each connected component, if the induced inequality is violated, it is added to the model. In Figure 4 c , the inequality associated to $U_{i}^{\prime}$ is a linear combination of the inequalities (38) associated with $U_{i, 1}^{\prime \prime}$ and $U_{i, 2}^{\prime \prime}$.


Figure 4: Improvements of the separation algorithm.

Separation of inequalities (44). We propose a heuristic for solving the separation problem associated with the inequality. Let $M^{\prime} \subseteq M$ and $\mathcal{U}^{\prime}=\left\{U_{i}^{\prime}, i \in M^{\prime}\right\}$ be the set of sets found by the previous algorithm. For all couples $\left(U_{i}^{\prime}, U_{j}^{\prime}\right) \in \mathcal{U}^{\prime 2}$, if the inequality (44) associated with this couple is violated, then it is added to the model.

### 5.1.2. Branch-and-Cut algorithm

In this section, we present a Branch-and-Cut algorithm for solving $\left(P^{\prime}\right)$. We aim to address the algorithmic applications of the model and the theoretical results presented in the previous sections. To start the optimization, we consider the linear program with the objective function

$$
\max \left\{z \mid x \in[0,1]^{m \times|V|}, z \in \mathbb{N}_{+}, x \text { satisfies }(37)\right\}
$$

An important task in the Branch-and-Cut algorithm is to determine whether an optimal solution of the linear relaxation of the MBCMVBP is feasible. An optimal solution $x^{*}$ of the linear relaxation is feasible for the MBCMVBP if $x^{*}$ is integer and $x^{*}$ satisfies inequalities (38). Thus, whether or not $x^{*}$ is feasible for MBCMVBP can be verified in polynomial time. If not, the Branch-and-Cut algorithm uses the inequalities (38) and (44) and their separations are successively performed. We note that all inequalities are global (i.e. valid in all the Branch-and-Cut tree) and several inequalities may be added at each iteration. Testing the two versions of the algorithm shows that the integer vector-based separation outperforms the fractional vector-based one. Thus, only the integer vector-based separation method is used to separate vectors $\left(x^{*}, z^{*}\right) \in \mathbb{N}_{+}^{|V| \times m} \times \mathbb{N}_{+}$.

### 5.2. Instances

Recall that our study was motivated by real-life applications. We are especially focused on human resources problems, such as people assignment to time shifts (hospitals, factories, etc.) according to their own skills.

The following parameters have been used to produce our randomly generated instances for the MBCMVBP:

- $m$ : the number of slots (2 or 5 ),
- $n_{U}$ : the size of $U_{i}(10,25,50,75)$,
- $n_{V}$ : the size of $V\left(1.25 \times n_{U}, 1.5 \times n_{U}, 1.75 \times n_{U}\right)$,
$-d$ : the density of the graph $\left(10 \%, 20 \%\right.$, or $40 \%$ of $\left.n_{U}\right)$.
As the resources are often limited regarding the jobs, we have chosen the values of $n_{V}$ not too big relatively to the values of $n_{U}$. The density of the graph expresses the multi-skilling degree of people and depends on the studied domain. This value is a key feature of the generated instances, being of great importance on execution times. With these parameters, the graph instances could have been randomly generated. Nevertheless, to ensure not to generate trivial instances, we are using the following strategy. The instance generator first builds a matching. Then, the obtained graph is randomly completed using two different generators.

First generator. We consider a uniform degree distribution on $V$. This generator completes the graph by randomly adding edges to ensure the uniformity of the distribution.

Second generator. We consider a global density $\left(\frac{|E|}{|U| \times|V|}\right)$ and the generator completes the graph by randomly adding edges to ensure the global density.

For a better understanding of the results, we present the experiments on instances with a uniform partition of $U$ : $\left|U_{i}\right|=|U| / m$ for all $i \in M$. We randomly generated 5 instances for each set $\left(m, n_{U}, n_{V}, d\right)$ of parameters, and thus obtained 700 different instances.

All the tests have shown that these two strategies do not have any influence on the obtained results. Thus, for the sake of clarity, we only present results on the instances given by the first generator.

### 5.3. Results

All the models of BCMVBP and MBCMVBP are implemented in Java using CPLEX 12.6 solver, on an Intel core i5 running at 3.4 GHz , with 8 GB RAM.

### 5.3.1. Dual formulation

In Section 4.2, we proposed an improvement in order to reduce the size of the ILP: by replacing $U$ with $\tilde{U}$ in the dual formulation, only a restricted number of variables are considered (Proposition 1). We used our benchmark to investigate the efficiency of this method. Considering the high computing times of the dual formulation, we restricted our study to the 110 smallest instances of our benchmark. In Table 1, we show the four instances where the method effectively reduced the size of the ILP. The first three columns identify the instance. The computing time of the ILP without improvement (resp. with improvement) is indicated in seconds in column CPU1 (resp. column CPU2). The number of nodes of the branching tree for both variants is given in columns \#Nodesl and \#Nodes 2 , respectively. The last column presents the number of nodes not being considered in the dual formulation.

| $\|U\|$ | $\|V\|$ | density | CPU1 | CPU2 | \#Nodes1 | \#Nodes 2 | $\|U \backslash \tilde{U}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 62 | 10 | 2 | 2 | 0 | 0 | 1 |
| 50 | 62 | 10 | 0 | 1 | 0 | 0 | 5 |
| 50 | 62 | 10 | 0 | 0 | 0 | 0 | 1 |
| 50 | 75 | 10 | 1 | 2 | 0 | 0 | 1 |

Table 1: The 4/110 instances for which the improvements reduce the size of the ILP.
We can note on lines 2 and 4 that, even with a reduced sized model, the computing time is greater. This is due to the time spent to compute $\tilde{U}$. Moreover, as less than $4 \%$ of the instances benefit from the method, the obvious conclusion is that this improvement is useless. We aimed to generate random instances and hence did not take into account the fact that the neighborhood of a vertex of $U$ can be included in the neighborhood of another one ${ }^{1}$.

### 5.3.2. Comparison between formulations

The goal of this section is to evaluate the dual formulation proposed in Section 4.2 and the natural formulation presented in Section 4.3. Table 2 presents some results on these formulations without improvement. Each line represents five randomly generated instances, sharing the same parameters. Our benchmark is restricted to the smallest instances, allowing to solve at least one instance over five, in less than one hour.

The first three columns identify the instance ( $|U|,|V|$, graph density). In column CPU1 (resp. column CPU2) is indicated the average computing times over the five instances, in seconds, of the dual formulation (resp. the natural formulation). In columns $\#$ Nodes 1 and $\#$ Nodes 2 are given the average number of nodes of the branching tree for both variants, respectively. The last two columns (optl and opt2) present the ratio of instances solved in less than one hour.

[^1]| $\|U\|$ | $\|V\|$ | density | CPU1 | CPU2 | \#Nodes1 | \#Nodes2 | opt1 | opt 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 62 | 10 | 14 | 0 | 494.6 | 0 | $5 / 5$ | $5 / 5$ |
| 50 | 62 | 20 | 429.8 | 1.4 | 254.4 | 9.8 | $5 / 5$ | $5 / 5$ |
| 50 | 62 | 40 | 1428 | 0 | 566.4 | 0 | $5 / 5$ | $5 / 5$ |
| 50 | 75 | 10 | 2.8 | 0.6 | 0 | 0 | $5 / 5$ | $5 / 5$ |
| 50 | 75 | 20 | 123.8 | 2.6 | 553.2 | 4.6 | $5 / 5$ | $5 / 5$ |
| 50 | 75 | 40 | 1926.6 | 1.6 | 708.8 | 2.6 | $4 / 5$ | $5 / 5$ |
| 50 | 87 | 10 | 3.6 | 0.6 | 18.6 | 0 | $5 / 5$ | $5 / 5$ |
| 50 | 87 | 20 | 379 | 3 | 330.4 | 11.8 | $5 / 5$ | $5 / 5$ |
| 50 | 87 | 40 | 2298.4 | 4 | 462.8 | 1562.6 | $2 / 5$ | $5 / 5$ |
| 100 | 125 | 10 | 1241.8 | 4 | 44.2 | 6 | $4 / 5$ | $5 / 5$ |
| 100 | 125 | 20 | 3234.2 | 19.6 | 69.4 | 11480.6 | $2 / 5$ | $5 / 5$ |

Table 2: Comparison of the two formulations.

With a computing time limited to one hour for each instance, the dual formulation only solves 47 instances over 55, whereas the natural formulation allows solving all instances. Furthermore, the computing times of the natural formulation is much faster. Indeed, the longest computing time is 50 seconds. The standard deviation of the number of nodes in the branching tree for the dual formulation is smaller than in the natural formulation. As the natural formulation leads to models considering fewer variables, the computing times and memory amount needed to solve are better than the ones for the dual formulation. We can notice that instances $(50,87,40)$ and $(100,125,20)$ are the most difficult to solve using the dual formulation (see Table 2). Indeed, the number of nodes generated by the dual formulation is smaller than the number of nodes generated by the natural one. The optimality has not been reached in the allotted time for three instances out of five. Thus only a few numbers of nodes have been explored in the branching tree. Furthermore, the number of nodes in the branching tree is larger for these instances with the natural formulation, due to the separation algorithm. As mentioned in subsection 5.1.2, only integer vectors are separated, implying that lots of nodes might be explored in the branching tree in order to find the best solution. Remark that these instances are also the ones having many edges. Nevertheless, the execution times remain small for these instances.

### 5.3.3. Natural formulation and improvements tests

We now focus on the natural formulation and the different improvements proposed in Section 5.1.1.
First, we present an analysis of computing times for some instances. We have excluded instances having less than 50 vertices, for which the computing times are too tiny to expect any improvement. The execution time results are represented by grouped bar charts in Figures 6,7 and 8 for various densities and graph sizes.

Each instance has been solved using inequalities (38), and adding one or a combination of the following variants:

- imprv0: with no improvement,
- imprv1: with improvement 1 ,
- imprv2: with improvement 2,
- imprv3: with improvement 3,
- imprv4: using inequalities (44).

The results are presented in Figure 6 (for 2 slots), in Figure 7 (for 5 slots) and in Figure 8 (for large instances and 5 slots). On the left side, we show the results obtained by testing each improvement separately; on the right side, we combined the different improvements.

Let us start with some general observations without focusing on the improvements. For the overall benchmark, we can notice that for a given couple (density, degree), the computing times are growing as a function of the size of the instances, as expected. We can also observe in Figure 5 that the difficulty is related to the triplet (number of slots, density, $|V|$ ) for instances with the same $|U|$ value. We present the computing times for 2 slots and $|U|=100$. As it is the case for many algorithms designed for optimization problems, the most difficult instances are not the very small
or very large ones. Indeed, we notice that the time is first increasing until reaching a specific density and then it is decreasing. We can also remark that the density of the hardest instances increases with their size.

We can explain these observations as follows. For low and high densities, the surplus values of the subsets of $U$ are homogeneous (small values for low densities and large values for high densities). Thus, only a limited number of inequalities is generated, hence reducing the computing times. The hardest instances are those where the variations of the surplus (on the power set of $U$ ) is the most important.


Figure 5: Execution time results for 2 slots and different densities.
Considering the results for single improvements, we can notice that imprv3 has no real influence on the computing times for our benchmark. Indeed, most of the subgraphs produced by the separation procedure are connected. Otherwise, to be considered as a valid solution for the separation procedure, all components of these subgraphs must have the same surplus. The way the instances are generated rarely enables the application of imprv3.

Observations on 2 slots. Let us observe the efficiency of each improvement independently (see the left side of Figure 6 ). We notice that with a small density ( 0.1 ), the optimal solutions are quickly found by the linear program $\left(P^{\prime}\right)$, and the improvements have no significant impact. Imprv 4 can lead to a reduction of computing times with degree 15 , but the difference remains very small. Medium density $(0.2)$ instances lead to the same observations when the number of edges is small. Imprv4 has a stronger impact on larger instances (degree 30). For high density (0.4), imprvl and imprv 2 allow to enforce inequalities (38), thus giving better results for larger instances when the degree is equal to 60. The efficiency of imprv4 is limited to large instances, needing high computing times. Indeed, for these instances, a lot of inequalities (38) are generated. As our separation heuristic is based on the set of vertices associated with inequalities (38), inequalities (44) are more likely to be generated by our heuristic.

Considering combined improvements (see the right side of Figure 6), imprv3 not being relevant, we studied the combination of the three other ones. As seen earlier, it is better not to use any improvement for small densities. For medium densities, none of the combinations achieves to give better computing times than imprv4. For example, combining imprvl and imprv 2 decreases the performance for small and medium densities because of the presence of $\epsilon$ in the objective function of the separation algorithm. Indeed, $\epsilon$ is subtracted when applying imprvl and added when applying imprv2. Then, if $k$ is small, one can cancel the benefit of the other.

Combinations show some efficiency for high density graphs, but none of them are suitable for all instances.
Observations on 5 slots. On 5 slots (see Figure 7), the efficiency of the improvements is limited to instances of larger size. Moreover, one can remark that imprv1, imprv2 and imprv4 are more efficient for five slots than for 2 slots, when dealing with high-density instances. Indeed, the number of inequalities is greater for 5 slots ( 5 choose 2 ). For small and medium densities, the different improvements never achieve to give better computing times, for the same reasons as for 2 slots. The combinations of the improvements do not go any further except for high-density instances. The results concerning larger instances are presented in Figure 8, Tables 3 and 4. Note that large instances of density 0.4 are more difficult to solve than those of density 0.5 . When considering density 0.5 , we note that imprv 4 is efficient for a few instances for which the time lost by generating the inequalities without a good impact is weak. Unfortunately, for the instances with lots of nodes, checking the improvement needs a lot of time, and their impact is not enough to
compensate the time used to generate the inequalities. For density 0.4 , the instances are hard, as mentioned before, and none of the improvements is efficient.

number of edges

2 slots - density 0.2 - gen 1

number of edges

number of edges
$\square$ imprv $0 \quad \square$ imprv $1 \quad \square \operatorname{imprv} 2 \quad \square$ imprv $3 \quad \square$ imprv $4 \quad \square$ imprv $0 \quad \square$ imprv $12 \quad \square$ imprv $14 \quad \square$ imprv $24 \quad \square$ imprv 124

Figure 6: Execution time results for 2 slots.


Figure 7: Execution time results for 5 slots.

In this end of section, we focus our analysis on the biggest instances of our tests; details are presented in Tables 3 and 4. The entries in these tables are:

| $\delta_{v}$ | $:$ the degree of all $v \in V$ (given by the first generator) |
| :--- | :--- |
| $\|U\|$ | $:$ the size of $U$, |
| $\|V\|$ | $:$ |
| the size of $V$, |  |
| imprv | $:$ |
| CPU | $:$ the associated improvement, |
| $C t_{(38)}$ | $:$ the number of generated inequalities (38), |
| $C t_{(44)}$ | $:$ the number of generated inequalities (44), |
| No | $:$ the number of generated nodes in the Branch-and-Cut or Branch-and-Bound tree. |

Table 3 shows the results for instances generated using density 0.4 . After focusing on computing times in previous analysis, we now study the number of generated inequalities and the size of search space. We first note that the number of nodes in the branching tree (given in the last column) is not correlated with the improvements proposed in the previous section. Indeed, the number of nodes is similar in most cases, but we also have some instances showing significant variations. Furthermore, we can notice that the number of nodes is relatively small regarding the size of instances. This shows the efficiency of our algorithm in terms of memory usage. Secondly, our algorithm finds an exact solution using only a few inequalities (less than 250), which implies good CPU and memory performances. The results also show that our improvements do not systematically reduce the number of constraints, whereas improvements 1


Figure 8: Execution time results for large instances on 5 slots.
and 2 theoretically should strengthen the inequalities $C t_{(38)}$.
Table 4 shows the results for instances generated using density 0.5 . We first notice that all instances are solved in less than 10 minutes. Secondly, comparing to the results of Table 3, the branching tree size is even smaller (less than 2). Furthermore, the size of the instances does not influence the number of nodes. Finally, the number of inequalities generated by the Branch-and-Cut algorithm $\left(C t_{(38)}, C t_{(44)}\right)$ is always less than 25 . The fact that only a small amount of them is needed to solve the instances proves the strength of our inequalities. Thus, we can conclude that our algorithm is well fitted for high-density graphs.

| $\delta_{v}$ | $\|U\|$ | $\|V\|$ | imprv | CPU | $C t_{(38)}$ | $C t_{(44)}$ | No |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 120 | 300 | 420 | 0 | 77.2 | 14.2 |  | 1.6 |
|  |  |  | 1 | 65.6 | 13.0 |  | 1.6 |
|  |  |  | 2 | 93.6 | 14.6 |  | 2.4 |
|  |  |  | 4 | 82.6 | 14.4 | 10.0 | 2.4 |
|  |  | 450 | 0 | 355.6 | 62.0 |  | 40.8 |
|  |  |  | 1 | 374.0 | 61.2 |  | 39.0 |
|  |  |  | 2 | 607.4 | 65.8 |  | 41.6 |
|  |  |  | 4 | 359.6 | 60.8 | 10.0 | 35.0 |
|  |  | 480 | 0 | 1105.6 | 180.6 |  | 232.0 |
|  |  |  | 1 | 1482.4 | 228.6 |  | 1173.8 |
|  |  |  | 2 | 1438.2 | 203.6 |  | 427.6 |
|  |  |  | 4 | 1159.4 | 193.6 | 10.0 | 233.6 |
| 160 | 400 | 560 | 0 | 168.2 | 11.0 |  | 1.2 |
|  |  |  | 1 | 164.0 | 11.6 |  | 1.4 |
|  |  |  | 2 | 225.0 | 11.8 |  | 1.2 |
|  |  |  | 4 | 174.2 | 12.4 | 10.0 | 1.4 |
|  |  | 600 | 0 | 809.8 | 46.4 |  | 24.2 |
|  |  |  | 1 | 986.8 | 48.4 |  | 32.6 |
|  |  |  | 2 | 1129.2 | 46.6 |  | 23.6 |
|  |  |  | 4 | 864.6 | 46.6 | 10.0 | 23.8 |
|  |  | 640 | 0 | $>1 \mathrm{~h}$ | 223.8 |  | 430.6 |
|  |  |  | 1 | $>1 \mathrm{~h}$ | 225.8 |  | 459.4 |
|  |  |  | 2 | $>1 \mathrm{~h}$ | 214.6 |  | 340.6 |
|  |  |  | 4 | $>1 \mathrm{~h}$ | 232.6 | 10.0 | 324.6 |
| 200 | 500 | 700 | 0 | 322.6 | 10.6 |  | 1.2 |
|  |  |  | 1 | 361.2 | 10.8 |  | 1.2 |
|  |  |  | 2 | 359.6 | 10.8 |  | 1.2 |
|  |  |  | 4 | 402.8 | 12.0 | 10.0 | 1.6 |
|  |  | 750 | 0 | 1593.6 | 43.0 |  | 19.2 |
|  |  |  | 1 | 1999.6 | 42.0 |  | 17.6 |
|  |  |  | 2 | 2557.6 | 43.6 |  | 18.2 |
|  |  |  | 4 | 1937.4 | 46.8 | 10.0 | 22.0 |
|  |  | 800 | 0 | $>1 \mathrm{~h}$ | 96 |  | 69.8 |
|  |  |  | 1 | $>1 \mathrm{~h}$ | 99 |  | 65.6 |
|  |  |  | 2 | $>1 \mathrm{~h}$ | 93 |  | 68.8 |
|  |  |  | 4 | >1h | 98 | 10.0 | 59.6 |

Table 3: 5 slots - density 0.4 - generator 1 .

| $\delta_{v}$ | $\|U\|$ | $\|V\|$ | imprv | CPU | $C t_{(38)}$ | $C t_{(44)}$ | No |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 150 | 300 | 420 | 0 | 47.6 | 6.8 |  | 1.4 |
|  |  |  | 1 | 51.2 | 6.8 |  | 1.4 |
|  |  |  | 2 | 52.6 | 6.8 |  | 1.4 |
|  |  |  | 4 | 47.2 | 6.4 | 10.0 | 1.0 |
|  |  | 450 | 0 | 50.2 | 9.6 |  | 1.0 |
|  |  |  | 1 | 56.0 | 9.6 |  | 1.0 |
|  |  |  | 2 | 60.6 | 9.6 |  | 1.0 |
|  |  |  | 4 | 59.0 | 9.6 | 10.0 | 1.2 |
|  |  | 480 | 0 | 88.8 | 11.0 |  | 1.2 |
|  |  |  | 1 | 93.6 | 11.0 |  | 1.2 |
|  |  |  | 2 | 109.0 | 11.2 |  | 1.4 |
|  |  |  | 4 | 87.0 | 10.8 | 10.0 | 1.6 |
| 200 | 400 | 560 | 0 | 134.0 | 6.4 |  | 1.2 |
|  |  |  | 1 | 140.0 | 6.4 |  | 1.2 |
|  |  |  | 2 | 149.0 | 6.4 |  | 1.2 |
|  |  |  | 4 | 136.0 | 7.2 | 10.0 | 1.0 |
|  |  | 600 | 0 | 145.0 | 9.8 |  | 1.4 |
|  |  |  | 1 | 171.2 | 9.8 |  | 1.4 |
|  |  |  | 2 | 163.8 | 9.8 |  | 1.4 |
|  |  |  | 4 | 141.4 | 9.2 | 10.0 | 1.0 |
|  |  | 640 | 0 | 233.4 | 10.4 |  | 1.8 |
|  |  |  | 1 | 242.0 | 10.2 |  | 1.2 |
|  |  |  | 2 | 225.0 | 10.2 |  | 1.2 |
|  |  |  | 4 | 187.2 | 10.2 | 10.0 | 1.0 |
| 250 | 500 | 700 | 0 | 302.6 | 6.4 |  | 1.2 |
|  |  |  | 1 | 358.0 | 6.4 |  | 1.2 |
|  |  |  | 2 | 309.0 | 6.4 |  | 1.2 |
|  |  |  | 4 | 304.0 | 6.2 | 10.0 | 1.0 |
|  |  | 750 | 0 | 303.4 | 8.2 |  | 1.2 |
|  |  |  | 1 | 404.8 | 8.2 |  | 1.0 |
|  |  |  | 2 | 347.2 | 8.2 |  | 1.2 |
|  |  |  | 4 | 316.2 | 7.8 | 10.0 | 1.0 |
|  |  | 800 | 0 | 436.2 | 10.2 |  | 1.2 |
|  |  |  | 1 | 520.0 | 10.2 |  | 1.2 |
|  |  |  | 2 | 480.2 | 10.2 |  | 1.4 |
|  |  |  | 4 | 472.0 | 10.4 | 10.0 | 1.0 |

Table 4: 5 slots - density 0.5 - generator 1 .

## 6. Conclusion

We have studied the Multiple Bipartite Complete Matching Vertex Blocker Problem (MBCMVBP). Within the field of staff management, it can be used to identify the critical number of people below which the system becomes understaffed. The NP-completeness of the problem has been shown using a reduction from the stable set problem. Two mathematical formulations have been proposed. The first one is based on the dual formulation of a particular case and the second one (natural formulation) is based on the surplus form of Hall's theorem. These models have been compared using randomly generated instances.

A further study has been made for the natural formulation, which has been shown as outperforming the dual one. We proposed a Branch-and-Cut algorithm to solve the natural formulation of the problem, providing good results. Based on the polyhedral approach, we derived some improvements and a separation procedure for a new family of inequalities. We tested the performance of these improvements and explained in which case they are efficient.

In future work, we aim to generalize the valid inequalities to more than two subsets and to propose a dedicated separation algorithm. Another lead is trying to take advantage of some specific graph structures to propose some ad-hoc strategies.

A variant of the problem taking into account priorities on some subsets of vertices or considering incompatibility constraints might be studied as well.
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