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Abstract 

Despite well-established advantages and a growing number of applications, laser-induced breakdown 

spectroscopy (LIBS) still fails to be recognized as a robust analytical technique, especially because many 

factors varying from an experimental setup to the other are preventing from any inter-comparison. 

The present paper is a guideline for increasing the quality of the LIBS analyses through a series of good 

practices, assessments and reporting along five key-steps being: i) monitoring of the LIBS signal, ii) 

optimization of the measurement conditions, iii) data filtering, iv) sorting, and v) quantification. This 

guideline offers an opportunity to increase the quality of the LIBS analysis and represents a significant 

step towards a standardization process. In addition, it allows comparing intra as well as inter-

laboratory LIBS results.  
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Introduction 

Since 2000, Laser-induced breakdown spectroscopy (LIBS) has experienced continuously growing 

development and has been applied to many different application fields. Several commercial LIBS 

instruments are now available, either for laboratory use, including imaging, or on-field analyses based 

on handheld or stand-off equipment. LIBS provides fast multi-elemental analysis based on relatively 
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simple sample preparation compared to other techniques, and even without any sample preparation 

in few specific cases, making it a green technique, meaning nonchemical. 

However, despite its advantages, LIBS is still judged to be only semi-quantitative since the weakness 

of its analytical performance is considered as the Achilles' heel of the technique [1] and this point is 

often mentioned in scientific articles [1-5]. Consequently, LIBS is facing a kind of limit for growing and 

acceptability of its use in many application fields. This statement is surprising when considering the 

large number of studies that successfully demonstrated the quantification capabilities of LIBS [4, 6]. In 

addition, LIBS has also been exploited for sorting and sourcing purposes [1, 6] but, in this case, too, its 

veritable capability still needs to be demonstrated.  

But the real drawback of LIBS is the lack of a standardization process [2, 4]. Indeed, an impressive 

number of varying experimental parameters related to the laser source (e.g. wavelength, pulse 

duration, energy [7]), the spectrometer (e.g. spectral range, spectral resolution) and the detector (e.g. 

sensitivity, gate, delay) [2], as well as a large number of experimental conditions (e.g. number of pre-

shots, shots, accumulation, gas flow, focusing conditions) are influencing the LIBS signal. In addition, 

Motto-Ros et al. [2] have demonstrated that data processing was playing a vital role in the 

performance of the quantification models and that a given series of raw data could drive to significantly 

different results. Consequently, the variability often observed in raw LIBS signals can be efficiently 

reduced via a specific work on the control of the experimental parameters and conditions, while the 

variability on the analytical results of the quantitative models can be efficiently reduced via a specific 

work on data processing. 

Previous works have already introduced the need of adopting good practices in LIBS and selecting 

adequate figures of merit to assess the performance of the models. Among them, Castle et al. [8] 

proposed to optimize the measurement precision; El Haddad et al. [6] emphasized the importance of 

splitting the dataset into separate training and validation subsets for classification and quantification; 

and, Motto-Ros et al. [2] proposed to apply to several emission lines a series of different sequences of 



  

data processing in order to determine the best string “emission line-processing steps-regression 

model” a posteriori and not a priori as usually adopted. The existence of these articles demonstrates 

that the LIBS scientific community has already started moving towards a quality enhancement of the 

LIBS technique. However, each previous study only partially addressed the question of quality 

improvement and, to the best of our knowledge, this is the first time that all the key steps of the LIBS 

analysis are considered altogether. 

In the present paper, we propose a guideline to assist the LIBS analyst from A to Z. The objective is to 

adopt good practices at each step of the analysis to reach the most valuable and reliable results. 

Particularly, the added-value comes from the objective comparison between the analytical 

performance of the different models. This guideline is organized in five points, namely: i) monitoring 

of the LIBS signal, ii) optimization of the measurement conditions, iii) data filtering, iv) sorting, and v) 

quantification. Based on this rigorous methodology, we claim that it will become possible to compare 

the LIBS results obtained by different analysts and then pave the way towards inter-laboratory 

comparison. 

1. Monitoring the LIBS signal 

Considering spectroscopic techniques in general, the very first step towards quality consists in 

monitoring the signal with the objective to reduce its fluctuations. In LIBS, if either the laser energy or 

the lens-to-sample distance is changing, then the measured spectra may exhibit significant variations 

in intensity. Moreover, the wavelength calibration of the spectrometer can drift and then, LIBS spectra 

may exhibit a wavelength shift that can thus dramatically affect their interpretation. Nevertheless, the 

wavelength drifts can be corrected afterwards during data processing and don’t need accurate real-

time monitoring. The present discussion is thus only focused on the monitoring of intensity 

fluctuations, which are considered to be quite difficult to correct afterwards. For that, we propose to 

build and then routinely run a Control Chart [9, 10]. 



  

Considering a sufficiently large number of LIBS measurements on a reference sample, and 

corresponding to common and limited experimental conditions, one can reasonably consider that the 

signal of interest is described by a normal distribution. In this case, 99.7% of the values are expected 

to be inside the so-called 3-sigma interval centered on the mean value of the distribution, with sigma 

being the standard deviation of the dataset. The main parameter of the control chart is thus the 3-

sigma limit. Indeed, if the signal related to the control of a LIBS instrument falls outside the 3-sigma 

limit, it means the experimental conditions have changed according to unanticipated cause. Two types 

of alarms can be deduced from the 3-sigma limit of the control chart: the analyst has to i) investigate 

the reason that caused the drift, and ii) be aware that a previously built calibration model cannot be 

applied to interpret any experimental data recorded in this new regime of operation. Finally, it is 

common to also consider the 2-sigma limit as an early warning. Thus, any signal falling outside the 2-

sigma limit should drive the analyst to control the experimental conditions at shorter intervals of time 

since the risk of falling outside the 3-sigma limit is increased in this case.  

1.1. Building a control chart 

The number of emission lines present in a LIBS spectrum being sometimes very large, the analyst has 

to determine first what should be considered as the signal to be monitored. Actually, the analyst may 

decide to monitor the intensity of one preferred emission line, but also to consider a few lines or even 

the whole spectrum by computing the sum of all intensity values being related to peaks or not. We 

recommend this last option to get an overview of the fluctuations since some emission lines can be 

more sensitive to others to the changes in the experimental conditions. Moreover, considering 

simultaneously a series of data is expected to be less sensitive to potential drifts in wavelength 

calibration of the LIBS instrument. Hereafter, the monitored LIBS signal is thus the sum of the raw 

intensity values extracted from the whole spectrum. It is worth noticing that raw data must be 

preferred for the monitoring since corrected data may partially hide the effects of the actual 

experimental variations. 



  

In spectroscopy in general, the construction of a control chart requires the use of a reference sample, 

which has to be homogeneous and stable in time. A plane metallic sample (e.g. steel), even not 

certified, is perfect for LIBS since it offers a good repeatability of laser ablation. Then, the experimental 

protocol, namely the number of laser pre-shots and shots, and sites/craters at the sample surface 

should be adjusted by the analyst in order to reduce the uncertainties and thus to obtain reliable data. 

A control chart dedicated to LIBS should take into account a series of measurements of the reference 

sample recorded at different times, in order to encompass various experimental conditions, but of 

course by keeping strictly unchanged all the experimental settings. For instance, if the analyst 

considers that all the diversity of the normal conditions can be observed during a full week of 

measurements, at different times every day, then a control chart based on this one-week series of data 

is well adapted. Then, the 2-sigma and 3-sigma limits can be calculated in order to further control the 

experimental conditions of the LIBS measurements. Figure 1 displays an example of control chart 

derived from a series of LIBS measurements achieved with a handheld LIBS instrument along 35 days, 

on a reference steel sample. In this case, the experimental protocol was: 3 pre-shots and 7 shots per 

location, and 5 locations at the sample surface, giving 35 spectra. Then, the average spectrum over 

these 35 spectra was considered for the control chart. More precisely, at each point of the control 

chart the values of the sum of the raw intensity values were reported over the full spectral range. The 

average value (dotted blue line), as well as the 2-sigma (green) and 3-sigma (red) limits of the control 

chart are calculated from the 35 points displayed in blue in Figure 1. 

 



  

 

Figure 1: Control chart built from the sum of the intensity values (blue) over the full spectral range, 

recorded by a handheld LIBS instrument on a reference steel sample. The average value is represented 

by the dotted blue line, and the 2-sigma and 3-sigma limits are displayed in green and red, respectively. 

The points displayed in red correspond to routine use of the control chart 

1.2. Routine use of a control chart 

Once the control chart has been built (from the 35 points displayed in blue in Fig.1), the LIBS analyst 

can routinely use the chart in order to check the variability of the LIBS signal and by consequence the 

stability of the experimental conditions. In Figure 1, only the points displayed in blue were used to 

build the control chart and the other ones, displayed in red, correspond to further routine use of the 

control chart. The two points (Day 36 and Day 37) located within the 2-sigma limit, correspond to 

experimental conditions considered as normal. At the opposite, the two last points (Day 38 and Day 

39) reveal a significant change in the experimental conditions and the control chart provides an 

immediate warning about this change to the analyst. More precisely, the point related to Day 38 is 

located within the 2-sigma and 3-sigma limits, and indicates a detectable change in the experimental 

conditions that can still be accepted by the analyst, who may continue to run new measurements while 



  

looking for the cause of this change. But the last point (Day 39), outside the 3-sigma limit, illustrates 

the case of experimental conditions that have dramatically changed. It is worth noticing that it is strictly 

prohibited to interpret data recorded under the abnormal experimental conditions related to this last 

point from a calibration model built in the normal experimental conditions related to the blue points. 

The analyst thus has to identify the origin of the change and act on the experimental setup to move 

back to the normal experimental conditions. If this return can’t be achieved because, for instance, of 

an irreversible drift of the laser energy linked to ageing, then the analyst must build a new control 

chart allowing to take into account these new experimental conditions that should be further 

considered as the normal conditions. And of course, she/he will have to build new models for either 

quantification or sorting. 

In conclusion, the LIBS analysts who are using a control chart are able to early detect an abnormal 

change in the experimental conditions, or verify, at the opposite, that the setup is operating within the 

control limits, namely under normal conditions. The consequence is an improvement of the reliability 

of the technique. Moreover, we want to emphasize that verifying the status of the experimental LIBS 

conditions via a control chart is mandatory prior to applying any supervised approach for either 

quantification or sorting purpose. Indeed, LIBS analysts often report on how they build a quantitative 

or a sorting model, but the routine use of these models, meaning their long-time use, is rarely 

discussed. Thanks to such kind of control chart, any calibration model is strictly and exclusively applied 

to data related to normal conditions of analysis. 

2. Optimization of the measurement conditions 

The quality of the LIBS analyses is first based on the quality of the spectra, and consequently on the 

choice of the measurement conditions. It is very important to emphasize that the optimization of the 

measurement conditions has to be made on the basis of LIBS spectra recorded from a sample that is 

considered as representative of the samples to be further analyzed. For instance, if the LIBS analysis is 

dedicated to soil, glass or metal, then the reference sample must be also a soil, a glass or a metal, 



  

respectively. Indeed, from one kind of sample to the other, the optimal conditions might be 

significantly different. The reference sample used for optimizing the experimental conditions must be 

homogeneous and stable in time, but it doesn’t need to be a certified standard since the optimization 

process is based only on a comparison between a series of LIBS signals recorded under various 

experimental conditions.  

To increase the analytical performance of LIBS, the first objective of the analyst is to maximize the 

background-corrected signal in order to reduce prediction errors and detection limits. Among the 

experimental conditions to be optimized, the first ones are linked to instrument parameters such as 

laser energy, lens-to-sample distance, light collection and injection towards the spectrometer, delay 

and gate of the detector, etc. It is worth noticing that all the adjustable parameters/conditions are not 

independent and that optimizing a LIBS measurement is necessarily based either on an iterative 

process, or on the use of an experimental design [11-13]. In the present section, we will discuss about 

the optimization related to i) instrument parameters and ii) sampling. 

2.1. Instrument parameters 

To determine the best instrument parameters for a given type of sample [14], we propose to follow a 

simple step-by-step approach: i) select the parameter to be optimized; ii) record a series of spectra 

from a reference sample for different values of the selected parameter (e.g. laser energy, delay); iii) 

determine the value to be set in order to obtain the best signal, namely the highest background 

corrected signal for a given spectral line.  

To illustrate this point, Figure 2 displays, for different values of time delay varying over a range of 10 

microseconds by 1-microsecond steps, the sum of intensity values (after baseline correction) over the 

full spectral range. It is worth noticing that all the emission lines present in a LIBS spectrum are not 

varying proportionally when an experimental parameter is changed. Thus, instead of monitoring only 

one single emission line, we recommend to take into account the full spectrum. 



  

In this example, the points corresponding to the delays 1, 2 and 3 µs clearly exhibit higher signals than 

the other ones and should thus be preferred. However, it is worth noticing that the plot displayed in 

Figure 2 corresponds to a given value of laser energy and that the decision about the best delay may 

change for another value of laser energy, driving to consider optimization through an iterative process.  

 

Figure 2: Sum of intensity values (after baseline correction) over the full spectral range of LIBS spectra 

related to a reference sample as a function of the time delay between the laser pulse and the 

acquisition start. Error bars correspond to the RSD values calculated over 3 repetitions.  

At this stage, it is worth noticing that the optimization of the experimental conditions proposed here 

might be complicated by the presence of saturated features in the LIBS spectra. To illustrate this point, 

Figure 3 displays the top view of the raw LIBS spectra (horizontal axis) related to the series of time 

delay values (vertical axis) examined in Fig. 2.  This type of display is similar to the one commonly 

chosen to show the emission spectra at different excitation wavelengths (excitation-emission matrix). 

 



  

 

Fig 3: Top view of the average LIBS spectra over 3 repetitions (horizontal axis) related to the 10 values 

of time delay (vertical axis) presented in Figure 2. Features displayed in white show saturation.  

One can observe that, for the delays of 1 to 3 µs, which were considered as the best ones regarding 

Fig. 2, the LIBS spectra exhibit a saturated feature corresponding to the emission lines of magnesium 

at 279.553 and 280.270 nm, shown by the white pattern in Fig.3. Based on this new insight, it appears 

that the choice of the best time delay must include the analysis of saturation, according the following 

two cases: 

i) If the saturated features are of major interest for interpreting the LIBS spectra, the analyst 

would prefer to select the value providing the strongest unsaturated signal. From Figure 3, the 

value of 4 µs should thus be chosen, since no more saturation is observed.  

ii) If the saturated features are without interest for interpreting the LIBS spectra (for instance due 

to the presence of a well identified major element), they could be excluded from further data 

processing without loss of information. In this case, the analyst would prefer to select the value 

providing the strongest but saturated signal. In the example displayed in Figures 2 and 3, one 

of the values between 1 and 3 µs would have been chosen. This scenario can be particularly 

advantageous when the LIBS analysis is focused on emission lines characterized by low 

intensity levels, while they are not affected by the vicinity of saturated features.  



  

To summarize, the LIBS analyst must determine, at the very first step of the optimization process, if 

the presence of saturated features can be accepted or not. Once this choice is established, the best 

experimental conditions can be determined by varying the adjustable factors one by one and then 

iteratively. In the case described in this section, the delay between the laser pulse and the opening 

time slot of the detector has been optimized in order to increase the background-corrected. But, if 

most of the analysts choose to maximize the baseline corrected signal, it is well-established in LIBS that 

the shot-to-shot or site-to-site fluctuations can be significantly reduced when the laser beam is focused 

not exactly at the sample surface but embedded inside the sample [15-18]. In this case, the signal is 

not maximized but the standard deviation from a given series of spectra can be drastically reduced. It 

reveals that the optimization of the lens-to-sample distance should be optimized to reduce the 

standard deviation, prior to optimizing the sampling conditions.  

2.2. Sampling 

As it is the case for all spectroscopic techniques, the quality of a LIBS analysis may strongly depend on 

the sampling. Indeed, the type of sampling may drastically modify the statistical figures related to the 

fluctuating LIBS signal, namely average signal, noise, and standard deviation. Let’s point out that LIBS 

instruments with a high control level allow to obtain very low levels of fluctuation. However, even for 

such systems, offering well-controlled measurement conditions, the ablation rate is expected to be 

different from one sample to another, driving to look for the best number of laser shots to be used in 

each case. Similarly, the sample surface might be altered by pollutants, dust or oxidation and it might 

be strategic to exclude the first laser shot(s), referred as pre-shots, from further data processing. 

Finally, considering that laser ablation and plasma formation might be quite hard to perfectly 

reproduce, the LIBS analysis should be based on a series of measurements at different locations at the 

sample surface. Homogeneous samples are expected to generate very small values of standard 

deviation from point to point, but in the case of heterogeneous samples, the question of sampling is 



  

of major importance in order to get a good representativeness of the bulk sample through the LIBS 

signal averaged from a series of measurements. 

Optimizing the sampling consists in determining the best number of laser shots at the same 

location/point/crater of the sample surface [15] and the best number of locations at the sample 

surface [19]. Of course, both the numbers of laser shots and locations have to be minimized in order 

to save time. Finally, sampling also consists in determining if laser pre-shots are required to remove 

dust, pollutants or an eventual oxidation layer.  

Number of pre-shots 

For many applications, the LIBS signal related to the first laser shot(s) is often different to the ones 

obtained from an ablation induced deeper in the bulk material. Indeed, the sample surface can be 

affected by dust, pollutants from various origins, and also oxidation. All of this can drive to LIBS signal 

significantly different for the first laser shot(s) compared with the following ones, driving to consider 

it/them as pre-shot(s). For quality purpose, instead of taking the decision about the number of pre-

shots from a single location at the sample surface, we recommend to run a series of identical 

measurements at different locations, assuming the sample homogeneous. Thus, for each shot number, 

both the average value and standard deviation can be calculated for the peak intensity of the selected 

spectral line, over the different locations at the sample surface. To illustrate this point, in Figure 4, the 

background corrected signal of the Mg I emission line at 279.581 nm (vertical axis) recorded from a 

plane metallic sample of aluminum is displayed as a function of the number of laser shots. More 

precisely, the average value as well as the standard deviation (error bars), both derived from 27 sites 

at the sample surface, are displayed.  

 



  

 

Figure 4: Background corrected intensity of the Mg I emission line at 279.581 nm as a function of the 

number of shots. Average value and standard deviation (error bars) are calculated from 27 sites. 

The analyst can easily conclude from Figure 4 that the signal related to the first shot is significantly 

different from the next ones. The first shot may thus be considered as a pre-shot and the 

corresponding signal may be removed from further data analysis. It is worth noticing that this decision 

of excluding the first signal can be taken after an ANOVA calculation as well as by the naked eye.  

Number of shots 

Once, the number of pre-shots has been investigated, the LIBS analyst has to determine the best 

number of laser shots to build the average signal to be included in further data processing. Indeed, this 

number strongly depends on the materials as well as focusing conditions and irradiance at the sample 

surface, expected to influence the ablation rate and consequently the LIBS signal at different depths.  

- If the ablation rate is high, the crater depth increases fast, the LIBS signal thus decreases fast, 

and the LIBS measurement should be preferably achieved with a small number of shots to 



  

guarantee a good signal-to-noise ratio of the average signal. ANOVA is expected in this case to 

allow determining the number of shots after which the signal drastically falls. 

- At the opposite, if the ablation rate is low, the crater depth does not change that much from 

one laser shot to the next, the LIBS signal thus stays quasi unchanged, and the LIBS analyst 

may prefer to increase the number of shots in order to reduce the standard deviation. 

Nevertheless, even if quality might be continuously and asymptotically improved when 

increasing the laser shot number, the best number of laser shots should be minimized in order 

to save time and money. ANOVA is expected in this case to allow determining if the signal after 

one single shot is significantly different or not from the average signal from two shots, and so 

on.  

The case displayed in Figure 4 clearly corresponds to the regime of low ablation rate. Thus, applying 

ANOVA as described above to this dataset allows to demonstrate that, in this case, the signal after one 

single shot (after pre-shot removal) was not significantly different than the average signal from two or 

more laser shots, meaning that the number of shots could be reduced, in this particular case, to only 

one.  

To summarize, the LIBS analyst should select, in the case displayed in Figure 4, one pre-shot (to be 

excluded) and only one shot to be considered for further processing. More generally, based on the 

results of ANOVA calculations, the analyst should be able to determine the number of pre-shots as well 

as the optimum number of shots. 

Number of sites  

The sample analyzed by LIBS might be chemically and/or physically heterogeneous. In this case, 

averaging the LIBS signal over a series of sites at the sample surface is mandatory in order to be able 

to compare the LIBS analyses to reference analyses derived from a much larger amount of matter. But, 

depending on the LIBS instrument and measurement conditions, the LIBS signals of homogeneous 



  

samples might also exhibit fluctuations from one site to another. Thus, once the number of pre-shots 

and shots have been determined by the analyst, the variations observed from one site to another 

should also be examined. Considering that the RSD value of the LIBS signal is expected to continuously 

decrease when increasing the number of sites, the analyst should theoretically prefer considering as 

many sites as possible for quality purpose. However, in practice, the LIBS analyst has to determine 

what is the minimum number of sites that provides acceptable statistical figures. Moreover, in several 

application fields such as cultural heritage, gemology, and forensics, the analyst will also care to reduce 

the damages at the sample surface. 

To illustrate the importance of selecting the right number of sites, Figure 5 displays the background 

corrected average intensity values at the emission line of Ga I at 403.3 nm (vertical axis), for a sample 

of Gallium arsenide, as a function of the number of sites (horizontal axis). More precisely, to generate 

this plot, a series of LIBS measurements has been conducted at 27 locations at the surface of a GaAs 

wafer. The average value related to these 27 measurements is displayed on the right side of the plot 

and is considered being the ideal target value. Then, a series of 100 pairs of sites is randomly selected 

among the 351 possible combinations from the 27 sites, and the 100 corresponding values (average 

over 2 spectra) are reported in Figure 5 for a number of sites equal to 2. Then, a series of 100 triplets 

of sites is randomly selected among the 2925 possible combinations from the 27 sites, and the 100 

corresponding values (average over 3 spectra) are reported in Figure 5 for a number of sites equal to 

3. The same process is repeated for the other numbers of sites. Figure 5 clearly reveals that the average 

values over 25 points are very close to each other, whatever the locations randomly considered at the 

surface sample. At the opposite, the average values over 2 points can be drastically different 

depending on the locations randomly considered. Indeed, the extreme value of 5550 (in arbitrary units, 

a.u.) has been found, to be compared with the average value calculated from the 27 locations, being 

3200 (a.u.). In this case, considering only two locations for the LIBS analysis is clearly insufficient. 

Moreover, and without surprise, Figure 5 also reveals that the higher the number of sites considered 



  

at the sample surface the lower the risk to report an average value which is very different from the 

target one calculated from 27 sites.  

 

 

Figure 5: Evolution of the background corrected intensity of the Ga I emission line at 403.3 nm as a 

function of the number of sites considered at the sample surface. For each number of sites, 100 

combinations were randomly chosen among 27 locations.  

Based on this observation, we propose to calculate the maximum relative bias, namely the percentage 

of the difference between the maximum average value for a given number of sites and the target value, 

being the asymptotic value. As an example, in the case of 2 sites, the max average value being 5550 

(a.u), the value of the corresponding maximum relative bias is 100
���������

����
≈ 73%. Furthermore, 

when considering a number of sites of 15, the maximum relative bias falls to 19%. Thus, depending on 

the requirements of the application, the number of sites might be selected by the analyst from the 

values of the maximum relative bias. However, it is well-known that all the emission lines of a LIBS 

spectrum don’t exhibit the same level of fluctuations. Thus, we recommend to set the number of sites 



  

not only from the data corresponding to a single emission line (Fig.5), but from the values of the 

maximum relative bias calculated on a large number of emission lines present in the LIBS spectra.  

At this step, let’s emphasize that the fluctuations of the LIBS signal displayed in Figure 5 are not 

representative of the analytical performance of LIBS in general. Indeed, there are many cases for which 

only a few locations at the sample surface are sufficient to get the asymptotic average value. This 

example has been selected for pedagogical purpose since it allows to clearly understand the strategy 

we recommend to adopt. Finally, in the case of much lower fluctuations, the methodology discussed 

here can still be applied, and only the values of deviation and bias are expected to change.  

Figure 6 displays the values of the maximum relative bias corresponding to the data displayed in Fig. 5 

in a reduced spectral range to facilitate the reading. It is worth noticing that for a given number of sites 

(vertical axis) the maximum relative bias significantly varies with the wavelength. As an example, the 

bias can still be higher than 30% for several lines, even when considering 20 points at the sample 

surface. Moreover, if the requirement of the LIBS analysis is to get a maximum relative bias lower than 

10% whatever the spectral line considered, then the number of sites must be at least equal to 25. 

 



  

Figure 6: Maximum relative bias (%, in color) displayed for different values of the number of sites 

(vertical axis) for a selection of emission lines of interest (horizontal axis, wavelength values in nm).  

The overview provided by Figure 6 is particularly interesting when further data processing is based on 

a multivariate approach, and/or normalization. At the opposite, in the case of univariate data 

processing, the analyst only needs to know what is the maximum relative bias at the wavelength of 

interest. In this case, the maximum relative bias can be very different from one wavelength to another.  

To summarize, we suggest to adopt the strategy described in the present section, and illustrated in 

Figures 5 and 6 in the frame of a case study in order to determine the number of sites to be considered. 

Thus, the analyst can make this decision according quality requirements, e.g. maximum relative bias 

lower than 10%. Of course, the indicator of maximum relative bias might be replaced by any other 

indicator such as the relative standard deviation, for instance, but the methodology would stay 

unchanged. Again, we do insist on the fact that the levels of fluctuation reported in Fig. 5 and Fig. 6 

are not typical of the LIBS analyses in general. Depending on both the instrument and the sample, the 

values corresponding to these indicators might be much lower. However, the discussion would be the 

same.  

To conclude, in order to determine from the scratch the optimum sampling conditions the analyst is 

invited to follow the present guideline:  

i) select a number of laser shots per point (typically 20 to 50), large enough to allow 

determining the number of pre-shots and shots (cf. Fig. 4),  

ii)  select a number of points/locations (typically 20 to 25) at the sample surface in order to 

allow approaching the average value related to an infinite number of points, with a relative 

bias compatible with the requirements of the analytical context (cf. Fig. 5 and 6),  

iii) record each single LIBS spectrum in order to be able to process them as described in the 

present section.  



  

It is worth noticing that the default values given in the present guideline and related to the number of 

laser shots per point and the number of points should be chosen by the analyst in order to take into 

account the specificity of the LIBS instrument, such as the ablation rate. For instance, if the LIBS signal 

falls to zero after 10 shots at a same location, the total number of shots can be limited to 10 for the 

optimization process. Similarly, depending on the typical degree of heterogeneity of the samples to be 

analyzed, the value of the number of locations at the sample surface should be adjusted by the analyst. 

3. Data filtering 

Considering LIBS spectra, one can potentially observe wavelength drifts that may induce issues in 

element identification, classification and quantification, if they are not identified and corrected. To 

avoid a mismatch between the experimental and reference wavelengths (according to the NIST atomic 

database), the experimental spectra potentially need to be wavelength corrected. The risk is probably 

higher when considering spectra recorded by stand-off or handheld LIBS instruments. And, if the 

wavelength correction is often proposed and managed by the software communicating with the 

instrument, it is not taken into account in real-time and thus the recorded spectra are not all corrected. 

It is worth noticing that the goal of the wavelength correction proposed here is not to assist the 

wavelength calibration of the spectrometers during the measurement campaigns but to prepare the 

recorded data to further processing by suppressing potential wavelength drifts. 

Technically, the analyst may consider that the first spectrum of a campaign is correctly calibrated in 

wavelength and that all the next spectra may be compared to it, for instance via a correlation function, 

and then corrected when needed, in order to finally observe a perfect overlap of selected emission 

lines in all the spectra. To illustrate the importance of this wavelength correction, we have run two 

PCA models from the same data set. Fig. 7.a displays the loadings of the first component for the 

uncorrected data, and Figure 7.b for the corrected ones. It clearly demonstrates that the loadings 

displayed in Fig. 7.a exhibit abnormal features similar to the derivative function of the atomic emission 

lines. This result is typical for a wavelength drift within the data set. At the opposite, the features 



  

displayed in Figure 7.b are very different and look like normal features related to the emission lines, 

indicating that the correction has been efficient.     

        

Figure 7: Loadings of the first component of two PCA models applied to LIBS spectra a) before and b) 

after correction. 

Figures 8.a and b display the corresponding scores calculated for the two first components for the 

uncorrected and corrected spectra, respectively. Interestingly, the two score plots are very different, 

as a consequence of the wavelength correction applied to the LIBS spectra. And, while Figure 8.b (after 

wavelength correction) displays the actual variability of three groups of spectra within the dataset, 

Figure 8.a (uncorrected data), at the opposite, mainly exalts the existence of a spectral drift. This result 

can be generalized and it clearly illustrates the necessity of correcting spectral drifts prior to any data 

processing. 



  

             

 

Figure 8: Score plots of two PCA models applied to LIBS spectra a) before and b) after correction. 

In addition to the important question of wavelength correction, the second type of data control 

consists in detecting if any saturated features are present in the LIBS spectra. Indeed, the presence of 

saturated signals prevents from correctly applying normalization techniques such as SNV (consisting in 

subtracting the mean value of the spectral intensities to each intensity value and to divide the result 

by the standard deviation of the initial spectral intensities), or processing the dataset through 

multivariate approaches. Saturated features are, by definition, not exploitable and must be filtered 

out. Consequently, if saturated spectral features are detected, the analyst must either exclude them 

from the spectra or exclude the whole spectra exhibiting those features. In the first type of filtering, 

the total number of spectra considered in the dataset is kept unchanged but the number of variables 

is reduced to treat only the unsaturated spectral features. In the second type of filtering, the number 

of variables considered in the dataset is kept unchanged but the number of spectra is reduced to keep 

only the ones without saturation. The analyst will have to choose between these two types of filtering 

depending on the context of the analysis. 

In conclusion, the guideline proposed here aims at alerting the analyst to verify the nature of the 

recorded data, re-calibrate the LIBS spectra in wavelength when needed, and filter out saturated data 

prior to further data processing. The wavelength calibration can be achieved through a different 



  

method than the one described here and the process of filtering can also be customized by the analyst. 

However, we claim that these two steps of wavelength recalibration and filtering of saturated data are 

mandatory to guarantee quality. This basic advice is obviously not limited to LIBS and holds for any 

spectroscopic technique. 

4. Sorting  

One of the main objectives of the LIBS analyses is to achieve sorting either in the context of sourcing 

(archeology, gemology, forensics…) or recycling, based on first the construction, and secondly the 

routine use of supervised models. In addition, unsupervised models are perfectly adapted to the case 

of smart sampling, where the LIBS spectra of totally unknown samples are directly compared in order 

to understand the variability of the dataset, and thus optimize the sampling for further analyses. 

Efficient sorting can be rarely achieved by considering one single variable and the use of multivariate 

approaches is very common.  

Classification - supervised models 

Partial least squares – discriminant analysis (PLS-DA) is the approach the most commonly applied to 

LIBS spectra for sorting purpose [6]. This supervised multivariate approach allows taking into account 

the influence of several variables for discriminating the dataset into separate groups. However, it is 

worth noticing that it is generally quite difficult to strictly compare the sorting ability of different 

models due to the lack of a common assessment process.  

El Haddad et al. [6] proposed to adopt good practices by splitting the original dataset into two subsets, 

namely the training set and the validation set. The training set is used to build the model while the 

validation set is used to evaluate, a posteriori, the sorting ability of the model. They also proposed to 

calculate for each model the well-known confusion matrix, which allows to estimate the sorting ability 

of a model, for both the training and the validation set. However, the only information contained in 

this matrix is belong/don’t belong to a given class but the errors of the decisions are not given. To 



  

illustrate this point, let’s consider a sample assigned to a given class A, among the three classes A, B, 

and C, according to the confusion matrix. Considering the probability to belong to each class, this 

sample may be characterized by 40% to belong to class A, 30% to class B, and 30% to class C. This 

clearly illustrates that the confusion matrix only gives a partial information and doesn’t permit to deal 

with complex cases. Consequently, in order to achieve high quality sorting, we recommend to calculate 

not only the confusion matrix, but also the probabilities to belong to each class. Syvilay et al. [20] 

applied this approach in the context of geological obsidian sourcing to compare different sorting 

models, derived from PLS-DA and QDA (quadratic discriminant analysis). Based on this approach, they 

selected the model presenting the best sorting ability. 

Smart sampling - unsupervised models 

The analyst may want to check if LIBS spectra belonging to a given dataset are similar or not, without 

any additional information to supervise the decision. Indeed, after analyzing samples in the field (rocks, 

soils, etc…), unsupervised sorting allows to avoid collecting very similar samples and to focus further 

analyses on samples exhibiting different characteristics. In this case, either PCA (principal components 

analysis) or ICA (independent components analysis) models [21] can be applied as a first step. It is 

interesting to notice that these multivariate approaches are often interpreted by the naked eye and 

this is probably why some people consider them as classification techniques, which is not correct, by 

principle. Thus, instead of sorting the data by the naked eye, we recommend to numerically determine 

the groups of similarities, or classes, using numerical methods, such as K-means [22] or kernel density 

[23]. At the end, the analyst needs to assess if the selected approach of unsupervised sorting can be 

considered as reliable and robust. In the present guideline, we recommend to assess the sorting ability 

of the studied models through specific figures of merit: i) the probability to belong to each group, and 

ii) the percentage of overlap between groups. These two indicators drive to establish the number of 

well-separated groups. In practice, the number of groups doesn’t matter and the best model is 



  

expected to exhibit, for a given sample, a high probability to belong to one group and also a percentage 

of overlap between groups as low as possible.  

A case-study has been selected to illustrate the proposed methodology of unsupervised sorting. It 

concerns a series of 12 cinnabar-based samples prepared according to four well-established 

techniques, namely casein, glue, fresco, and egg yolk. These samples were prepared by a restorer who 

mastered the application techniques. Ten single-shot LIBS spectra were recorded for each sample, at 

ten different locations, and the resulting 120 spectra were examined. Each spectrum consisted in 5949 

variables, which were introduced into a PCA model and the corresponding scores plot (PC1-PC2) was 

displayed in Figure 9.a. In this figure, the four types of preparation are displayed with four markers: 

blue disc for casein, red triangle for glue, green square for fresco, and black diamond for egg yolk. It’s 

worth noticing that the data exploration performed by the PCA is totally unsupervised, and thus no 

maker should be used to distinguish the different types of samples. However, we decided to show the 

colored markers in Fig. 9.a to facilitate the discussion.  From this figure, one can distinguish four groups 

of points with the naked eye. The existence of these four groups was also confirmed by the calculation 

of the kernel density plot displayed in Fig. 9.a. Thanks to the colored markers, it was easy to verify that, 

in the present case, each group identified by the kernel density algorithm corresponded to one type 

of preparation. Furthermore, Figure 9.b displays, for each sample, the probability to belong to a group. 

In the present case, the probability was equal to 1 (namely 100%) for each sample except for two of 

them.   

 



  

Figure 9: a) Score plots of a PCA model applied to the LIBS spectra of cinnabar-based samples prepared 

with different techniques (casein – group 1, fresco – group 2, glue – group 3, and egg yolk – group 4); 

the kernel density plot (closed curves) reveals the presence of four groups; and b) for each sample, the 

probability to belong to a group. The points labelled “A” and “B” are not assigned to the right group 

with a probability equal to 1. 

More precisely, Figure 9.b reveals that two samples corresponding to the fresco preparation were not 

assigned to group 3 with a probability equal to 1, as expected. The sample related to the point labelled 

“A” was characterized by a probability only equal to 0.2 to belong to group 3, and a probability of 0.8 

to belong to group 1. The sample related to the point labelled “B” was wrongly assigned to group 1 

with a probability equal to 1. From Fig. 9.a, these probabilities were quite easy to interpret since the 

point “B” was located inside the density kernel plot (blue curve) of group 1, in perfect agreement with 

the probability equal to 1 to belong to this group. In addition, the point “A” is much closer to the kernel 

density plot related to group 1 than those related to group 3, in good agreement with the probabilities 

of 0.8 and 0.2. 

Finally, in the present case, the probability of overlapping between the groups was equal to zero, as 

one can easily verify from the kernel density plots displayed in Fig. 9.a. In complement to the 

probability to belong to a group for a given sample, this second indicator is quite useful since it confirms 

that the groups 1 and 3 are significantly separated, indicating that the unsupervised sorting model 

investigated here is robust. At the opposite, a model exhibiting either a high probability of overlapping 

between the groups, or many values of probability to belong to a group different to 1 would indicate 

that the corresponding unsupervised sorting model is less robust than the one presented here. 

The advantages of following the present guideline are twofold; the analyst can assess if the sorting 

model can be considered as reliable, and if several models are tested, they can also be compared 

between them. The best model can be identified in order to make the decision as reliable as possible. 

In conclusion, unsupervised sorting is particularly useful in the frame of smart sampling. Indeed, the 



  

similarities/differences between the data are the key-information to optimize the selection of the 

samples to be further analyzed by reference techniques that might be time-consuming and expensive. 

We consider that unsupervised sorting of LIBS data recorded on-site is very interesting, but in this case, 

like in the other ones, the reliability should be maximized and the present guideline is expected to 

contribute to it. 

5. Quantitative analysis 

Most of the LIBS applications require quantitative analyses. However, Motto Ros et al. [2] have 

demonstrated that the steps involved in data processing are critical and can drive to very different 

results not only regarding the predicted values of concentration, and consequently the RMSE (root-

mean square error) values, but also regarding the uncertainties as well as the limits of detection and 

quantification. As a first recommendation about quantitative LIBS, we would like to point out that the 

univariate approach, i.e. the classical calibration curve, should be preferred whenever it allows 

answering the requirements of the analysis. Good practices and figures of merit corresponding to this 

case have been given by Motto-Ros et al. [2]. They allow comparing different univariate models 

between them and to select the best one, without a priori decision. Nevertheless, it has been 

demonstrated that univariate models were not able to deal with matrix effects and this is the reason 

why multivariate approaches are often applied to analyze the LIBS spectra of complex samples. Among 

them, the partial least-squares regression (PLS) is the most commonly used. PLS can be run on the 

entire dataset as well as on a selection of variables. There are well-known figures of merit [6] that 

enable the analyst to choose the most relevant variables and to assess the performance of the PLS 

models.  

In the present discussion, we would like to point out that it is very important to be able to compare 

multivariate and univariate models in order to objectively demonstrate the relevance of adopting 

multivariate approaches, which is very rarely discussed in the scientific literature. And, since 

multivariate approaches provide as an output of the models the relationship between the predicted 



  

and reference concentration values, we recommend to display the graph “predicted vs. reference 

concentration values” for both univariate and multivariate approaches, prior to calculating any figure 

of merit.  

A univariate model consists in building the regression function between the LIBS signal and the 

reference concentration values. This regression function is commonly used to predict the 

concentration value related to a measured signal. It means that, for a given LIBS signal obtained from 

a sample belonging to the calibration set, we have simultaneously the reference concentration value 

and the predicted concentration value from the regression model. It thus becomes possible to plot the 

“predicted vs. reference concentration values” even for a univariate model. It is not common to display 

this graph in the case of univariate models, and it is worth noticing that a second regression model is 

now calculated between the predicted and the reference concentration values. Consequently, the 

figures of merit proposed by Motto-Ros et al. [2] have to be totally revisited in order to be adapted to 

this new representation. In the present guideline, we recommend to systematically calculate three 

figures of merit, namely the coefficient of determination R2, the limit of detection LOD, and the root-

mean square error (RMSE) since they allow to compare the different quantitative models to each 

other. Let’s notice that LOD or LOQ can be indifferently chosen since they are closely related (�
� =

��

�
�
�). 

To illustrate this discussion, we have introduced the dataset already exploited by Motto-Ros et al. [2] 

into a PLS model dedicated to the quantification of aluminum, and compared the resulting figures of 

merit to those related to two selected univariate models, from the plot “predicted vs. reference 

concentration values”. The first univariate model corresponds to a linear regression between the LIBS 

signal and the reference concentration values, while the second one corresponds to a quadratic 

regression. Motto-Ros et al. [2] have demonstrated that the quadratic regression provided the best 

model. In Table 1, are reported the values of R², LOD and RMSECV for the two selected univariate 



  

models, derived from the plot “predicted vs. reference concentration values”, and one PLS model built 

from 3 components and a pre-selection of 5500 variables. 

Table 1: RMSECV, LOD and R² values for two selected univariate and multivariate models (see in the 

text for details) for the quantification of aluminum applied to the dataset previously exploited by 

Motto-Ros et al. [2].  

Model RMSECV (ppm) LOD (ppm) R² 

Univariate (linear) 309.27 nm 

Peak intensity 
80 140 0.979 

Univariate (quadratic) 309.27 nm 

Area of the Voigt profile 
40 70 0.995 

Multivariate 

(PLS, 5500 variables, 3 components) 
360 230 0.942 

 

From the values reported in Table 1, the analyst can conclude that, in the present case, the univariate 

model originating from a quadratic relationship between the LIBS signals and the reference values of 

concentration provides the best quantitative performance. However, it should be noticed that the PLS 

model given here was not particularly optimized. Moreover, Table 1 just aims to illustrate that 

univariate and multivariate models can be rigorously compared. 

Let’s also notice that El Haddad et al. [6] emphasized the importance of evaluating the risk of 

overfitting by splitting the original dataset into two parts, a calibration set to build the calibration 

model and a validation set to assess its prediction ability. Indeed, they mentioned that overfitting is 

observed when the root-mean square error is much lower for the calibration set than for the validation 

set. They also advised to verify if the performance of a quantitative model were obtained by chance 

by applying the so-called Y-randomization method, consisting in randomly changing the order of the 

concentration values in order to verify that, after randomization, the figures of merit significantly 

change and that the prediction ability of the new calibration model becomes very poor. These good 

practices, which have been detailed by El Haddad et al. should obviously be applied to any LIBS data, 



  

when possible, and thus be taken into account to reinforce the present discussion. However, 

considering the case presented here, the number of data was too small to split the dataset into 

calibration/validation subsets and this is why the question of overfitting has not been addressed here. 

To summarize, based on the methodology proposed here, the LIBS analyst is able to systematically 

compare univariate to multivariate models between each other. This approach opens the way for any 

LIBS analyst to objectively find the best quantitative model for a given dataset, and thus to efficiently 

participate to future interlaboratory comparison. 

Conclusion 

We have proposed a guideline to assist the LIBS analyst from A to Z, and to assess the relevance of 

each step of data processing thanks to relevant figures of merit and we have illustrated, through 

selected examples, the risks of making non-robust or even wrong conclusions when the basic advices 

proposed in the present guideline are not taken into account. This guideline describes how to verify 

that quality is at its highest level, at each step of the measurement campaign and data processing. The 

LIBS analyst now possesses all the tools necessary to check the status of the instrument and optimize 

the parameters and sampling prior to any measurement campaign. Then, he/she can check the quality 

of the dataset in order to correct some spectra in wavelength when needed and to filter out spectra 

exhibiting saturated features. The guideline also indicates how to compare between different sorting 

models, being supervised or not, as well as quantitative models, being either univariate or multivariate. 

We claim that this guideline should allow to drive future high-quality LIBS measurements as well as 

highly reliable analytical results. 
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